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Abstract. In this paper we will describe projective resolutions ofd dimensional Cohen–
Macaulay spacesX by means of a projection ofX to a hypersurface ind + 1-dimensional
space. We will show that for a certain class of projections, the resulting resolution is minimal.

1. Introduction

Let X be a d-dimensional germ of an analytic space and letφ : X → C
d+1

be a finite map. Viaφ we can considerOX as anO := O
C

d+1-module. IfX is
Cohen–Macaulay, thenOX has a free resolution asO-module of the form:

0 → G
8→ F → OX → 0 (1)

whereF = ⊕r
k=0O ·fk andG = ⊕r

k=0O ·gk are freeO-modules of rankr +1. The
determinantf of the matrix(8ij ) can be used as a defining equation for the image
Y of X in C

d+1, see [7]. NowOX is not only aO-module, but even aO-algebra,
due to the fact thatOX is aring. Let fk be mapped touk in OX. We may suppose
thatu0 = 1. We get a surjection:

O[f1, . . . , fr ] → OX → 0 (2)

of O-algebras, or equivalently, an embeddingX ↪→ C
d+1 × C

r . The equations of
X in this embedding come into two types:

r∑
i=0

8ijfi = 0 (3)

fifj −
r∑

k=0

Mijkfk = 0 (4)
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The equations (4) are the “module-equations” between theui that follow from 1.
The equations 4 are the “multiplication-equations”. They express the productuiuj

in the module basis. TheMijk are certain elements ofO and could be called the
structure constants, cf. [2], [6]. Another way of looking at the equations (3) and
(4) is to say that the left hand side of these equations generate the kernel of the
surjection of (2) as anS := O[f1, . . . , fr ]-module.

In the first part of this article we will extend this to a description of a projective
resolution ofOX as anS-module. It turns out that this resolution has the form:

0 → Lr+1 → Lr → . . . → L1 → S → OX → 0 (5)

whereLk is a freeS-module of rankk · (
r+2
k+1

)
. Note that these are the well-known

ranks occuring in the minimal resolutions of varieties of minimal multiplicity, [8],
[3]. Our complex involves8, certain mapsL andM describing the algebra structure
of OX on the complex (1) and a certain homotopyH expressing the associativity
of the multiplication inOX. The construction follows the steps taken in [3], where
a similar complex was constructed associated to a mapX → C

d , representing (in
the case thatX is Cohen–Macaulay)OX as a freeO

C
d -module.

In the second part of the article we treat the special case that the mapφ : X →
C

d+1 is generically 1−1. In that case the image spaceY will contain a subscheme
6, defined by theconductor idealI = HomY (OX, OY ) ⊂ OY . This subscheme
6 will be Cohen–Macaulay of codimension 2 inC d+1 and is contained in the
singular locus ofY . Conversely, when6 ⊂ Y is given, we can reconstructX. This
is reviewed in the third section.

If moreover the conductor idealI ⊂ O is radical then a hypersurface defined
by ag ∈ I is singular along6 if and only if g is in the second symbolic power
I (2). This I (2) contains the ordinary second powerI2. So in this situation the
defining functionf is in I (2). In [4] “generic” mappingsφ : X → C

3 were
studied, whereX is a normal surface germ. It was shown there that the module
M(X, φ) := I (2)/(I2 + (f )) is independentof the chosenφ, as it can be identified
with the dual of Ext1X(ωX, OX). (The idealI and the equationf = 0 of the image
depend very much onφ, however.) In particular, one sees from this fact that ifX

is a Gorenstein singularity, thenM(X, φ) = 0. In other words,I (2)/I2 is a cyclic
module with generatorf . This was also proved in [6]. Now it is well known that the
minimal resolution of a Gorenstein germ can be taken to be a symmetric complex.
This implies that the complex (5) is in such cases never minimal (unlessr = 0,
i.e.X = Y ). The other extreme somehow is represented by thoseX for which the
invariantM(X, φ) is as big as possible for a given6. In other words, iff ∈ I2.
In the fourth section we turn our attention to this case. It turns out that in this case
one can express the mapsL, M andH explicitly in terms of the matrix8ij . As a
consequence, we get that in this case the resolution (5) isminimal.

It is not so clear what the geometric meaning of “f ∈ I2” is. In any case, it
represents a property ofX andφ, andnotof X alone. The complex considered in [3]
was shown to be minimal in the case that the singularity hasminimal multiplicity
with respect to its embedding dimension. Strange enough, the conditionf ∈ I2

seems to be totally unrelated to this condition. In fact, iff ∈ I2 then in almost all
cases the spaceX will not be of minimal multiplicity. The most optimistic guess
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on minimality is that the complex (5) is always minimal,unlessf is a generator of
I (2)/I2, but we have been unable to prove anything more in this direction.

2. A projective resolution

We consider a commutative ringR with 1, andE a finitely generated projective
R-module. We putS := ∑

k Sk(E), whereSk is thek-th symmetric power ofE.
The “diagonal” map1 is the map:

1 : ∧k(E) → ∧k(E) ⊗ E

defined on generators by:

1(e1∧ . . . ∧ek) =
∑

i

(−1)i−1e1∧ . . . ∧êi∧ . . . ∧ek ⊗ ei .

Here and in the sequel the tensor products are over the ringR. We define for any
S-moduleM a map:

dM : ∧k(E) ⊗ M → ∧k−1(E) ⊗ M

by dM := (1⊗ m)(1 ⊗ 1), wherem : S ⊗ M → M is the multiplication map. By
abuse of notation, the mapM ⊗ ∧k(E) → M ⊗ ∧k−1(E) defined bysdMs, where
s is the swap that interchanges the tensor factors, is also denoted bydM . Note that
dMdM = 0.

Proposition 1. LetM be anS-module which is finitely generated as anR-module.
PutKk := S ⊗∧k(E)⊗M andd := dS ⊗1−1⊗dM : Kk → Kk−1. Thend2 = 0
and

K (M) : 0 → Kr → Kr−1 → . . . K1 → K0 = S ⊗ M → 0

is a resolution ofM asS-module.

Proof. For a proof see [3], Theorem 1.1 (In this theorem it is assumed thatM is
projective, but this is not needed in the proof of the above statement.)ut

In case thatM is a projectiveR-module, the above complexK (M) is anS-
projective resolution ofM. Special suchS-modules arise asR-algebras of the form
R ⊕ E as considered in [3]. We will consider the case ofR-algebrasA given by an
exact sequence of projectiveR-modules:

Diagram 2.

0 → G
8→ R ⊕ E → A → 0

whererk(E) = r andrk(G) = r + 1. We abbreviateR ⊕ E to F .

BecauseA is (in general) no longer a projectiveR-module, the resolution in
Proposition 1 withM = A does not give us a projective resolution ofA as an

S-module. We will replaceA by “G
8→ F ”, but the differential needs special care.

In order to define this differential we introduce some maps expressing the commu-
tativity and associativity ofA. Consider the following commutative diagram:
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Diagram 3.

0 → ∧2(G) → F ⊗ G → S2(F ) → S2(A) → 0
↓ ↓ m2 ↓ m1 ↓ m

0 → G → F → A → 0

The first row is a projective resolution of the second symmetric powerS2(A) of A,
m is the multiplication map of the algebra structure ofA, which is lifted to maps
m1 andm2 of complexes. BecauseF = R ⊕ E, we have decompositions:

S2(F ) = F ⊕ S2(E),

F ⊗ G = G ⊕ E ⊗ G.

Therefore we can decomposem1 andm2 as follows:

m1 = IdF ⊕ M whereM : S2(E) → F,

m2 = IdG ⊕ L whereL : E ⊗ G → G.

By composition we get a mapE ⊗ E → S2(E) → F that we also denote byM.
In order to express the associativity of the multiplication onA, we consider the

following commutative diagram:

Diagram 4.

0 → ∧2(E) ⊗ G
1⊗8−→ ∧2(E) ⊗ F → ∧2(E) ⊗ A → 0

[L, L] ↓ [M, M] ↓ 0 ↓
0 → G

8−→ F → A → 0

The map[M, M] is defined asM(1 ⊗ M)(1 ⊗ 1), so

[M, M](e1∧e2 ⊗ f ) := M(e1 ⊗ M(e2 ⊗ f )) − M(e2 ⊗ M(e1 ⊗ f )).

The map[L, L] is defined similarly.
The commutativity of the left hand square follows from the commutativity

of Diagram 3, whereas the commutativity of the right hand square expresses the
associativity and commutativity of the algebraA. It follows that there is ahomotopy
H : ∧2(E) ⊗ F → G with 8H = [M, M] andH(1 ⊗ 8) = [L, L].
Proposition 5. LetAk = S ⊗ ∧k(E) ⊗ F ⊕ S ⊗ ∧k−1(E) ⊗ G and

∂ :=
(

d1 d2
d3 d4

)
: Ak → Ak−1

with

1. d1 = dS ⊗ 1 − (1 ⊗ M)(1 ⊗ 1);
2. d2 = 1 ⊗ 8;
3. d3 = (1 ⊗ H)(1 ⊗ 1)(1 ⊗ 1);
4. d4 = −dS ⊗ 1 + (1 ⊗ L)(1 ⊗ 1)
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Then one has that∂∂ = 0, i.e.A := (A., ∂) is a complex.

Proof. This is for the a straightforward calculation, and is an expression of the
various commutations of maps. We indicate what is involved.

1. Ford2
1 + d2d3 = 0, useφH = [M, M].

2. Ford3d2 + d2
4 = 0, useH(1 ⊗ 8) = [L, L].

3. Ford1d2 + d2d4 = 0, useM(1 ⊗ 8) = 8L.
4. The most difficult one is to show thatd3d1 + d4d3 = 0. For this it turns out that

one has to use the commutativity of the following diagram:

∧3(E) ⊗ F
1⊗1−→ ∧2(E) ⊗ E ⊗ F

s⊗1−→ E ⊗ ∧2(E) ⊗ F
1⊗H−→ E ⊗ G

1 ⊗ 1 ↓ L ↓
∧2(E) ⊗ E ⊗ F

1⊗m1−→ ∧2(E) ⊗ F
H−→ G

This commutativity can be checked by composing with the injective map8.
After doing this, the commutativity comes down to the relations8H = [M, M]
and8L = M(1 ⊗ 8), together with the equality of maps∧3(E) ⊗ F → F :

[M, M](1 ⊗ m1)(1 ⊗ 1) = m1([M, M] ⊗ 1)(s ⊗ 1)(1 ⊗ 1)

which is checked by direct computation.ut
Lemma 6. Let B = ⊕Bk be aZ-graded Abelian group with a mapδ of degree
−1. (Not necessarilyδδ = 0!) Consider the “mapping cone”C := (C., d) where

Ck := Bk ⊕ Bk−1 andd =
(

δ Id

−δδ −δ

)
. Thend2 = 0, andC is an exact complex.

Proof. To show thatd2 = 0 is a simple computation. To show thatC is exact,
we establish the homotopy between the zero map and the identity map ofC by(

0 0
Id 0

)
: Ck → Ck+1. ut

Proposition 7. The complex:

A : 0 → Ar+1
∂→ Ar

∂→ . . .
∂→ A1

∂→ A0 = S ⊗ F → 0

is an S-projective resolution ofA.

Proof. We apply Lemma 6 withBk = S ⊗ ∧k(E) ⊗ G andδ = dS ⊗ 1 − (1 ⊗
L)(1 ⊗ 1) and get an exact mapping cone complexC. We have aninjectivemap
of complexesC ↪→ A, given in degreek by:

(1⊗8)⊕Id : S ⊗∧k(E)⊗G⊕S ⊗∧k−1(E)⊗G→S ⊗∧k(E)⊗F ⊕S ⊗∧k−1(E)⊗G.

The cokernel of this map can be identified with the complexK (A) of Proposition 1.
So we have a short exact sequence of complexes:

0 → C → A → K (A) → 0

BecauseC is exact by Lemma 6 andK (A) is a resolution ofA by Proposition 1, it
follows from the long exact homology sequence thatA is anS-projective resolution
of A. ut
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3. A smaller resolution

Although the complexA has the right length, it is usually not minimal. In [3] it is
described how to obtain fromK (A) a smaller complex. We will use their ideas to
prune our complexA in a similar way. We will therefore be brief.

Definition 8. (see also [1], [3]) Letπ : F = R ⊕ E → E be the Cartesian
projection and define maps:

in := (∧kπ ⊗ 1)1 : ∧k+1(F ) → ∧k(E) ⊗ F

as the compostion of the diagonal map and the induced projection.

The commutative diagram with exact rows:

0 → ∧k(E) → ∧k+1(F ) → ∧k+1(E) → 0
=↓ in ↓ 1 ↓

0 → ∧k(E) → ∧k(E) ⊗ F → ∧k(E) ⊗ E → 0

shows that Coker(in) ∼= Coker(1). We denote this common cokernel byLk :=
Lk

2 := Coker(1 : ∧k+1(E) → ∧k(E) ⊗ E). The moduleLk is projective and has
rankk · (

r+1
k+1

)
.

Consider the inclusionF = R ⊕ E ↪→ S and the induced mapS ⊗ F → S.
The Koszul complexP := (P ., δ) on this map with termsPk := S ⊗ ∧k(F ) and
the usual differential, is exact.

Proposition 9. Let j be the map:

j := (1 ⊗ in) ⊕ 0 : S ⊗ ∧k+1(F ) → S ⊗ ∧k(E) ⊗ F ⊕ S ⊗ ∧k−1(E) ⊗ G

Then the diagram

Pk+1
δ→ Pk

j ↓ j ↓
Ak

∂→ Ak−1

is anti-commutative. We therefore have an induced differential∂ : Lk → Lk−1,
k ≥ 2, whereLk := Coker(j) = S ⊗ Lk ⊕ S ⊗ ∧k−1(E) ⊗ G. Note that the rank
of L is equal tok · (

r+2
k+1

)
.

Proof. The anti-commutativity of the diagram

S ⊗ ∧k+1(F )
δ→ S ⊗ ∧k(F )

1 ⊗ in ↓ 1 ⊗ in ↓
S ⊗ ∧k(E) ⊗ F

d1→ S ⊗ ∧k−1(E) ⊗ F

can be proved as in [3], Lemma 3.1. So to prove the statement of the proposition,
we have to show that the composition:

S ⊗ ∧k+1(F )
1⊗in−→ S ⊗ ∧k(E) ⊗ F

d3−→ S ⊗ ∧k−2(E) ⊗ G
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is the zero map.A direct computation (use8H = [M, M]) shows that the composi-
tion of this map with the injective map 1⊗8 maps the elements⊗e1∧e2∧ . . . ∧ek+1
to

∑
i<j<k(−1)i+j+ks ⊗ (ei∧ej∧ek) ⊗ γ where

γ = − M(ei ⊗ M(ej ⊗ ek)) + M(ei ⊗ M(ek ⊗ ej ))

− M(ej ⊗ M(ek ⊗ ei)) + M(ej ⊗ M(ei ⊗ ek))

− M(ek ⊗ M(ei ⊗ ej )) + M(ek ⊗ M(ej ⊗ ei)).

This is zero due to the symmetry of the mapM. ut

Theorem 10.The complex

L = (L., ∂) : 0 → Lr+1
∂→ Lr

∂→ . . .
∂→ L2

∂→ L1
∂→ L0 := S → 0

with ∂ : Lk → Lk−1, k ≥ 2 as in Proposition 9 and

∂ : L1 = S ⊗ S2(E) ⊕ S ⊗ G → L0 = S

given by:∂(s ⊗ e1 ⊗ e2 ⊕ t ⊗ g) = s(e1e2 − M(e1 ⊗ e2)) + t8(g) is an S-
projective resolution ofA. Furthermore, if the ringR is local with maximal ideal
m, then the resolution is minimal (after localization at(m, E) ⊂ S) if 8(G) ⊂
mF, L(E ⊗ G) ⊂ mG, M(E ⊗ E) ⊂ mF andH(∧2(E) ⊗ E) ⊂ mG.

Proof. As in [3], Theorem 3.2. ut

4. Projections

In [4] the following situation was studied:

X

↓ ρ

6
i→ Y ⊂ Z

HereY = Spec(B) is a hypersurface in a smooth ambient spaceZ = Spec(R). If
ρ : X → Y is a generically 1−1 map from a Cohen–Macaulay spaceX = Spec(A)

toY , then the conductorI = HomB(A, B) defines a subspace6 = Spec(C); C =
B/I of Y . From the inclusioni : 6 → Y one can reconstructA as aB-module via
A = HomB(I, B). Thering structureonA is translated into the fact that the ideal
I satisfies thering condition(R.C.):

Lemma 11 (ring condition).

HomB(I, I ) ∼= HomB(I, B)
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Conversely, any idealI ⊂ B that satisfies this ring condition gives rise to an
algebra structur on the module HomB(I, B), which as anR-module has a projective
resolution as in Diagram 2. The ring condition can also be interpreted by saying that
the hypersurfaceY has to besingularalong6. For example, if for local equation
f = 0 for Y we have thatf ∈ I2

R, (whereIR is the ideal of6 in R), then6 ⊂ Y

satisfies (R.C.). This particular cased will be studied in more detail in Section five.
Below we will describe how, in the case of a “generic” projectionX → Y ⊂ Z,

the algebra structure onA is determined by the map8. So we start with diagram
2. The ideal of the image is constructed as follows: the map8 induces a map
∧r+1(8) : ∧r+1(G) → ∧r+1(F )and by transposition an injective mapi : L ↪→ R,
whereL := ∧r+1(G) ⊗ ∧r+1(F ∗) is an invertible module. We defineB := R/L.
Now A is aB-module. This is Cramer’s rule, and an intrinsic way of saying this is
by looking at the map∧r (8) : ∧r (G) → ∧r (F ), which by transposition and the
natural isomorphism∧r (F ) ∼= ∧r+1(F ∗) ⊗ F gives a map9 : F ⊗ L → G. One
has89 = Id ⊗ i, so9 is a homotopy expressing the fact that multiplication with
elements ofL is zero onA. From now on we will make the following assumption:

Assumption 12.The canonical map:

HomB(A, B)
can−→ B

a 7→ a(1)

is injective.

Therefore HomB(A, B) is via “can” an idealI in B (and inA) and is called the
conductor of the ring mapB → A. The map “can” sits in the following diagram
with exact rows and columns:

Diagram 13.

0 0
↓ ↓

0 → E∗ ⊗ L Id−→ E∗ ⊗ L −→ 0
↓ ↓ φ ⊗ 1 ↓

0 → F ∗ ⊗ L 8∗⊗1−→ G∗ ⊗ L −→ HomB(A, B) → 0
↓ p ⊗ 1 ↓ 1 ↓ can

0 → L −→ R −→ B → 0
↓ ↓ ↓
0 −→ C −→ C → 0

↓ ↓
0 0

The second row is a presentation of HomB(A, B) and can be obtained from
diagram 2 essentially by dualization. The third row is the definition ofB. The map
p : F ∗ → R is induced by the inclusionR ↪→ F , and the map1 : G∗ ⊗L → R is

induced by the compositionR ↪→ F
9−→ G ⊗ L∗ by transposition. The columns

of the diagram are obtained by the snake lemma.
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The decompositionF = R ⊕ E decomposes the map8 : G → F into two
maps:

α : G −→ R,

φ : G −→ E.

The diagonal mapα∗ : L → G∗⊗L is induced byα by transposition and tensoring
with L.

The moduleA can be obtained back asA ∼= HomB(HomB(A, B), B) and under
this isomorphims the element 1 corresponds to the mapcan. The ring condition
(R.C.) HomB(I, I ) = HomB(I, B) therefore means that every elementa ∈ A,
corresponding to an element

â : HomB(A, B) → B; φ 7→ φ(a)

in HomB(HomB(A, B), B) and represented by(aF , aG) can be lifted to(bF , bG),
representinĝb ∈ HomB(HomB(A, B), HomB(A, B)), making the following dia-
gram commutative:

0 → F ∗ ⊗ L −→ G∗ ⊗ L −→ HomB(A, B) −→ 0

bF ↙ | bG ↙ | b̂ ↙ |
0 → F ∗ ⊗ L −→ G∗ ⊗ L −→ HomB(A, B) −→ 0

p ⊗ 1 ↘ ↓ aF 1 ↘ ↓ aG can↘ ↓ â

0 → L −→ R −→ B −→ 0

By transpositionbF andbG induce mapsM(a) : F → F andL(a) : G → G,
representing the multiplication bya onA. The mapsaF andaG are determined by
a as follows:

Proposition 14.1. The transpositiona∗
F is a lift of a ∈ A.

2. The transpositiona∗
G ∈ G⊗L∗ is equal to9̃ : F → G⊗L∗ is the map induced

by9.

The proof is left to the reader.
In short, the mapsL(a) andM(a) describing the multiplication bya ∈ A are

determined by the following steps:

1. Lift a to a∗
F ∈ F and getaF : F ∗ ⊗ L → L.

2. Computea∗
G as9̃(a∗

F ) ∈ G ⊗ L∗ and getaG : G∗ ⊗ L → R.
3. Lift the mapaG over the map1 : G∗ ⊗ L → R to get a mapbG : G∗ ⊗ L →

G∗ ⊗ L and by transpositionL(a) : G → G. This is the essential step, and the
condition to be able to do this is of course (R.C.).

4. Lift the compositionbG(8∗ ⊗1) over8∗ ⊗1 to getbF : F ∗ ⊗L → F ∗ ⊗L and
by transpositionM(a) : F → F . As the map “can” is injective, this is possible
for any choice ofbG in step 3.
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5. A particular case

A particular case in which the ring condition, (see Lemma 11) is satisfied arises as
follows. Suppose that we are given theR-resolution of6 of the form:

0 → E∗ φ∗
−→ G∗ 1−→ R −→ C → 0 (6)

where we assume (for reasons of simplicity) thatE andG arefreeR-modules. We
choose bases{fk} and{gk} (k = 0, . . . , r) for F = R ⊕ E resp.G and assume
thatf0 = 1 ∈ R. The mapφ : G → E has as matrix(φij ), i.e. φ(gj ) = φijfi .

Here and in the sequel we use the Einstein summation convention: indices occuring
twice are summed over.

The moduleL is trivial and the component1i := 1(g∗
i ) can be obtained as

thei-th minor of(φij ). Let IR be the ideal inR generated by the1i . The particular
case we want to discuss in some more detail is the casef ∈ I2

R. We will moreover
assume thatf is a non-zerodivisor in R. Such anf can always be written as:

f = hij1i1j

wherehij is a symmetric matrix of elements ofR. (If one does not want to assume
thatE andG are free, then the matrixhij should be considered as an elementh of
S2(G

∗) ⊗ L.) We now takeαi = hij1j and let8 : G −→ F be the map defined
by the following matrix:

(8ij ) =




α0 . . . αr

φ10 . . . φ1r

· ·
· ·
· ·

φr0 . . . φrr




Sof = det(8), which is a generator for the ideal of a spaceY . We will determine
the mapsL,M andH of Diagram 4 expressing the ring structure ofA = Coker(8).
To do this we need some elementary relations between minors of matrices.

Definition 15. Let 8 = (8ij )0≤i,j≤r−1 be a square matrix of sizer + 1. Let I =
(i1, . . . , ip) and J = (j1, . . . , jp) be strictly increasing sequences of numbers
smaller thanr. We define9I,J = (−1)k det(8I,J ), wherek = i1 + . . .+ ip + j1 +
. . . + jp and8I,J is obtained from the matrix8 by deleting columnsi1, . . . , ip
and rowsj1, . . . , jp. The9I,J for non-strictly increasing sequences of numbers
are defined by making9I,J anti-symmetric in bothI andJ .

Lemma 16.One has the following identities:

1L. 8ij9jk = det (8)δik

1R. 9jk8ij = det (8)δik,
2L. 8ij9jkmn = 9knδim − 9kmδin,
2R. 9nmkj8ji = 9nkδmi − 9mkδni ,
3L. 8ij9jkmnpq = 9kmpqδin + 9kmqnδip + 9kmnpδiq ,
3R. 9qpnmkj8ji = 9qpmkδni + 9nqmkδpi + 9pnmkδqi,
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Proof. 1L is Cramer’s rule. 2L is obtained by expanding the determinant of8 by
deleting columnk and rowsm andn and concatenating with thei-th row of8 with
respect to itsj -th column. 3L is obtained similarly. The “R-identities” are obtained
by “reflection”. ut

Because of the special shape of the matrix8we find it useful to use the following
notation.

Definition 17. We put:

1i = 9i0; 1ijk := 9ij0k; 1ijkmn := 9ijk0mn.

Note that the1i are in fact the components of the map1 : G∗ → R. The ideal
generated by these1i is exactlyI , and the ring condition (R.C.) is exactly that
9ij ∈ I for all i andj . The identities we will use all follow from Lemma 16 by
putting some index equal to zero are are summarized in:

Lemma 18.1. αk1kij = 9ij , j ≥ 1,

2. φij1jkm = −1kδim,

3. 1ijkφkm = 1iδjm − 1jδim,

4. 1qpnkjφji = 1qpkδni + 1nkqδpi + 1pnkδqi .

Theorem 19.MatricesLp andMp, representing multiplication byfp, i.e. making
a commutative diagram:

0 → G
8−→ F −→ A −→ 0

↓ Lp ↓ Mp ↓ ·fp

0 → G
8−→ F −→ A −→ 0

are given by

L
p
ij = hjk1kip

M
p
ij =




1 for j = 0 andi = p
1
2T r(LpLj ) for i = 0 andj > 0
0 otherwise.

Proof. Substitutingαk = hkm1m in the first identity of Lemma 18 we obtain:

9ip = hkm1m1kip

As explained in the fourth section, the mapLp∗ : G∗ → G∗ is a lift of 9p over1,
where9p(g∗

i ) = 9ip, i.e. we have a commutative diagram:

G∗
Lp∗ ↗ ↓ 1

G∗ 9p−→ R.
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So we can takeLp∗
mi = hkm1kip. This gives the first statement. To prove the state-

ment aboutMp we have to show the commutativity of the diagram in the statement
of the theorem. Because of the special shape of the matrixMp this is equivalent to
the statements:

A. (φLp)(gj ) = αjfp,
B. The following diagram is commutative:

G
φ−→ E

Lp ↓ µ ↓
G

α−→ R

whereµ(fi) = 1
2T r(LpLi).

Indeed(φLp)ij = φikL
p
kj = φikhjm1mkp. By the second identity in Lemma 18

this is equal tohjm1mδip. This gives A. To prove B, we calculate 2µφ(gj ). This
by definition is equal toφijhab1bcihcd1dap. We use the third identity in Lemma
18 to rewrite this ashjd1daphab1b − 1chcd1daphaj . Because of the symmetry
of hij and the anti-symmetry of1dap in d anda we see that the above expression
is equal to 2hjd1daphab1b which by definition is 2αaL

p
aj which proves B. ut

Theorem 20.The homotopyH : ∧2(E) ⊗ F → G has as matrix1
2(Epqij − Eqpij )

whereEpqij = hab1bcphcd1daiqj .

Proof. We have to proveH(1 ⊗ 8) = [L, L] and8H = [M, M]. It suffices to
prove the first equality because from this it follows that8H(1⊗ 8) = 8[L, L] =
[M, M](1 ⊗ 8). We compose with9 and conclude that8H(1 ⊗ f · Id) =
[M, M](1 ⊗ f · Id). As we assumef to be a non-zerodivisor the second equality
follows. We compute:

Epqim8mk = hab1bcphcd1daiqm8mk.

By the fourth identity in Lemma 18 this is equal to:

hab1bcphcd(1daqδik + 1idqδak + 1aiqδdk)

= hab1bcphcd1daqδik + 2hkb1bcphcd1idq

by relabeling the indices in the last term and using the anti-symmetry of the1’s.
Note that the first term in the last expression is symmetric inp andq, and therefore
vanishes if one computesH(1 ⊗ 8). On the other hand we compute(LpLq)ik =
L

p
icL

q
ck = hcd1diphkb1bcq .After relabeling the indices one sees thatHpqim8mk =

[Lp, Lq ]ik.

Remark 21.The mapsL, M andH can be described intrinsically in terms of8 and
h ∈ S2(G

∗) ⊗ L. However, to prove the commutativities expressed by Theorems
19 and 20 this basis free approach seems to be of no help. Rather, the notation with
diagrammatic tensors[5] is appropriate for this type of calculations.
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Corollary 22. If (R, m) is a local ring, the entries ofφij are in m andf ∈ I2
R as

above, then the complexL . of Theorem 10 is a minimal resolution ofA = Cok(8)

asS-module (after localizing at(m, E)).

Proof. This follows from Theorem 10 and the explicit formulas forL, M andH

given in Theorems 19 and 20.ut
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