# Addendum to the last Chapter of my book Calculi Differentialis on inexplicable functions * 

Leonhard Euler

§1 Since this subject, completely new in Analysis, was not covered very satisfactory until now, I decided to treat the same here in much more detail and derive all the fundamentals, upon which it is founded, from first principles; here, it will be especially convenient to have introduced appropriate signs and notations in order to simplify the calculations. So, if an arbitrary series was propounded, I will represent its terms corresponding to the indices 1, 2, 3, 4 etc. by these signs (1), (2), (3), (4) etc. and hence the general term of this series corresponding to the indefinite index $x$ will be $(x)$ for me; therefore, for each series that symbol will be a certain function of $x$, which I assume to be known completely; by this I mean that its values can not only be exhibited for integer numbers assumed for $x$ but also for fractional numbers and even surdic ${ }^{1}$ ones.
§2 Further, let $\Sigma: x$ denote the summatory term of the same series, which expresses the sum of all terms from the first up to the term $(x)$ so that it is

$$
\Sigma: x=(1)+(2)+(3)+(4)+\ldots+(x) ;
$$

[^0]therefore it is possible to exhibit all of its values, as often as $x$ was a positive integer number, using the series itself, since it will be as follows
\[

$$
\begin{aligned}
& \Sigma: 1=(1), \\
& \Sigma: 2=(1)+(2), \\
& \Sigma: 3=(1)+(2)+(3), \\
& \Sigma: 4=(1)+(2)+(3)+(4)
\end{aligned}
$$
\]

etc.
But hence it is not clear by any means values of which kind the same formula $\Sigma: x$ will obtain, if fractional or even surdic values, either positive or negative, are attributed to $x$; hence I refer these values to a peculiar kind of functions, which I called inexplicable in my book. Therefore, here I will especially investigate, how such functions can be expressed by means of analytic formulas.
§3 Therefore, the whole task can be completed in the most convenient way by continued differences derived from the propounded series, where any arbitrary term is subtracted from the following; having done this the series of first differences results, whence in the same way the second, third, fourth etc. differences will be formed. But I will indicate all these differences by the following characters

| I. Differences | II. Differences | III. Differences |
| :---: | :---: | :---: |
| $(2)-(1)=\Delta 1$ | $\Delta 2-\Delta 1=\Delta^{2} 1$ | $\Delta^{2} 2-\Delta^{2} 1=\Delta^{3} 1$ |
| $(3)-(2)=\Delta 2$ | $\Delta 3-\Delta 2=\Delta^{2} 2$ | $\Delta^{2} 3-\Delta^{2} 2=\Delta^{3} 2$ |
| $(4)-(3)=\Delta 3$ | $\Delta 4-\Delta 3=\Delta^{2} 3$ | $\Delta^{2} 4-\Delta^{2} 3=\Delta^{3} 3$ |
| $(5)-(4)=\Delta 4$ | $\Delta 5-\Delta 4=\Delta^{2} 4$ | $\Delta^{2} 5-\Delta^{2} 4=\Delta^{3} 4$ |
| etc. | etc. | etc. |

§4 Having defined these characters one will be able to express the single terms of the series using only the first, (1), and its differences $\Delta 1, \Delta^{2} 1, \Delta^{3} 1$, $\Delta^{4} 1$ etc. For, because it is

$$
(2)=(1)+\Delta 1 \quad \text { and } \quad \Delta 2=\Delta 1+\Delta^{2} 1,
$$

because of (3) $=(2)+\Delta 2$ it will be

$$
\text { (3) }=(1)+2 \Delta 1+\Delta^{2} 1 \text {. }
$$

Hence this equality follows

$$
\Delta 3=\Delta 1+2 \Delta^{2} 1+\Delta^{3} 1 .
$$

Since now it is $(4)=(3)+\Delta 3$, we will have

$$
(4)=(1)+3 \Delta 1+3 \Delta^{2} 1+\Delta^{3} 1 ;
$$

hence, further it is

$$
\Delta 4=\Delta 1+3 \Delta^{2} 1+3 \Delta^{3} 1+\Delta^{4} 1 .
$$

Because of $(5)=(4)+\Delta 4$ it will be

$$
(5)=(1)+4 \Delta 1+6 \Delta^{2} 1+4 \Delta^{3} 1+\Delta^{4} 1
$$

and so forth. From the formation of these series itself it is manifest that here the binomial coefficients of $(1+x)^{n-1}$ occur. So, it will be

$$
(n)=(1)+\frac{n-1}{1} \Delta 1+\frac{n-1}{1} \cdot \frac{n-2}{2} \Delta^{2} 1+\frac{n-1}{1} \cdot \frac{n-2}{2} \cdot \frac{n-3}{3} \Delta^{3} 1+\text { etc. }
$$

§5 If we now augment this number $n$ by the 1 , we will have

$$
(n+1)=(1)+\frac{n}{1} \Delta 1+\frac{n}{1} \cdot \frac{n-1}{2} \Delta^{2} 1+\frac{n}{1} \cdot \frac{n-1}{2} \cdot \frac{n-2}{3} \Delta^{3} 1+\text { etc. }
$$

Since now this last expression exhibits the term corresponding to the index $n+1$, in like manner the term corresponding to the index $(n+2)$ is determined by the second and its differences; for, it will be

$$
(n+2)=(2)+\frac{n}{1} \Delta 2+\frac{n}{1} \cdot \frac{n-1}{2} \Delta^{2} 2+\frac{n}{1} \cdot \frac{n-1}{2} \cdot \frac{n-2}{3} \Delta^{3} 2+\text { etc. }
$$

The same way it is evident that it will be

$$
\begin{aligned}
& (n+3)=(3)+\frac{n}{1} \Delta 3+\frac{n}{1} \cdot \frac{n-1}{2} \Delta^{2} 3+\frac{n}{1} \cdot \frac{n-1}{2} \cdot \frac{n-2}{3} \Delta^{3} 3+\text { etc. } \\
& (n+4)=(4)+\frac{n}{1} \Delta 4+\frac{n}{1} \cdot \frac{n-1}{2} \Delta^{2} 3+\frac{n}{1} \cdot \frac{n-1}{2} \cdot \frac{n-2}{3} \Delta^{3} 4+\text { etc. }
\end{aligned}
$$

etc.
§6 Therefore, hence it is plain that the general term of our series $(x)$ itself is defined by the first and its differences this way

$$
(x)=(1)+\frac{x-1}{1} \Delta 1+\frac{x-1}{1} \cdot \frac{x-2}{2} \Delta^{2} 1+\frac{x-1}{1} \cdot \frac{x-2}{2} \cdot \frac{x-3}{3} \Delta^{3} 1+\text { etc. },
$$

whence the term following the last, $(x+1)$, will obviously be

$$
(x+1)=(1)+\frac{x}{1} \Delta 1+\frac{x}{1} \cdot \frac{x-1}{2} \Delta^{2} 1+\frac{x}{1} \cdot \frac{x-1}{2} \cdot \frac{x-2}{3} \Delta^{3} 1+\text { etc.; }
$$

since this expression occurs very frequently in the following, for the sake of brevity let us introduce the following characters:

$$
\begin{aligned}
& \frac{x}{1}=x \\
& \frac{x}{1} \cdot \frac{x-1}{2}=x^{\prime} \\
& \frac{x}{1} \cdot \frac{x-1}{2} \cdot \frac{x-2}{3}=x^{\prime \prime} \\
& \frac{x}{1} \cdot \frac{x-1}{2} \cdot \frac{x-2}{3} \cdot \frac{x-3}{4}=x^{\prime \prime \prime} \\
& \text { etc., }
\end{aligned}
$$

having used these we will find the following equation:

$$
\begin{aligned}
& (x+1)=(1)+x \Delta 1+x^{\prime} \Delta^{2} 1+x^{\prime \prime} \Delta^{3} 1+\text { etc., } \\
& (x+2)=(2)+x \Delta 2+x^{\prime} \Delta^{2} 2+x^{\prime \prime} \Delta^{3} 2+\text { etc. }, \\
& (x+3)=(3)+x \Delta 3+x^{\prime} \Delta^{2} 3+x^{\prime \prime} \Delta^{3} 3+\text { etc. }, \\
& (x+4)=(4)+x \Delta 4+x^{\prime} \Delta^{2} 4+x^{\prime \prime} \Delta^{3} 4+\text { etc. }, \\
& \ldots \quad \ldots \quad \ldots \quad \ldots \\
& (x+n)=(n)+x \Delta n+x^{\prime} \Delta^{2} n+x^{\prime \prime} \Delta^{3} n+\text { etc. }
\end{aligned}
$$

§7 Furthermore, one will also be able to determine the sum of an arbitrary number of terms of our series using the first term and its differences, as the following table shows.

| $\Sigma: 1$ | $=(1)$ |
| ---: | :--- |
| add. $(2)$ | $=(1)+\Delta 1$ |
| $\Sigma: 2$ | $=2(1)+\Delta 1$ |
| $(3)$ | $=(1)+2 \Delta 1+\Delta^{2} 1$ |
| $\Sigma: 3$ | $=3(1)+3 \Delta 1+\Delta^{2} 1$ |
| $(4)$ | $=(1)+3 \Delta 1+3 \Delta^{2} 1+\Delta^{3} 1$ |

etc.
Here, it is again evident that the coefficients are the same as those which occur in the power of the binomial of the same order.
§8 Therefore, having used the characters introduced before we will also be able to express the summatory term of our series $\Sigma: x$; for, it will be

$$
\Sigma: x=x(1)+x^{\prime} \Delta 1+x^{\prime \prime} \Delta^{2} 1+x^{\prime \prime \prime} \Delta^{3} 1+\text { etc.; }
$$

this form is of such a nature that for $x$ one can not only take integer numbers but also fractions and even any surdic numbers, both positive and negative, in which cases this expression becomes an infinite series, if not by coincidence the propounded series finally leads to vanishing differences; such series are usually called algebraic, since in these cases one does not get to inexplicable functions. Nevertheless, this expression found for the summatory term, if it is an infinite series, is useless for differentiations and integrations; therefore, one the principal task will be to find out, how, at least for certain cases, the found summatory term can be transformed in such a way, that differentiations and integrations are possible; I certainly explained many methods in my book Calculi Differentialis in greater detail to do this, but the way I found them was rather obscure. But using the method I will now explain all this can be done a lot more easily.
§9 To the expression found for the summatory term $\Sigma: x$ add several formulas contained in this general form

$$
(n)+x \Delta n+x^{\prime} \Delta^{2} n+x^{\prime \prime} \Delta^{3} n+\text { etc. } \ldots-(x+n),
$$

whose sums, since they are equal to zero, all, no matter how many were added, together with $\Sigma: x$ will nevertheless express the summatory term. Therefore, successively substitute all the numbers $1,2,3,4$ etc. for $n$ and arrange the whole expression according to the vertical columns corresponding to the values $x, x^{\prime}, x^{\prime \prime}$ etc. the following way:

## General Expression for the summatory Term

$$
\begin{aligned}
& x(1)+x^{\prime} \Delta 1+x^{\prime \prime} \Delta^{2} 1+x^{\prime \prime \prime} \Delta^{3} 1+\text { etc. } \\
& +(1)+x \Delta 1+x^{\prime} \Delta^{2} 1+x^{\prime \prime} \Delta^{3} 1+x^{\prime \prime \prime} \Delta^{4} 1+\ldots-(x+1) \\
& +(2)+x \Delta 2+x^{\prime} \Delta^{2} 2+x^{\prime \prime} \Delta^{3} 2+x^{\prime \prime \prime} \Delta^{4} 2+\ldots-(x+2) \\
& +(3)+x \Delta 3+x^{\prime} \Delta^{2} 3+x^{\prime \prime} \Delta^{3} 3+x^{\prime \prime \prime} \Delta^{4} 3+\ldots-(x+3) \\
& +(n)+x \Delta n+x^{\prime} \Delta^{2} n+x^{\prime \prime} \Delta^{3} n+x^{\prime \prime \prime} \Delta^{4} n+\ldots-(x+n) .
\end{aligned}
$$

§10 Even though this expression is true without any doubt, it will nevertheless be extremely helpful to have proved it. For this, collect the single vertical columns into one single sum; and the sum of the first will be

$$
(1)+(2)+(3)+(4)+\ldots+(n)=\Sigma: n,
$$

The second column gives

$$
x((1)+\Delta 1+\Delta 2+\Delta 3+\ldots+\Delta n) .
$$

But because it is

$$
\begin{aligned}
& \Delta 1=(2)-(1), \\
& \Delta 2=(3)-(2), \\
& \Delta 3=(4)-(3)
\end{aligned}
$$

etc.,
this whole sum will be contracted to

$$
x(n+1) .
$$

In like manner, the sum of the third column will be

$$
x^{\prime}\left(\Delta 1+\Delta^{2} 1+\Delta^{2} 3+\Delta^{4}+\ldots+\Delta^{2} n\right) ;
$$

and since

$$
\Delta^{2} 1=\Delta 2-\Delta 1, \quad \Delta^{2} 2=\Delta 3-\Delta 2, \ldots, \quad \Delta^{2} n=\Delta(n+1)-\Delta n,
$$

that sum is contracted to

$$
x^{\prime} \Delta(n+1) .
$$

In the like manner it is plain that the sum of the fourth column will be

$$
x^{\prime \prime} \Delta^{2}(n+1)
$$

and of the fifth

$$
x^{\prime \prime \prime} \Delta^{3}(n+1)
$$

and so forth. But the sum of the last column to be subtracted is

$$
(x+1)+(x+2)+(x+3)+\ldots+(x+n)=\Sigma:(x+n)-\Sigma: x .
$$

§11 Therefore, the sum of all middle vertical columns not including the first and the last is, as we saw,

$$
x(n+1)+x^{\prime} \Delta(n+1)+x^{\prime \prime} \Delta^{2}(n+1)+x^{\prime \prime \prime} \Delta^{3}(n+1)+\text { etc. }
$$

But because it is

$$
x(1)+x^{\prime} \Delta 1+x^{\prime \prime} \Delta^{2} 1+x^{\prime \prime \prime} \Delta^{3} 1+\text { etc. }=\Sigma: x,
$$

having augmented the single terms by the number $n$ the sum of our series will be

$$
x(n+1)+x^{\prime} \Delta(n+1)+x^{\prime \prime} \Delta^{2}(n+1)+\text { etc. }=\Sigma:(x+n)-\Sigma: n ;
$$

as a logical consequence the sum of completely all columns without the first is

$$
=\Sigma:(x+n) ;
$$

hence, if the sum of the last column, which is

$$
\Sigma:(x+n)-\Sigma: x,
$$

is subtracted, the sum of the total expression will remain $=\Sigma: x$, this means the summatory term in question.
§12 Here it might seem mysterious that we gave the value of the formula $\sum: x$, which is expressed initially by a simple series, expressed in terms of a chaotic collection of innumerable series; but soon the highest use of this complicated form will become obvious, when we continue the number of horizontal lines to infinity, what will happen, if we take an infinite number for $n$, as we will explain now in more detail.
§13 Therefore, while $n$ denotes an infinitely large number, the sum of the second vertical column, which is $x(n+1)$, will contain the infinitesimal term of our series; therefore, if it vanishes, then the sums of the following vertical columns vanish even a lot faster, whence in this case it will suffice to have kept just the first column together with the last in the calculation. But if the infinitesimal terms do not vanish, but were equal to each other, then it will be possible to neglect the third column and all the following ones. But further, if just the second infinitesimal differences vanish, the first three vertical columns must be kept in the calculation; and in like manner four, if just the third infinitesimal differences vanish. Therefore, we will subdivide the series into the following species according to this difference.

## FIrst Species of series whose infinitesimal terms VANISH

§14 Therefore, as often as such a series is propounded, for its summatory term it will be sufficient to consider only the terms of the first and the last vertical column, and so we will obtain the following expression for the summatory term

$$
\begin{aligned}
& \Sigma: x= \\
& (1)+(2)+(3)+(4)+\text { etc. } \\
& -(x-1)-(x-2)-(x-3)-(x-4)-\text { etc., }
\end{aligned}
$$

which will continue to infinity and converges the more, the smaller the index $x$ was, since, if it vanishes, the whole series will go over into zero or it will be $\Sigma: 0=0$, which is true, of course; for, whenever the number of terms to be added is zero, the sum must also necessarily be zero.
§15 But whenever the index $x$ is a very large number, this series will certainly hardly converge; but it will always be possible to reduce cases of this kind to smaller indices. For, because it is

$$
\Sigma:(x+1)=\Sigma: x+(x+1),
$$

in like manner it will be

$$
\Sigma:(x+2)=\Sigma: x+(x+1)+(x+2)
$$

and hence in general, while $i$ denotes an integer number,

$$
\Sigma:(x+i)=\Sigma: x+(x+1)+(x+2)+\ldots+(x+i) .
$$

Therefore, if the sum of $x+i$ terms is in question, it will suffice to have investigated the sum of $x$ terms, this means $\Sigma: x$, and this way one will be able to reduce all questions of this kind to a case, where the index $x$ in even smaller than 1 , in which case the series given for $\Sigma: x$ before will converge rapidly.
§16 Such a reduction is especially necessary, whenever the index $x$ is a negative number. For, because it is

$$
\Sigma: x=\Sigma:(x-1)+(x),
$$

it will be

$$
\Sigma:(x-1)=\Sigma: x-(x)
$$

and in the same way

$$
\Sigma:(x-2)=\Sigma: x-(x)-(x-1)
$$

and

$$
\Sigma:(x-3)=\Sigma: x-(x)-(x-1)-(x-2)
$$

and in general

$$
\Sigma:(x-i)=\Sigma: x-(x)-(x-1)-\ldots-(x-i+1)
$$

and this way, no matter how large the negative number $x-i$ was, the resolution can always be reduced to $\Sigma$ : $x$, so that it is $x<1$.

## Example

Let this harmonic series be propounded

$$
1+\frac{1}{2}+\frac{1}{3}+\frac{1}{4}+\frac{1}{5}+\ldots+\frac{1}{x}=\Sigma: x
$$

whose sum of $x$ is in question, where for $x$ any numbers except for positive integers can be taken, since for the cases, in which $x$ is a positive integer, the question is easily answered. Therefore, in this case from the form given before it will be

$$
\begin{gathered}
\Sigma: x= \\
1+\frac{1}{2}+\frac{1}{3}+\frac{1}{4}+\text { etc. } \\
-\frac{1}{x+1}-\frac{1}{x+2}-\frac{1}{x+3}-\frac{1}{x+4}-\text { etc. }
\end{gathered}
$$

these two series will be contracted into this single one

$$
\Sigma: x=\frac{x}{x+1}+\frac{x}{2(x+2)}+\frac{x}{3(x+3)}+\frac{x}{4(x+4)}+\text { etc.; }
$$

the sum of these series is known, as often as $x$ was a positive integer. So it will be
if $x=1$

$$
1=\frac{1}{2}+\frac{1}{2 \cdot 3}+\frac{1}{3 \cdot 4}+\frac{1}{4 \cdot 5}+\frac{1}{5 \cdot 6}+\text { etc.; }
$$

if $x=2$,

$$
1+\frac{1}{2}=\frac{2}{1 \cdot 3}+\frac{2}{2 \cdot 4}+\frac{2}{3 \cdot 5}+\frac{2}{4 \cdot 6}+\frac{2}{5 \cdot 7}+\text { etc. } ;
$$

if $x=3$,

$$
1+\frac{1}{2}+\frac{1}{3}=\frac{3}{1 \cdot 4}+\frac{3}{2 \cdot 5}+\frac{3}{3 \cdot 6}+\frac{3}{4 \cdot 7}+\frac{3}{5 \cdot 8}+\text { etc. } ;
$$

if $x=4$,

$$
\begin{gathered}
1+\frac{1}{2}+\frac{1}{3}+\frac{1}{4}=\frac{4}{1 \cdot 5}+\frac{4}{2 \cdot 6}+\frac{4}{3 \cdot 7}+\frac{4}{4 \cdot 8}+\frac{4}{5 \cdot 9}+\text { etc. } \\
\text { etc., }
\end{gathered}
$$

which series are all very well known, of course.
§18 To understand these things better, let us construct the curve (Fig 1.), to whose abscissa

$$
0 x=x
$$

this ordinate corresponds

$$
x y=y=\Sigma: x
$$

so that after having taken equal intervals of unit length on the axis $0 x$, namely 0,$1 ; 1,2 ; 2,3 ; 3,4$ etc. the ordinates will be


Fig. 1

$$
\begin{aligned}
& 1 \ldots(1)=1, \\
& 2 \ldots(2)=1+\frac{1}{2} \\
& 3 \ldots(3)=1+\frac{1}{2}+\frac{1}{3}, \\
& 4 \ldots(4)=1+\frac{1}{2}+\frac{1}{3}+\frac{1}{4} \\
& \text { etc.; }
\end{aligned}
$$

and the equation between the two coordinates will be

$$
y=\frac{x}{x+1}+\frac{x}{2(x+2)}+\frac{x}{3(x+3)}+\frac{x}{4(x+4)}+\text { etc.; }
$$

from this equation one will therefore be able to define all intermediate ordinates; and it will even be sufficient to have taken values smaller than 1 for $x$. So, if the ordinate $\frac{1}{2} \cdots\left(\frac{1}{2}\right)$ corresponding to the abscissa $0 \cdots \frac{1}{2}=\frac{1}{2}$ is in question, one will find

$$
\frac{1}{2} \ldots\left(\frac{1}{2}\right)=\frac{1}{3}+\frac{1}{2 \cdot 5}+\frac{1}{3 \cdot 7}+\frac{1}{4 \cdot 9}+\frac{1}{5 \cdot 11}+\text { etc. } ;
$$

the sum of this series can be assigned by means of logarithms this way. Form this series

$$
y=\frac{t^{3}}{1 \cdot 3}+\frac{t^{5}}{2 \cdot 5}+\frac{t^{7}}{3 \cdot 7}+\frac{t^{9}}{4 \cdot 9}+\text { etc. }
$$

which series therefore for $t=1$ will give the value in question; but by differentiating we will have

$$
\frac{d y}{d t}=\frac{t^{2}}{1}+\frac{t^{4}}{2}+\frac{t^{6}}{3}+\frac{t^{8}}{4}+\text { etc. }
$$

and by differentiating again

$$
\frac{d d y}{2 d^{2}}=t+t^{3}+t^{5}+t^{7}+\text { etc. }=\frac{t}{1-t t} .
$$

Hence it will vice versa be

$$
\frac{d y}{2 d t}=\int \frac{t d t}{1-t t} \quad \text { and } \quad y=2 \int d t \int \frac{t d t}{1-t t^{\prime}},
$$

which double integration can be reduced to a single one; after this reduction it will be

$$
y=2 t \int \frac{t d t}{1-t t}-2 \int \frac{t t d t}{1-t t} .
$$

But since one has to put $t=1$ after the integration, it will be

$$
y=2 \int \frac{t d t}{1-t t}-2 \int \frac{t t d t}{1-t t}=2 \int \frac{t d t}{1+t^{\prime}}
$$

therefore, by integrating it will be

$$
y=2 t-2 \log (t+1)
$$

and hence in our cases

$$
y=2-2 \log 2,
$$

whose value approximately is 0.61370564 .
§19 Now, having found the ordinate corresponding to the abscissa $\frac{1}{2}$, of course

$$
\Sigma: \frac{1}{2}=2-2 \log 2
$$

from it and using formulas given above the following are easily derived, of course

$$
\begin{aligned}
& \Sigma:\left(1+\frac{1}{2}\right)=\frac{2}{3}+\Sigma: \frac{1}{2} \\
& \Sigma:\left(2+\frac{1}{2}\right)=\frac{2}{3}+\frac{2}{5}+\Sigma: \frac{1}{2} \\
& \Sigma:\left(3+\frac{1}{2}\right)=\frac{2}{3}+\frac{2}{5}+\frac{2}{7}+\Sigma: \frac{1}{2}
\end{aligned}
$$

etc.
Even the preceding ordinates not expressed in the figure can be deduced from the formula $\Sigma:(x-i)$ we found [§16], namely from the formula

$$
\Sigma:(x-i)=\Sigma: x-(x)-(x-1)-(x-2)-\ldots-(x-i+1)
$$

Therefore, since in our case it is $x=\frac{1}{2}$, the ordinate will be

$$
\Sigma:\left(-\frac{1}{2}\right)=\Sigma: \frac{1}{2}-2=-2 \log 2
$$

it will be negative, of course. But having taken $x=-1$ it becomes infinite. It will also become infinite in the cases $x=-2, x=-3, x=-4$ etc. But within these intervalls it will be

$$
\begin{aligned}
& \Sigma:-\left(1+\frac{1}{2}\right)=\Sigma: \frac{1}{2}-2+2 \\
& \Sigma:-\left(2+\frac{1}{2}\right)=\Sigma: \frac{1}{2}-2+2+\frac{2}{3} \\
& \Sigma:-\left(3+\frac{1}{2}\right)=\Sigma: \frac{1}{2}-2+2+\frac{2}{3}+\frac{2}{5}
\end{aligned}
$$

etc.
§20 Now let us differentiate the series found for the ordinate $y$ and it will be

$$
\frac{d y}{d x}=\frac{1}{(x+1)^{2}}+\frac{1}{(x+2)^{2}}+\frac{1}{(x+3)^{2}}+\text { etc. }
$$

which series therefore expresses the tangent of the angle, in which the curve element is inclined to the axis in $y$; hence it is plain that for an infinite abscissa this inclination will be zero, or the curve will run parallel to the axis in the infinite. But then for $x=0$, the inclination of the curve at its origin will be

$$
=1+\frac{1}{4}+\frac{1}{9}+\frac{1}{16}+\text { etc. }=\frac{\pi \pi}{6}=1.644
$$

and hence the angle will be $=58^{\circ} 42^{\prime}$. But then having taken $x=1$, it will be

$$
\frac{d y}{d x}=\frac{1}{4}+\frac{1}{9}+\frac{1}{16}+\frac{1}{25}+\text { etc. }=\frac{\pi \pi}{6}-1=0.644
$$

where the inclination will be $=32^{\circ} 48^{\prime}$ and by going further the inclination will continuously decrease.
§21 But by going backwards to negative abscissas we saw above that in the cases, in which it is $x=-1$ or $x=-2$ or $x=-3$ etc., that the ordinates become infinitely large and constitute the asymptotes of the curve. But on the other hand saw we that in the same points it will be $\frac{d y}{d x}=\infty$ and there the inclination of the curve is $90^{\circ}$ or the tangents will be perpendicular to the axis. Furthermore, since the series found for $\frac{d y}{d x}$ always has a positive sum, it follows that all parts of the curve always ascend going to the right, but descend going to the left.
§22 We will even be able to perform an integration and to assign the area under the curve from the origin to the ordinate $x \cdot y$. For, from the first form we were led to immediately it will obviously be

$$
\begin{gathered}
\int y d x= \\
x+\frac{1}{2} x+\frac{1}{3} x+\text { etc. } \\
-\log (1+x)-\log (2+x)-\log (3+x)-\text { etc. } \\
\\
+ \text { Const., }
\end{gathered}
$$

which constant has to be determined in such a way that in the case $x=0$ the total arc vanishes; hence, it will be expressed this way

$$
\begin{gathered}
\int y d x= \\
x+\frac{1}{2} x+\frac{1}{3} x+\text { etc. } \\
-\log (1+x)-\log \left(1+\frac{1}{2} x\right)-\log \left(1+\frac{1}{3} x\right)-\text { etc. }
\end{gathered}
$$

Therefore, since it is

$$
\log \left(1+\frac{x}{n}\right)=\frac{x}{n}-\frac{x^{2}}{2 n^{2}}+\frac{x^{3}}{3 n^{3}}-\frac{x^{4}}{4 n^{4}}+\text { etc. }
$$

the expression given above can be expressed in terms of the following series

$$
\begin{gathered}
\int y d x= \\
+\frac{x^{2}}{2}-\frac{x^{3}}{3}+\frac{x^{4}}{4}-\frac{x^{5}}{5}+\frac{x^{6}}{6}-\text { etc. } \\
+\frac{x^{2}}{2 \cdot 4}-\frac{x^{3}}{3 \cdot 8}+\frac{x^{4}}{4 \cdot 16}-\frac{x^{5}}{5 \cdot 32}+\frac{x^{6}}{6 \cdot 64}-\text { etc. } \\
+\frac{x^{2}}{2 \cdot 9}-\frac{x^{3}}{3 \cdot 27}+\frac{x^{4}}{4 \cdot 81}-\frac{x^{5}}{5 \cdot 243}+\frac{x^{6}}{6 \cdot 729}-\text { etc. } \\
+\frac{x^{2}}{2 \cdot 16}-\frac{x^{3}}{3 \cdot 64}+\frac{x^{4}}{4 \cdot 256}-\frac{x^{5}}{5 \cdot 1024}+\frac{x^{6}}{6 \cdot 4096}-\text { etc. }+ \text { etc. }
\end{gathered}
$$

§23 Now, if we collect these columns vertically, we will have

$$
\begin{aligned}
\int y d x & = \\
& +\frac{1}{2} x^{2}\left(1+\frac{1}{4}+\frac{1}{9}+\frac{1}{16}+\frac{1}{25} \quad+\text { etc. }\right)=+0.822467 x^{2} \\
& -\frac{1}{3} x^{3}\left(1+\frac{1}{8}+\frac{1}{27}+\frac{1}{64}+\frac{1}{125}+\text { etc. }\right)=-0.400685 x^{3} \\
& +\frac{1}{4} x^{4}\left(1+\frac{1}{16}+\frac{1}{81}+\frac{1}{256}+\frac{1}{625}+\text { etc. }\right)=+0.270581 x^{4} \\
& -\frac{1}{5} x^{5}\left(1+\frac{1}{32}+\frac{1}{243}+\frac{1}{1024}+\frac{1}{3125}+\text { etc. }\right)=-0.207385 x^{5} \\
& + \text { etc. }
\end{aligned}
$$

Now let us put $x=1$ that the area $O 1(1)$ results [Fig 1.]; and since the decimal fractions given here hardly converge, note that the sum of any arbitrary series whose signs alternate, of course

$$
s=a-b+c-d+e-\text { etc. }
$$

can be expressed by means of continued differences that it is

$$
s=\frac{1}{2} a-\frac{1}{4} \Delta a+\frac{1}{8} \Delta^{2} a-\frac{1}{16} \Delta^{3} a+\text { etc.; }
$$

using this formula the calculation can be done the following way:

§24 The upper numbers of these columns, the first of which was taken from Calculi Differentialis chapter VI part II on page 456, refer to the first term a together with its continued differences; the second one while going down the column give the term $b$ with its differences, the third ones $c$ with its differences. Since now the most upper terms hardly converge, let us actually add the first two $a-b$ and it will be 0.421782 ; but let us compute the sum of the following $c-d+e-f+$ etc.

$$
=\frac{1}{2} c-\frac{1}{4} \Delta c+\frac{1}{8} \Delta^{2} c-\frac{1}{16} \Delta^{3} c+\text { etc. }
$$

according to the given rule and it will be

$$
\begin{aligned}
+\frac{1}{2} c & =0.135290 \\
-\frac{1}{4} \Delta c & =0.015799 \\
+\frac{1}{8} \Delta^{2} c & =0.003171 \\
-\frac{1}{16} \Delta^{3} c & =0.000815 \\
+\frac{1}{32} \Delta^{4} c & =0.000240 \\
-\frac{1}{64} \Delta^{5} c & =0.000077 \\
+\frac{1}{128} \Delta^{6} c & =0.000026 \\
-\int e q q & =0,000010 \\
\text { Sum } & =0.155428 \\
a-b & =0.421782 \\
& =0.577210
\end{aligned}
$$

But I hope that the more detailed expansion of this rather remarkable curved line did not seem to be out of place for anybody, especially because the equation for this curve extends to inexplicable functions and therefore this digression to a special case is to be considered to be helpful for our goal.

## Second Species of Series whose first infinitesimal DIFFERENCES VANISH

§25 Therefore, all series extend whose infinitesimal terms are equal to each other to this species. Therefore, to express the summatory term, $\Sigma: x$, of these series, it will only be necessary that the terms of the second vertical column of the general form exhibited in $\S 9$ are added to the expression of the preceding species; the most upper term of that is to be exhibited separately; and since the single horizontal columns consist of three terms now, the summatory term in question $\Sigma: x$ will be defined by the following three series

$$
\begin{gathered}
\Sigma: x= \\
+(1)+(2)+(3)+(4)+\text { etc. } \\
+x(1)+x \Delta 1+x \Delta 2+x \Delta 3+x \Delta 4+\text { etc. } \\
-(x+1)-(x+2)-(x+3)-(x+4)-\text { etc. }
\end{gathered}
$$

which form because of

$$
\Delta 1=(2)-(1), \quad \Delta 2=(3)-(2), \quad \Delta 3=(4)-(3) \quad \text { etc. }
$$

is reduced to this one

$$
\begin{gathered}
\Sigma: x= \\
+(1-x)(1)+(1-x)(2)+(1-x)(3)+(1-x)(4)+\text { etc. } \\
+x(1)+x \Delta 1+x \Delta 2+x \Delta 3+x \Delta 4+\text { etc. } \\
-(x+1)-(x+2)-(x+3)-(x+4)-\text { etc.; }
\end{gathered}
$$

which series converges the more the smaller $x$ is. But above we taught that all these cases can always be reduced to the one where $x$ is fraction smaller than 1.
§26 Now let us at first consider the simplest case, in which all terms of the series are equal to each other, namely $(x)=a$; for, it is plain immediately that the summatory term is $a x$ which same value our expression will give immediately. For, it will be $\Sigma: x=x a$.
§27 Now consider the case, in which it is $(x)=\frac{x+1}{x}$ so that our series is

$$
\Sigma: x=\frac{2}{1}+\frac{3}{2}+\frac{4}{3}+\ldots+\frac{x+1}{x}+\text { etc. },
$$

whose infinitesimal terms are all equal to 1 . Therefore, our formula will give us

$$
\begin{aligned}
& \Sigma: x= \\
& +(1-x) \cdot \frac{2}{1}+(1-x) \cdot \frac{3}{2}+(1-x) \cdot \frac{4}{3}+\text { etc. } \\
& +2 x+x \cdot \frac{3}{2}+x \cdot \frac{4}{3}+x \cdot \frac{5}{4}+\text { etc. } \\
& -\frac{x+2}{x+1}-\frac{x+3}{x+2}-\frac{x+4}{x+3} \quad-\text { etc., }
\end{aligned}
$$

whence it is plain that for $x=1$ it will be $\Sigma: x=\frac{2}{1}$; but for $x=2$ it will be

$$
\begin{gathered}
\Sigma: x= \\
-1 \cdot \frac{2}{1}-1 \cdot \frac{3}{2}-1 \cdot \frac{4}{3}-\text { etc. } \\
+4+2 \cdot \frac{3}{2}+2 \cdot \frac{4}{3}+2 \cdot \frac{5}{4}+\text { etc. } \\
-\frac{4}{3}-\frac{5}{4}-\frac{6}{5}-\text { etc. } \\
=4-\frac{2}{1}+\frac{3}{2} .
\end{gathered}
$$

§28 This case can indeed easily be reduced to the preceding species. For, because the general term is $(x)=\frac{x+1}{x}$, having resolved it into parts it will give $(x)=1+\frac{1}{x}$; therefore, form two series, the first for the general term 1 , the other for the general term $\frac{1}{x}$, and these to series taken together will give the sum in question $\Sigma: x$; of course, it will be

$$
\Sigma: x=
$$

$$
\begin{aligned}
& +1+1+1+1+\ldots+1 \\
& +1+\frac{1}{2}+\frac{1}{3}+\frac{1}{4}+\ldots+\frac{1}{x}
\end{aligned}
$$

Now the sum of the upper series is $x$, the sum of the lower on the other hand can be expanded by means of the first species and one will hence have

$$
\begin{gathered}
\Sigma: x= \\
x+1+\frac{1}{2}+\frac{1}{3}+\frac{1}{4}+\text { etc. } \\
-\frac{1}{x+1}-\frac{1}{x+2}-\frac{1}{x+3}-\frac{1}{x+4}-\text { etc. }
\end{gathered}
$$

which expression is a lot simpler than the preceding one, but it nevertheless exhibits the same value. So, if one takes $x=\frac{1}{2}$, the first expression will give us

$$
\begin{gathered}
\Sigma: x= \\
+\frac{1}{2} \cdot \frac{2}{1}+\frac{1}{2} \cdot \frac{3}{2}+\frac{1}{2} \cdot \frac{4}{3}+\frac{1}{2} \cdot \frac{5}{4}+\text { etc. } \\
+1+\frac{1}{2} \cdot \frac{3}{2}+\frac{1}{2} \cdot \frac{4}{3}+\frac{1}{2} \cdot \frac{5}{4}+\frac{1}{2} \cdot \frac{6}{5}+\text { etc. } \\
-\frac{5}{3}-\frac{7}{5}-\frac{9}{7}-\frac{11}{9}-\text { etc. }
\end{gathered}
$$

and having collected the terms in order it will be

$$
\Sigma: \frac{1}{2}=1+\frac{1}{3 \cdot 4}+\frac{1}{5 \cdot 12}+\frac{1}{7 \cdot 24}+\frac{1}{9 \cdot 40}+\frac{1}{11 \cdot 60}+\text { etc., }
$$

whose structure will become clear considering the following form

$$
\Sigma: \frac{1}{2}=1+\frac{1}{1 \cdot 3 \cdot 4}+\frac{1}{2 \cdot 5 \cdot 6}+\frac{1}{3 \cdot 7 \cdot 8}+\frac{1}{4 \cdot 9 \cdot 10}+\frac{1}{5 \cdot 11 \cdot 12}+\text { etc. }
$$

The other expression on the other hand gives this series

$$
\Sigma: \frac{1}{2}=
$$

$$
\begin{aligned}
& \frac{1}{2}+1+\frac{1}{2}+\frac{1}{3}+\frac{1}{4}+\text { etc. } \\
& \quad-\frac{2}{3}-\frac{2}{5}-\frac{2}{7}-\frac{2}{9}-\text { etc. }
\end{aligned}
$$

this expression having collected the terms will give

$$
\Sigma: \frac{1}{2}=\frac{1}{2}+\frac{1}{3}+\frac{1}{2 \cdot 5}+\frac{1}{3 \cdot 7}+\frac{1}{4 \cdot 9}+\text { etc. }
$$

§29 From this example it becomes clear that the series deduced from the second species converges more than the last derived from the first species; hence it will worth one's while to consider the convergence of the first series with more attention. Any arbitrary term of this series results from these three parts

$$
\frac{1}{2} \cdot \frac{n+1}{n}+\frac{1}{2} \cdot \frac{n+2}{n+1}-\frac{2 n+3}{2 n+1}
$$

since they approximately mutually cancel each other, the sum of the first two will be equal to the third, whence this rather remarkable formula follows

$$
\frac{n+1}{n}+\frac{n+2}{n+1}=\frac{2(2 n+3)}{2 n+1}
$$

which comes the closer to the truth the greater the number $n$ was. Hence subtracting 2 on both sides it will approximately be

$$
\frac{1}{n}+\frac{1}{n+1}=\frac{4}{2 n+1}
$$

§30 But such a reduction to the first species is always possible, whenever the propounded series finally converges to a finite value; but if the terms of the series increase to infinity, this reduction cannot be done anymore and hence one will necessarily have to recur to the second species. Such a case is the one, in which it is $(x)=\sqrt{x}$; for, while $n$ is an infinite number the two contiguous infinitesimal terms will be $\sqrt{n}$ and $\sqrt{n+1}$, whose difference is $\frac{1}{2 \sqrt{n}}$ and hence vanishing. Therefore, in this case our series will be

$$
\Sigma: x=\sqrt{1}+\sqrt{2}+\sqrt{3}+\sqrt{4}+\ldots+\sqrt{x} .
$$

Therefore, hence by means of the given prescriptions we will have this expression

$$
\begin{gathered}
\Sigma: x= \\
+(1-x) \sqrt{1}+(1-x) \sqrt{2}+(1-x) \sqrt{3}+\text { etc. } \\
+x+x \sqrt{2}+x \sqrt{3}+x \sqrt{4}+\text { etc. } \\
-\sqrt{x+1}-\sqrt{x+2}-\sqrt{x+3}-\text { etc. }
\end{gathered}
$$

let us see in the case $x=\frac{1}{2}$, how much this series converges and it will be

$$
\begin{gathered}
\Sigma: \frac{1}{2}= \\
+\frac{1}{2} \sqrt{1}+\frac{1}{2} \sqrt{2}+\frac{1}{2} \sqrt{3}+\frac{1}{2} \sqrt{4}+\text { etc. } \\
+\frac{1}{2}+\frac{1}{2} \sqrt{2}+\frac{1}{2} \sqrt{3}+\frac{1}{2} \sqrt{4}+\frac{1}{2} \sqrt{5}+\text { etc. } \\
-\sqrt{\frac{3}{2}}-\sqrt{\frac{5}{2}}-\sqrt{\frac{7}{2}}-\sqrt{\frac{9}{2}}-\text { etc. }
\end{gathered}
$$

and having collected the terms the arbitrary one will be

$$
\frac{1}{2} \sqrt{n}+\frac{1}{2} \sqrt{n+1}-\sqrt{\frac{2 n+1}{2}}
$$

which has to come the closer to zero the greater the number $n$ was, whence it will approximately be

$$
\sqrt{n}+\sqrt{n+1}=\sqrt{2(2 n+1)}
$$

For, having taken squares we will have

$$
2 n+1+2 \sqrt{n(n+1)}=2(2 n+1)
$$

and hence

$$
2 \sqrt{n(n+1)}=2 n+1
$$

Having squared both sides once again it will be

$$
4 n n+4 n=4 n n+4 n+1
$$

the ratio of both sides of that equation certainly is approximately 1 . Furthermore, it deserves to be mentioned here that the true values for the fractions assumed for $x$ are transcendental of such a degree that they cannot be expressed by means of any analytical formulas. Any arbitrary value assumed for $x$ will even belong to a peculiar kind of transcendental quantities.
§31 But before we leave this species let us add this extraordinary theorem on the convergence of these formulas which is much more general than the one which we stated just before.

## THEOREM

The following equality

$$
(\beta-\alpha) \sqrt[u]{n^{v}}+\alpha \sqrt[\mu]{(n+1)^{v}}=\beta \sqrt[\mu]{\left(n+\frac{\alpha}{\beta}\right)^{v}}
$$

will come the closer to the truth the larger the number $n$ is, and at the same the the smaller the fraction $\frac{\alpha}{\beta}$ was, if just the exponent $\frac{v}{\mu}$ was smaller than 1 . But for a negative $v$ this equality

$$
\frac{\beta-\alpha}{\sqrt[u]{n^{v}}}+\frac{\alpha}{\sqrt[u]{(n+1)^{v}}}=\frac{\beta}{\sqrt[u]{\left(n+\frac{\alpha}{\beta}\right)^{v}}}
$$

without the last condition will come the closer to the truth the larger the number $n$ and the smaller the fraction $\frac{\alpha}{\beta}$ was. Under the same conditions by means of logarithms it will even approximately be both

$$
(\beta-\alpha) \log n+\alpha \log (n+1)=\beta \log \left(n+\frac{\alpha}{\beta}\right)
$$

and

$$
\frac{\beta-\alpha}{\log n}+\frac{\alpha}{\log (n+1)}=\frac{\beta}{\log \left(n+\frac{\alpha}{\beta}\right)}
$$

## Proof

§32 This theorem follows from the general solution given for this species whose arbitrary term consists of these parts

$$
(1-x)(n)+x(n+1)-(n+x)
$$

and becomes the smaller the larger the number $n$ is taken while $x$ is a fraction smaller than 1. If we now put $x=\frac{\alpha}{\beta}$ and $(x)=\sqrt[\mu]{x^{v}}$ and hence also $(n)=\sqrt[u]{n^{v}}$, it is necessary that it is $\frac{v}{\mu}<1$, since otherwise the infinitesimal terms would not have vanishing differences. But these substitutions yield the first formulas given in the theorem. But whenever the fraction $\frac{v}{\mu}$ is assumed to be negative, then the propounded series will even be contained in the first species, since the infinitesimal terms become zero.
§33 To understand the power of this theorem, it will helpful to have noted that these formulas are completely correct in four different cases; the first of them is the case, if $\alpha=0$; the second, when $\alpha=\beta$; the third the one, in which it is $v=0$; finally, the fourth, if $n$ is an infinite number. Furthermore, a fifth case is given, in which in the first formula it is $\mu=v$ or $\sqrt[\mu]{n^{v}}=n$.

## The third Species of Series in which just the second INFINITESIMAL DIFFERENCES VANISH

§34 Therefore, this will happen, as often as the infinitesimal terms themselves constitute an arithmetic progression; therefore, the formula found for $\Sigma: x$ before in the species treated above will be accommodated to this case, if additionally the single terms of the third vertical column (of the general form exhibited in $\S 9$ ) are added. This way the summatory term will be expressed the following way

$$
\begin{aligned}
& \Sigma: x= \\
&+(1) \\
&+x(1)+x \Delta 1+x \Delta 2+x \Delta 3+\ldots+(n)+\text { etc. } \\
&+x \Delta n+\text { etc. } \\
&+x^{\prime} \Delta 1+x^{\prime} \Delta^{2} 1+x^{\prime} \Delta^{2} 2+x^{\prime} \Delta 3+\ldots+x^{\prime} \Delta^{2} n+\text { etc. } \\
&-(x+1)-(x+2)-(x+3)-\ldots-(x+n)-\text { etc. }
\end{aligned}
$$

§35 Now let us change this expression to a more useful form; and at first let us write the actual value $\frac{x x-x}{2}$ instead of $x^{\prime}$; then, because of

$$
\Delta n=(n+1)-(n)
$$

and

$$
\Delta^{2} n=(n+2)-2(n+1)+(n)
$$

having substituted these values the last column of the preceding formula will go over into this form

$$
\begin{aligned}
& \quad(n)+\quad x(n+1)+\frac{x x-x}{2}(n+2) \\
& -\quad x(n)-(x x-x)(n+1) \\
& +\frac{x x-x}{2}(n)
\end{aligned}
$$

which terms collected will yield

$$
\frac{x x-3 x+2}{2}(n)-(x x-2 x)(n+1)+\frac{x x-x}{2}(n+2)
$$

Therefore, for the sake of brevity let us put

$$
\frac{x x-3 x+2}{2}=p, \quad x x-2 x=q \quad \text { and } \quad \frac{x x-x}{2}=r
$$

and the summatory term in question will be expressed in the following form

$$
\begin{aligned}
& \quad \Sigma: x= \\
& \frac{3 x-x x}{2}(1)+\frac{x x-x}{2}(2) \\
& +p(1)-q(2)+r(3)-(x+1) \\
& +p(2)-q(3)+r(4)-(x+2) \\
& +p(3)-q(4)+r(5)-(x+3) \\
& + \text { etc., }
\end{aligned}
$$

which series already converges rapidly.
§36 Therefore, we can hence derive a new theorem similar to the preceding one but extending a lot further by putting as before

$$
x=\frac{\alpha}{\beta^{\prime}}, \quad(n)=\sqrt[u]{n^{v}},
$$

where it already suffices that the exponent $\frac{v}{\mu}$ is smaller than two; and it will even be possible to take negative exponents.

## THEOREM

This equality

$$
\begin{gathered}
(\alpha \alpha-2 \alpha \beta+2 \beta \beta) \sqrt[\mu]{n^{v}}-(2 \alpha \alpha-4 \alpha \beta) \sqrt[\mu]{(n+1)^{v}}+(\alpha \alpha-\alpha \beta) \sqrt[\mu]{(n+2)^{v}} \\
=2 \beta \beta \sqrt[\mu]{\left(n+\frac{\alpha}{\beta}\right)^{v}}
\end{gathered}
$$

will come the closer to the truth the larger the number $n$ is taken and the less the fraction $\frac{\alpha}{\beta}$ differs from 1, as long as $\frac{v}{\mu}$ is smaller than two. But than having taken a negative $\mu$ in the most cases it will a lot more accurately be

$$
\frac{\alpha \alpha-3 \alpha \beta+2 \beta \beta}{\sqrt[u]{n^{v}}}-\frac{2 \alpha \alpha-4 \alpha \beta}{\sqrt[v]{(n+1)^{v}}}+\frac{\alpha \alpha-\alpha \beta}{\sqrt[u]{(n+2)^{v}}}=\frac{2 \beta \beta}{\sqrt[u]{\left(n+\frac{\alpha}{\beta}\right)^{v}}}
$$

One will even be able to take logarithms for the formulas containing roots.
§37 The formulas in this theorem are exactly true in these four cases

$$
\left.\left.\left.\left.1^{\circ}\right) \quad \alpha=0, \quad 2^{\circ}\right) \quad \alpha=\beta, \quad 3^{\circ}\right) \quad v=0, \quad \text { and } 4^{\circ}\right) \quad n=\infty .
$$

Furthermore, the same happens, whenever in the first form it is either $v=\mu$ or $v=2 \mu$ so that it is $\sqrt[\mu]{n^{v}}$ or $n$ or $n n$. Therefore, we have six cases, in which this theorem does not deviate from the truth; hence, it is easily understood that in all remaining cases the error cannot be notable.
§38 We can also generalize this theorem even more by writing $\frac{n}{c}$ instead of $n$ and multiplying by a respective power of $c$ everywhere, to get rid of the fractions. And so the first formula will become

$$
\begin{aligned}
& \left.(\alpha \alpha-3 \alpha \beta+2 \beta \beta) \sqrt[u]{n^{v}}-2 \alpha \alpha-4 \alpha \beta\right) \sqrt[u]{(n+c)^{v}} \\
& +(\alpha \alpha-\alpha \beta) \sqrt[u]{(n+2 c)^{v}}=2 \beta \beta \sqrt[u]{\left(n+\frac{\alpha c}{\beta}\right)^{v}}
\end{aligned}
$$

but the other formula only deviates from this one in that regard, that roots occur in the denominator, which is also to be understood for logarithms.
§39 It will be worth one's while to have illustrated these theorems by some examples. Therefore, take $\alpha=1$ and $\beta=2$ and the equalities exhibited in the theorem will become

$$
\begin{gathered}
3 \sqrt[\mu]{n^{v}}+6 \sqrt[\mu]{(n+c)^{v}}-\sqrt[u]{(n+2 c)^{v}}=8 \sqrt[\mu]{\left(n+\frac{1}{2} c\right)^{v}} \\
\frac{3}{\sqrt[\mu]{n^{v}}}+\frac{6}{\sqrt[\mu]{(n+1)^{v}}}-\frac{1}{\sqrt[u]{(n+2)^{v}}}=\frac{8}{\sqrt[u]{\left(n+\frac{1}{2}\right)^{v}}}
\end{gathered}
$$

Let us apply the first form to logarithms and it will be

$$
3 \log n+6 \log (n+c)-\log (n+2 c)=8 \log \left(n+\frac{1}{2} c\right) .
$$

Now, let $n=10$ and $c=2$ that it results

$$
3 \log 10+6 \log 12-\log 4=8 \log 11
$$

After the expansion it will therefore be

$$
\begin{aligned}
3 \log 10= & 3.0000000 \quad \begin{aligned}
& \log 14= 1.1461280 \\
& 6 \log 12= 6.4750872 \\
& 9.4750872 \quad=\quad \\
& 8 \log 11= 8.3311416 \\
& 9.4772696
\end{aligned}
\end{aligned}
$$

whose difference is 0.0021824 , which would have resulted a lot smaller, if we had attributed a larger value to the number $n$.
§40 It is especially convenient to note especially about the summatory term of the propounded series that so the differentiation as the integration can be done easily with respect to the index $x$ as a variable, as it was already shown in the first species in more detail, where the summatory term $\Sigma: x$ itself was considered as the ordinate of a certain curve, while the $x$ is the abscissa; and in this sense I considered inexplicable functions in Calculi Differentialis
§41 But using the general formula for the summatory term $\Sigma: x$ given above let us also expand the case of the harmonic series here, in which it is

$$
\Sigma: x=1+\frac{1}{2}+\frac{1}{3}+\frac{1}{4}+\ldots+\frac{1}{x}
$$

and let us ask for its value corresponding to the index $x=\frac{1}{2}$; and because of $(x)=\frac{1}{x}$ and

$$
p=\frac{3}{8}, \quad q=-\frac{3}{4}, \quad r=-\frac{1}{8}
$$

we will then have

$$
\begin{gathered}
\Sigma: \frac{1}{2}=\frac{5}{8}-\frac{1}{16} \\
+\frac{3}{8}+\frac{3}{16}+\frac{1}{8}+\frac{3}{32}+\text { etc. } \\
+\frac{3}{8}+\frac{1}{4}+\frac{3}{16}+\frac{3}{20}+\text { etc. } \\
-\frac{1}{24}-\frac{1}{32}-\frac{1}{40}-\frac{1}{48}-\text { etc. } \\
-\frac{2}{3}-\frac{2}{5}-\frac{2}{7}-\frac{2}{9}-\text { etc. }
\end{gathered}
$$

or it will be

$$
\begin{aligned}
& 8 \Sigma: \frac{1}{2}=\frac{9}{2} \\
& +\frac{3}{1}+\frac{3}{2}+\frac{3}{3}+\frac{3}{4}+\text { etc. } \\
& +\frac{6}{2}+\frac{6}{3}+\frac{6}{4}+\frac{6}{5}+\text { etc. } \\
& -\frac{1}{3}-\frac{1}{4}-\frac{1}{5}-\frac{1}{6}-\text { etc. } \\
& -\frac{16}{3}-\frac{16}{5}-\frac{16}{7}-\frac{16}{7}-\text { etc. }
\end{aligned}
$$

Let us collect the single columns into one single term and it will be

$$
8 \Sigma: \frac{1}{2}=\frac{9}{2}+\frac{6}{1 \cdot 2 \cdot 3 \cdot 3}+\frac{6}{2 \cdot 3 \cdot 4 \cdot 5}+\frac{6}{3 \cdot 4 \cdot 5 \cdot 7}+\frac{6}{4 \cdot 5 \cdot 6 \cdot 9}+\text { etc. }
$$

which series certainly converges more rapidly than the one we found in the second species.
§42 But if we do not contract the terms, but collect those, which have the same denominator, having omitted the lowest series, we will have

$$
\begin{gathered}
8 \Sigma: \frac{1}{2}=\frac{9}{2}+\frac{3}{1}+\frac{9}{2} \\
+8\left(\frac{1}{3}+\frac{1}{4}+\frac{1}{5}+\frac{1}{6}+\frac{1}{7}+\text { etc. }\right) \\
-16\left(\frac{1}{3}+\frac{1}{5}+\frac{1}{7}+\frac{1}{9}+\frac{1}{11}+\text { etc. }\right)
\end{gathered}
$$

or by writing

$$
16\left(\frac{1}{6}+\frac{1}{8}+\frac{1}{10}+\frac{1}{12}+\text { etc. }\right)
$$

instead of the upper series we will have

$$
\frac{1}{2} \Sigma: \frac{1}{2}-\frac{3}{4}=-\frac{1}{3}-\frac{1}{5}+\frac{1}{6}-\frac{1}{7}+\frac{1}{8}-\frac{1}{9}+\frac{1}{10}-\frac{1}{11}+\text { etc. }
$$

Let us add the following expression on both sides

$$
\log 2=1-\frac{1}{2}+\frac{1}{3}-\frac{1}{4}+\frac{1}{5}-\frac{1}{6}+\text { etc. }
$$

it will be

$$
\frac{1}{2} \Sigma: \frac{1}{2}-\frac{3}{4}+\log 2=1-\frac{1}{2}-\frac{1}{4}=\frac{1}{4}
$$

as a logical consequence it is

$$
\Sigma: \frac{1}{2}=2-\log 2
$$

which value agrees extraordinarily with the one which was given in the first species.

## SUPPLEMENT

## On inexplicable Functions of the form:

$$
\Pi: x=A \cdot B \cdot C \cdot D \cdot E \cdots X X
$$

§1 Here the factors $A, B, C, D$ etc. are terms of a certain series corresponding to the indices $1,2,3,4$ etc. and X is the term corresponding to the index $x$; but I will denote the factors corresponding to the following indices

$$
x+1, \quad x+2, \quad x+3 \quad \text { etc. }
$$

by $X^{\prime}, X^{\prime \prime}, X^{\prime \prime \prime}$. Hence it is immediately plain that it will be

$$
\Pi:(x+1)=X^{\prime} \cdot \Pi: x
$$

and

$$
\Pi:(x+2)=X^{\prime} \cdot X^{\prime \prime} \cdot \Pi: x
$$

and so forth. But the preceding ones will be

$$
\Pi:(x-1)=\frac{\Pi: x}{X}
$$

etc.
Hence it is understood that it suffices to have assigned these formulas only for values of $x$ smaller than 1 .
§2 As often as $x$ was a positive integer the values of $\Pi$ : $x$ will result directly. For, it will be

$$
\Pi: 1=A, \quad \Pi: 2=A B, \quad \Pi: 3=A B C \quad \text { etc. }
$$

But whenever $x$ is not a positive integer the product we denoted by this character $\Pi: x$ will be an inexplicable function of $x$, if not coincidentally the factors $A, B, C, D$ etc. were of such a nature that the preceding ones are cancelled by the following ones, as it happens, e.g., in this form

$$
\Pi: x=\frac{1}{2} \cdot \frac{2}{3} \cdot \frac{3}{4} \cdot \frac{4}{5} \cdots \cdots \frac{x}{x+1}
$$

since here it obviously is

$$
\Pi: x=\frac{1}{x+1},
$$

or also in this example

$$
\Pi: x=\frac{3}{4} \cdot \frac{8}{9} \cdot \frac{15}{16} \cdot \frac{24}{25} \cdots \cdots \frac{x x+2 x}{(x+1)^{2}} .
$$

For, hence it will be

$$
\Pi: 1=\frac{3}{2 \cdot 2}, \quad \Pi: 2=\frac{2}{3}=\frac{4}{2 \cdot 3}, \quad \Pi: 3=\frac{5}{8}=\frac{5}{2 \cdot 4}, \quad \Pi: 4=\frac{3}{5}=\frac{6}{2 \cdot 5^{\prime}},
$$

$$
\Pi: 5=\frac{7}{2 \cdot 6} \text { etc., }
$$

whence it is plain that it will be in general

$$
\Pi: x=\frac{x+2}{2(x+1)} .
$$

§3 But the inexplicable cases will be reduced to the ones in the preceding dissertation by taking logarithms

$$
\log \Pi: x=\log A+\log B+\log C+\ldots+\log X ;
$$

this form compared to the one treated above will give us the following values

$$
\Sigma: x=\log \Pi: x
$$

(1) $=\log A$,
(2) $=\log B$,
(3) $=\log C$
etc. und
$(x)=\log X ;$
but then it will be

$$
(x+1)=\log X^{\prime}, \quad(x+2)=\log X^{\prime \prime} \quad \text { etc.; }
$$

and having observed this agreement let us apply the species treated above to the present case
§4 Therefore, since for this first species, having introduced the values just given, we have

$$
\begin{gathered}
\log \Pi: x= \\
+\log A+\log B+\log C+\log D+\text { etc. } \\
-\log X^{\prime}-\log X^{\prime \prime}-\log X^{\prime \prime \prime}-\log X^{\text {IV }}-\text { etc., }
\end{gathered}
$$

by ascending to numbers it will be

$$
\Pi: x=\frac{A}{X^{\prime}} \cdot \frac{B}{X^{\prime \prime}} \cdot \frac{C}{X^{\prime \prime \prime}} \cdot \frac{D}{X^{\prime \prime \prime \prime}} \cdot \text { etc. }
$$

Here, I add no examples, since many are already expanded in Calculi Differentialis.

## THE SECOND Species where the infinitesimal Factors are EQUAL TO EACH OTHER

§5 For, then their logarithm will also be equal to each other and hence the differences will all vanish. Therefore, let us apply the formula found above in § 25 to this and it will be

$$
\begin{gathered}
\log \Pi: x= \\
+(1-x) \log A+(1-x) \log B+(1-x) \log C \quad+\text { etc. } \\
+x \log A+\quad x \\
\hline
\end{gathered} \begin{array}{rrrrrr}
\log B+ & x & \log C+ & x & \log D+\text { etc. } \\
- & \log X^{\prime}- & & \log X^{\prime \prime}- & & \log X^{\prime \prime \prime}-\text { etc., }
\end{array}
$$

whence by ascending to numbers we will have

$$
\Pi: x=A^{x} \cdot \frac{A^{1-x} \cdot B^{x}}{X^{\prime}} \cdot \frac{B^{1-x} \cdot C^{x}}{X^{\prime \prime}} \cdot \frac{C^{1-x} \cdot D^{x}}{X^{\prime \prime \prime}} \cdot \text { etc. }
$$

## THE THIRD Species, where the infinitesimal terms constitute a geometric Progression

§6 For, then the logarithms of these terms will constitute an arithmetic progression, whose second differences will therefore vanish. To apply the expression found above in $\S 35$ to this case, it is to be noted that for the sake of brevity it was put

$$
p=\frac{x x-3 x+2}{2}, \quad q=x x-2 x \quad \text { and } \quad r=\frac{x x-x}{2},
$$

whence we will have

$$
\begin{array}{r}
\log \Pi: x= \\
+p \log A+p \log B+p \log C \quad+\text { etc. } \\
+\frac{3 x-x x}{2} \log A-q \log B-q \log C-q \log D \quad-\text { etc. } \\
+\frac{x x-x}{2} \log B+r \log C+r \log D+r \log E \quad+\text { etc. } \\
\quad-\log X^{\prime}-\log X^{\prime \prime}-\log X^{\prime \prime \prime}-\text { etc. }
\end{array}
$$

Put further let us put here for the sake of brevity

$$
\frac{x x-3 x}{2}=m \quad \text { and } \quad \frac{x x-x}{2}=n ;
$$

and by ascending to numbers we will have this expression

$$
\Pi: x=\frac{B^{n}}{A^{m}} \cdot \frac{A^{p} C^{r}}{B^{q} X^{\prime}} \cdot \frac{B^{p} D^{r}}{C^{q} X^{\prime \prime}} \cdot \frac{C^{p} E^{r}}{D^{q} X^{\prime \prime \prime}} \cdot \text { etc. }
$$

§7 This way I am confident to have exhausted the doctrine on the inexplicable functions, which was not explained sufficiently accurately and clearly in Calculi Differentials, almost completely, so that nothing more can be desired; but this seemed to be even more necessary, since this subject is almost completely new and was treated by nobody. But its use is especially great in the interpolation of series and hence the properties of curved lines, whose ordinates are expressed by means of inexplicable functions, were to be investigated.


[^0]:    *Original Title: "Dilucidationes in capita postrema calculi mei differentalis de functionibus inexplicabilibuss", first published in „Memoires de l'academie des sciences de St.-Petersbourg 4 1813, pp. 88-119", reprinted in „Opera Omnia: Series 1, Volume 16,1 pp. 1-33 ", EneströmNumber E613, translated by: Alexander Aycock, Figures by: Artur Diener, for the project „Euler-Kreis Mainz"
    ${ }^{1}$ Euler often uses this word to expressions involving roots.

