
 

 

Gutenberg School of Management and Economics 

& Research Unit “Interdisciplinary Public Policy” 

Discussion Paper Series 

 

A Comparison of Large Language Models 

and Genetic Programming for Program 

Synthesis 

 

 Dominik Sobania, Justyna Petke, Martin Briesch, and Franz Rothlauf 

September 16, 2024 

 

Discussion paper number 2414 

 

 

 

Johannes Gutenberg University Mainz 
Gutenberg School of Management and Economics 

Jakob-Welder-Weg 9 
55128 Mainz 

Germany 
https://wiwi.uni-mainz.de/

https://wiwi.uni-mainz.de/


 
Contact details 

 

Dominik Sobania 

Johannes-Gutenberg University 

Department of Law and Economics 

55099 Mainz 

Germany 

dsobania@uni-mainz.de 

 

Justyna Petke 

University College London  

Department of Computer Science 

London 

United Kingdom  

j.petke@ucl.ac.uk 

 

Martin Briesch 

Johannes-Gutenberg University 

Department of Law and Economics 

55099 Mainz 

Germany 

briesch@uni-mainz.de 

 

Franz Rothlauf 

Johannes-Gutenberg University 

Department of Law and Economics 

55099 Mainz 

Germany 

rothlauf@uni-mainz.de 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

All discussion papers can be downloaded from http://wiwi.uni-mainz.de/DP 

mailto:dsobania@uni-mainz.de
mailto:j.petke@ucl.ac.uk
mailto:briesch@uni-mainz.de
mailto:rothlauf@uni-mainz.de
http://wiwi.uni-mainz.de/DP


JOURNAL OF LATEX CLASS FILES, VOL. 14, NO. 8, AUGUST 2021 1

A Comparison of Large Language Models and
Genetic Programming for Program Synthesis

Dominik Sobania, Justyna Petke, Martin Briesch, and Franz Rothlauf

Abstract—Large language models have recently become known
for their ability to generate computer programs, especially
through tools such as GitHub Copilot, a domain where genetic
programming has been very successful so far. Although they
require different inputs (free-text vs. input/output examples) their
goal is the same – program synthesis. Therefore, in this work
we compare how well GitHub Copilot and genetic programming
perform on common program synthesis benchmark problems. We
study the structure and diversity of the generated programs by
using well-known software metrics. We find that GitHub Copilot
and genetic programming solve a similar number of benchmark
problems (85.2% vs. 77.8%, respectively). We find that GitHub
Copilot generated smaller and less complex programs as genetic
programming, while genetic programming is able to find new
and unique problem solving strategies. This increase in diversity
of solutions comes at a cost. When analyzing the success rates
for 100 runs per problem, GitHub Copilot outperforms genetic
programming on over 50% of the problems.

Index Terms—Program Synthesis, Genetic Programming,
Large Language Models, Codex, GitHub Copilot, Software En-
gineering.

I. INTRODUCTION

S INCE the introduction of GitHub Copilot1, a program
synthesis approach based on large language models is

available to support real-world software developers in their
daily work. GitHub Copilot, which is available as an add-
on for several common development environments, is based
on the large language model Codex [1], which has been
trained on large amounts of publicly available source code. The
system gives the programmer both suggestions for completing
existing code as well as suggestions based on natural language
descriptions entered as comments.

Another approach that is known for its performance in
automatic program synthesis is genetic programming (GP) [2],
[3]. Instead of natural language descriptions, in GP-based
program synthesis, the user’s intent is usually expressed by a
set of given input/output examples (test cases). Based on these
input/output examples, GP employs an evolutionary process to
search for programs that meet the user’s intent.

To compare the performance of large language model based
and evolutionary program synthesis, we applied in a recent
conference paper [4] GitHub Copilot on the program synthesis
benchmark problems introduced by Helmuth et al. [5], [6],
which are commonly used to evaluate GP-based program

Dominik Sobania, Martin Briesch and Franz Rothlauf are with the Jo-
hannes Gutenberg University, Mainz, Germany (dsobania@uni-mainz.de,
briesch@uni-mainz.de, rothlauf@uni-mainz.de).

Justyna Petke is with the University College London, London, United
Kingdom (j.petke@ucl.ac.uk).

1https://github.com/features/copilot

synthesis approaches, and compared the results achieved by
GitHub Copilot to those reported for GP in the literature.
We found that, despite their differences in the definition of
the user’s intent, the overall number of benchmark problems
solved by GitHub Copilot and GP is on the same level.
However, in our previous conference paper [4], we only made
a binary assessment (solved or not) for GitHub Copilot and
GP on the benchmark problems, which does not provide any
insight into the stability of the approaches. For instance, is a
problem only solved by chance or is it solved on a regular
basis? Furthermore, due to space limitations, we did not
compare the structure of the programs suggested by GitHub
Copilot and GP with common software metrics used in the
program synthesis literature [7], [8], which could open up
further research directions in program synthesis.

Therefore, we extend our previous conference paper [4] and
carry out a more comprehensive comparison of GitHub Copilot
and GP on common program synthesis benchmark problems.
In addition to that, we analyze and compare the structure
and the diversity of the generated programs using well-known
software metrics. Furthermore, we identify different strengths
and weaknesses of the two approaches and discuss potential
future research directions.

To evaluate GitHub Copilot, we use the add-on2 for the
Visual Studio Code development environment. For every
benchmark problem, we provide GitHub Copilot the function’s
signature and the textual problem description as a Python
comment and evaluate Copilot’s suggestions. Since Copilot
returns only a maximum of 10 suggestions, we repeat this
step several times. For GP, we take the results from the
literature. More precisely, from recent GP papers reporting
success rates achieved with PushGP [9] and grammar-guided
GP [10] for the problems from the first (PSB1) [5] and/or the
second program synthesis benchmark suite (PSB2) [6]. Both
GP papers present recent and comprehensive results for their
respective approaches. For comparison, we evaluate GitHub
Copilot on the same benchmark problems.

To analyze and compare the structure and the diversity of
the programs generated by GitHub Copilot and GP, we use
common software metrics, e.g., the number of source lines of
code (SLOC) and the cyclomatic complexity [11], which allow
us to draw conclusions about the programs’ source code. We
perform the structure and diversity analysis on a representative
subset of eight problems from PSB1 and PSB2. For GitHub
Copilot, we use the source code generated in our experiments.

2https://marketplace.visualstudio.com/items?itemName=GitHub.copilot

https://github.com/features/copilot
https://marketplace.visualstudio.com/items?itemName=GitHub.copilot
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For GP, we use solutions generated with a grammar-guided
GP approach provided by a recent paper [12].

We find that overall GitHub Copilot and GP can solve
a similar number of benchmark problems (85.2% vs. up to
77.8%, respectively). However, in terms of the success rates
GitHub Copilot significantly outperforms the GP approaches
on over 50% of the benchmark problems. Further, we find
that the structure of the generated programs strongly differs
based on the used approach. The programs generated with
the studied grammar-guided GP approach are on average
significantly larger and more complex than the programs
generated with GitHub Copilot. We observe also for the
programs generated by GitHub Copilot a lower variance and
diversity for the studied software metrics compared to those
obtained by the studied GP approach. However, we should
keep in mind that GitHub Copilot may have already seen
many of the program synthesis benchmark problems during its
training phase. Additionally, the training of such large models
is computationally very intensive, while GP usually requires
less compute and consumes a lower amount of energy. Which
approach should be used depends more on the task at hand.
Due to its integration into several code editors, GitHub Copilot
is well suited as support system in software development. On
the other hand, GP can be easily adapted to a wide variety of
tasks, e.g., by adjusting the grammar or the function set. In
addition, GP can discover novel programs which potentially
make use of new solution strategies.

To sum up, our contributions are: 1) A comparison of
the performance of GitHub Copilot and different GP-based
program synthesis approaches. 2) An analysis of the structure
and the diversity of the generated programs with common
software metrics. 3) The discussion of the different strengths
and weaknesses of GitHub Copilot and GP as well as the iden-
tification of future research directions in program synthesis.

Following this introduction, Sect. II presents recent work
on GP-based program synthesis as well as program synthe-
sis using large language models. Section III describes our
methodology before presenting the performance comparison
of GitHub Copilot and GP in Sect. IV. In Sect. V, we discuss
the results and identify some further research directions for
GP-based program synthesis. Section VII concludes the paper.

II. RELATED WORK

In this section, we present fundamental and recent work on
program synthesis approaches based on large language models
and GP.

A. Program Synthesis with Large Language Models

In the area of large language models, the problem of
program synthesis is often treated as a natural language pro-
cessing (NLP) task. For a given problem description in natural
language, the corresponding source code required to solve the
problem should be returned. NLP has made a lot of progress
in recent years, which, in addition to higher computing power,
can also be attributed to new deep learning architectures, like
the transformer model [13].

The success of the transformer model is based on two
key innovations: positional encoding and attention. Due to
positional encoding, transformer models can be parallelized
well, in contrast to gated recurrent unit (RNN) [14] and
long short-term memory (LSTM) [15] networks, and can also
be trained on large amounts of data. And due to attention
mechanisms, transformers can refer to the relevant context.
Figure 1 shows an overview of the elements of an encoder-
decoder transformer architecture.

Well-known models for general purposes based on the trans-
former architecture are, e.g., the BERT or the GPT language
model families. In addition to that, models specialized on
the generation of source code have recently been released,
such as CodeBERT [16], PyMT5 [17], AlphaCode [18], and
Codex [1]. These specialized models are usually (pre-)trained
on large amounts of freely available open source code. For
example the Codex model, which powers GitHub Copilot,
was first pre-trained with 159 GB of open source code and
then fine-tuned with smaller data sets, e.g., from programming
competition websites [1].

Beyond pure code generation, large language models can
also be used to improve existing software, e.g., for automatic
program repair [19] or refactoring [20].

However, the use of large language models also harbours
risks, as they are prone to hallucinatory behaviour and may
also provide incorrect answers [21], [22]. It is also challenging
that a clear separation between training and test set, as in
traditional machine learning, is difficult in practice, as it can be
assumed that large language models have already seen many
of the classic test problems during training [23].

B. Program Synthesis with GP

In GP, program synthesis is one of the major topics since
the field’s inception. The first GP paper by Cramer [2] already
deals with code generation, and also Koza’s first book on
GP [3] describes the evolution of source code (e.g., using
LISP S-expressions). Different to large language models, in
GP usually input/output examples are used to define the user’s
intent. Based on this definition, GP searches for programs that
meet the given requirements in an evolutionary process.

An important step towards comparability of different GP
approaches was achieved with the program synthesis bench-
mark suites PSB1 and PSB2 by Helmuth et al. [5], [6].
In recent years, great progress has been made on these
benchmark problems, for example with PushGP [24], [25],
grammar-guided GP [10], [26], as well as other GP-based
program synthesis approaches [27], [28]. These approaches
differ mainly in the representation used and the way different
data types are handled.

In PushGP, the programming language Push [29], [30],
which was specially created for program synthesis with GP, is
used for representation. This programming language separates
data types by utilizing different stacks, one stack for each
supported data type and one for the program’s commands.
In recent years, advances with PushGP have been made
through the use of a novel mutation operator, uniform mutation
by addition and deletion (UMAD) [24], and new selection
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Fig. 1: Transformer model (taken from [4], based on the illustration by Vaswani et al. [13]).

methods (based on lexicase selection) [9], [12], [25], [31].
However, the Push language has not seen a wider uptake in
real-world software development so far.

With grammar-guided GP approaches [32], however, also
programs in programming languages like Python can be
evolved [10], [26]. During evolution, a context-free gram-
mar is used to comply with the rules of the programming
language and to distinguish between different data types.
Recent work on program synthesis with grammar-guided GP
focuses, e.g., on the usage of domain-knowledge [7], [33],
[34], generalization to unseen data [35]–[37], and the use
of functional programming languages [38]. Furthermore, new
selection methods are being studied for grammar-guided GP
[12], [39], [40]. For further insights into the fundamentals and
an overview of additional grammar-guided GP approaches, we
refer to a survey by McKay et al. [41].

In addition to the benchmark problems from PSB1 and
PSB2, Boolean logic problems are often studied in the litera-
ture on GP-based program synthesis [42], [43]. Of particular
interest is, for example, recent work by Liskowski et al. [44]
in which they investigate how to search the latent space of an
autoencoder to find suitable programs.

A related field of research where similar methods as in GP-
based program synthesis are studied is genetic improvement
(GI) [45]. Instead of generating source code from scratch,
GI methods improve existing software, improving its either
functional or non-functional properties, e.g., to automatically
fix bugs [46] or improve runtime [47], respectively. In recent
work by Yuan et al. [27], ideas from GI even found their
way back into program synthesis and helped to outperform
even existing GP-based program synthesis approaches on some
problems from PSB1.

III. EXPERIMENTAL DESIGN

This work’s experimental method can be divided into two
parts. In the first part, we compare the performance of GitHub
Copilot and GP on common benchmark problems with respect
to the correctness of the code suggestions. In the second
part, we analyze and compare programs suggested by GitHub
Copilot and GP on a representative selection of problems using

different code metrics. Additionally, we discuss the strengths
and weaknesses of the two approaches and identify further
research directions.

A. Performance Comparison of GitHub Copilot and GP

To collect suggestions from GitHub Copilot, we use the
add-on for the Visual Studio Code development environment,
to be as close as possible to the experience of a real software
developer during the evaluation.3 For each benchmark problem
from PSB1 and PSB2, we provide GitHub Copilot the generic
function signature, including the input parameters and types,
and the textual problem description from either PSB1 or PSB2
as a Python comment. For some problems from PSB1 we
have adjusted the problem description such that results are
returned and not printed. This way, the problem descriptions
are consistent across all benchmark problems and in line with
the novel benchmark suite PSB2. Based on this input, we
expect from GitHub Copilot suggestions for the completion
of the function. The used textual problem descriptions as well
as the code generated by GitHub Copilot in our experiments
are available online.4

1 # The t e x t u a l problem as d e f i n e d i n
2 # PSB1 or PSB2 .
3 def myfunc ( s t r 1 : s t r , s t r 2 : s t r ) :
4 # To be c o m p l e t e d by GitHub C o p i l o t .

Fig. 2: An abstract function definition as input for GitHub
Copilot using the textual problem description from PSB1 or
PSB2 as a Python comment.

Figure 2 shows an example abstract function definition
that could be used as input for GitHub Copilot. The Python
comment in lines 1-2 gives the textual problem description,
The generic function signature is given in line 3, and beginning
from line 4 we expect from GitHub Copilot suggestions for
possible completions.

3All experiments presented in Section IV requesting GitHub Copilot were
performed in June 2023.

4https://github.com/domsob/github-copilot-generated-programs-2023/.

https://github.com/domsob/github-copilot-generated-programs-2023/
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For GP-based program synthesis we do not perform new
experiments but use the results reported in the literature for
PushGP and grammar-guided GP. For PushGP, we take the
results from a recent paper [9] that reports success rates for the
problems from PSB1 and PSB2. This paper is well suited for
comparison, as almost all benchmark problems from PSB1 and
PSB2 are covered and results for the two common selection
methods currently studied in the area of program synthesis,
namely standard lexicase [48] and down-sampled lexicase
selection [28], are reported. For grammar-guided GP, we take
the results from [10] which reports success rates for most
of the benchmark problems from PSB1. Of the benchmark
problems from PSB2, only a very small number of problems
have been examined with grammar-guided GP so far in the
literature. Therefore, for the problems from PSB2, we only
compare GitHub Copilot with the results for PushGP.

As the literature on GP-based program synthesis typically
studies 100 runs [10], [36], [49], we also analyze 100 sug-
gestions from GitHub Copilot. However, the suggestions in
the add-on for Visual Studio Code are limited to a maximum
of 10 suggestions. Consequently, we repeat the request to
GitHub Copilot until the required number of code suggestions
is collected. This gives GitHub Copilot’s code suggestions a
logical order, which allows us to evaluate whether GitHub
Copilot’s first suggestion is already a correct solution. This
reflects the use in practice, since a software developer would
also start examining the first code suggestion.

In order to check the correctness of the suggested programs,
we use 1, 000 test cases for each benchmark problem.5 For the
problems from PSB1, we use test cases based on the cases
provided by the PonyGE2 framework [50] which follow the
design principles suggested in the PSB1 paper [5]. For the
PSB2 problems, we use the Python module accompanying the
PSB2 paper [6] to collect the required test cases.6

B. Analysis of the Suggested Programs

In addition to the success rates, the structure of the gener-
ated programs is also important if the generated code should
be used in real-world software maintained by human pro-
grammers. Therefore, we compare the source code generated
by GitHub Copilot and GP using common software metrics
known from the software engineering and GP literature as a
proxy for complexity and readability [7], [8], [51].

The code metrics we use can either be calculated directly
on the source code or are based on a tree representation of the
given code snippet (a Python function). To calculate the tree-
based metrics, we first transform every generated function into
its abstract syntax tree (AST) representation using the Python
module astdump.7 The code metrics are defined as follows:

• Source lines of code (SLOC): The number of code lines
in the generated program without empty and commented
lines.

5With the exception of the problems SUM OF SQUARES and WALLIS PI,
since only a smaller number of cases is defined in the literature for these
benchmark problems.

6For the eight benchmark problems we use for structural code analysis (see
Sect. III-B), we use the same test data as in [12] for better comparability.

7https://pypi.org/project/astdump/.

• Cyclomatic complexity: The number of decision
branches introduced by a generated program [11]. We
calculate the cyclomatic complexity with the Python
module radon.8

• AST nodes: The number of tree nodes in the program’s
AST representation.

• AST depth: The number of edges from the AST’s root
node to the deepest leaf node.

Each of the above code metrics measures unique character-
istics of a given program’s structure. SLOC is the common
metric to measure the size of a program. The cyclomatic
complexity can be seen as a proxy for the number of used
control structures like loops and conditionals. Finally, the AST-
based metrics provide information about the number of used
elements (e.g., variables, function calls, etc.) and their nesting.

In addition to the structure, we measure and compare the
diversity of the programs generated by GitHub Copilot and GP
to check if always the same programs are generated in differ-
ent runs or if new solution strategies are found. Therefore,
we measure the number of unique programs generated per
benchmark problem. However, since programs can be identical
except for the use of different function and variable names, we
also measure the number of unique ASTs, which abstract from
the mentioned details.

For the evaluation (calculation of code metrics and di-
versity), we use a representative subset of eight benchmark
problems from PSB1 and PSB2 for clarity and to save compu-
tational effort. For the analysis of GitHub Copilot, we use the
solutions generated in our experiments (see Sect. III-A). For
the analysis of GP, we use solutions generated with a grammar-
guided GP approach provided by the supplementary material9

of a recent paper [12]. We do not study the structure of
programs generated with PushGP in this experiment because
most of the software metrics would not give us any meaningful
information for Push code. However, with the grammar-guided
GP from [12], the programs were generated in Python and are
therefore well suited for such an investigation.

IV. COMPARISON OF GITHUB COPILOT AND GP

In this section, we compare the code suggestions of
GitHub Copilot and different GP variants and analyze their
correctness on given test data as well as the structure and
diversity of the generated code.

A. Performance Comparison

First, we compare the performance of GitHub Copilot and
different GP variants on given test data by analyzing the
achieved success rates on the benchmark problems from PSB1
and PSB2. The success rate indicates how many of the 100
solution candidates examined per approach work correctly on
all of the used test cases. For GitHub Copilot, we also study
whether the first code suggestion works correctly on all test
cases, in order to be able to assess whether a working solution
can be found quickly in practical software development or

8https://pypi.org/project/radon/.
9https://gitlab.rlp.net/mbriesc/informed-down-sampled-lexicase-selection/.

https://pypi.org/project/astdump/
https://pypi.org/project/radon/
https://gitlab.rlp.net/mbriesc/informed-down-sampled-lexicase-selection/
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whether many solution candidates have to be examined which
can be quite time consuming for programmers.

Table I shows the success rates achieved by GitHub Copilot
as well as PushGP with standard and down-sampled lexicase
selection and grammar-guided GP (denoted as G3P) with
standard lexicase selection on the 29 benchmark problems
from PSB1. If GitHub Copilot’s first code suggestion for
a benchmark problem works correctly on all test cases, we
indicated this with a check mark (✓). A cross (✗) indicates
that the first suggestion is not correct. The reported PushGP
results are taken from [9] and grammar-guided GP results
are taken from [10]. For benchmark problems for which no
GP results are reported in the papers, we have indicated
this with a minus (-) sign. Best success rates are printed in
bold font and significant improvements in comparison to the
other approaches at the α = 0.05 level are underlined. For
statistical testing, we used a two-sided proportion z-test with
Bonferroni correction.

Table II shows the same analysis for the 25 benchmark
problems from PSB2. Again, the PushGP results are taken
from [9]. Grammar-guided GP results are not reported as only
a small number of benchmark problems from PSB2 have been
examined with grammar-guided GP so far in the literature.

Overall, we see that the number of solved benchmark prob-
lems is on the same level for GitHub Copilot and PushGP. For
PSB1, GitHub Copilot solved 26 and PushGP 25 (using down-
sampled lexicase selection) out of 29 problems. Grammar-
guided GP solved 17 benchmark problems from PSB1, a lower
number than the other two approaches. For PSB2, GitHub
Copilot solved 20 and PushGP 17 out of 25 problems.

However, if we study the success rates, we see significantly
higher values for GitHub Copilot than for the GP variants
on PSB1 as well as on PSB2. GitHub Copilot significantly
outperforms the GP approaches on 13 benchmark problems
from PSB1 and 15 benchmark problems from PSB2. For the
GP approaches we only see significant improvements for the
problems REPLACE SPACE WITH NEWLINE, X-WORD LINES
(both PSB1), and COIN SUMS (PSB2) with PushGP. For the
benchmark problems COLLATZ NUMBERS, WALLIS PI, and
WORD STATS, no results are reported for PushGP in [9] and
the success rates reported for grammar-guided GP are all 0
for these problems. However, a recent survey on GP-based
program synthesis [52] finds that also no other GP approach
has been successful on these problems so far. With GitHub
Copilot, however, at least the COLLATZ NUMBERS problem
can be solved (73 successful solutions).

For many benchmark problems, we see high success rates
for GitHub Copilot. However, the success rates achieved by
GitHub Copilot on PSB2 are on average lower compared
to the results for PSB1. Furthermore, for five benchmark
problems, GitHub Copilot did not find a single working
solution (BOUNCING BALLS, BOWLING, DICE GAME, MAS-
TERMIND, and SOLVE BOOLEAN) and for some other prob-
lems we observe very low success rates (e.g., CUT VECTOR,
LUHN, and SNOW DAY). We expect that this is due to a
low precision of the textual problem description for these
benchmark problems. We will discuss this further in Sect. V.

If we look at the first code suggestions given by GitHub

Copilot, we see that the first suggestion is not always correct
for every benchmark problem that can be solved by GitHub
Copilot in principle. For some problems, a programmer has to
search through further suggestions to find a working solution.
However, if we consider the problems from PSB1 and PSB2
combined, we see that for more than 50% of the problems
solvable by GitHub Copilot, the first suggestion already works
correctly on all test cases.

In summary, GitHub Copilot solves about the same number
of benchmark problems as a recent PushGP approach (lower
values observed for grammar-guided GP) while GitHub Copi-
lot achieves significantly higher success rates than the studied
GP variants on many problems. However, when comparing the
results, we should keep in mind that although the inference
time for large language models is usually relatively short,
the computational effort required to train state-of-the-art large
language models is much greater than the time required to
execute a GP run.

B. Analysis of the Structure and the Diversity

Second, we analyze the structure and diversity of the source
code synthesized with GitHub Copilot as well as with GP.
Since source code should be of low complexity, easy to read,
and maintain, we measure the structure of the generated source
code with common software metrics. In order to study whether
always the same source code is generated or whether novel
solutions are found, we also analyze the number of unique
code suggestions given by GitHub Copilot and GP.

Figures 3-6 show box-plots of common software metrics
for the source code generated by GitHub Copilot and GP
for a representative selection of eight benchmark problems
from PSB1 and PSB2. For the GitHub Copilot results we
measured the software metrics on the code generated in our
experiments. For the GP results, we measured the metrics
on code taken from the associated repository from a recent
paper [12] using a grammar-guided GP approach. Specifically,
the plots show comparisons for SLOC (Fig. 3), cyclomatic
complexity (Fig. 4), AST nodes (Fig. 5), and AST depth
(Fig. 6).

For most of the studied benchmark problems, we see that
the code generated by the grammar-guided GP approach is
larger (larger values for SLOC and AST nodes), more complex
(higher values for the cyclomatic complexity), and more nested
(large values for the AST depth). For example for the FIZZ
BUZZ problem, we observe for the grammar-guided GP a
median SLOC value of around 30 while GitHub Copilot only
generated solutions with a median value of around 9.

Furthermore, the variance of the software metrics is larger
for the solutions generated by the grammar-guided GP com-
pared to the ones generated by GitHub Copilot for almost all
studied benchmark problems. An exception is the SCRABBLE
SCORE problem, where we observe larger variances and a
significantly higher median value of the cyclomatic complexity
for the GitHub Copilot solutions compared to the solutions
generated by the grammar-guided GP. However, this is not
surprising if we take a closer look at the generated solutions.
Figure 7 shows a code example generated with GitHub Copilot
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TABLE I: Success rates achieved by GitHub Copilot, PushGP, and grammar-guided GP on the benchmark problems from
PSB1. For GitHub Copilot, we also report whether the first given suggestion passes all the test cases (denoted with ✓) or
not (✗). The PushGP results are taken from a recent paper [9] comparing standard and down-sampled lexicase selection. The
grammar-guided GP (denoted as G3P) results for standard lexicase selection are taken from [10]. Best success rates are printed
in bold font. Significant improvements (α = 0.05) in comparison to the other approaches are underlined.

Benchmark Problem
Large Language Model PushGP [9] G3P [10]

GitHub Copilot
(First)

GitHub Copilot Standard Lexicase Down-Sampled
Lexicase

Standard Lexicase

CHECKSUM ✓ 89 1 18 0

COLLATZ NUMBERS ✓ 73 - - 0

COMPARE STRING LENGTHS ✓ 70 32 51 0

COUNT ODDS ✓ 98 8 11 3

DIGITS ✗ 0 19 28 0

DOUBLE LETTERS ✓ 88 19 50 0

EVEN SQUARES ✗ 11 0 2 0

FOR LOOP INDEX ✓ 72 2 5 6

GRADE ✓ 84 0 2 31

LAST INDEX OF ZERO ✓ 61 62 65 44

MEDIAN ✓ 79 55 69 59

MIRROR IMAGE ✓ 70 100 99 25

NEGATIVE TO ZERO ✓ 99 80 82 13

NUMBER IO ✓ 93 98 99 83

PIG LATIN ✓ 54 0 0 3

REPLACE SPACE WITH NEWLINE ✓ 87 87 100 16

SCRABBLE SCORE ✗ 35 13 31 1

SMALL OR LARGE ✗ 51 7 22 9

SMALLEST ✓ 66 100 98 73

STRING DIFFERENCES ✗ 9 0 1 -

STRING LENGTHS BACKWARDS ✗ 60 94 95 18

SUM OF SQUARES ✓ 90 21 25 5

SUPER ANAGRAMS ✗ 55 4 4 0

SYLLABLES ✓ 96 38 64 39

VECTOR AVERAGE ✓ 92 88 97 0

VECTORS SUMMED ✓ 87 11 21 21

WALLIS PI ✗ 0 - - 0

WORD STATS ✗ 0 - - 0

X-WORD LINES ✗ 1 61 91 0

ΣΣΣ (Solved) 19 26 22 25 17
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TABLE II: Success rates achieved by GitHub Copilot and PushGP on the benchmark problems from PSB2. We also report for
GitHub Copilot whether the first given suggestion passes all the test cases (denoted with ✓) or not (✗). The PushGP results are
taken from a recent paper [9] comparing standard and down-sampled lexicase selection for program synthesis. Best success
rates are printed in bold font. Significant improvements (α = 0.05) in comparison to the other approaches are underlined.

Benchmark Problem
Large Language Model PushGP [9]

GitHub Copilot (First) GitHub Copilot Standard Lexicase Down-Sampled Lexicase

BASEMENT ✓ 95 1 2

BOUNCING BALLS ✗ 0 0 3

BOWLING ✗ 0 0 0

CAMEL CASE ✓ 31 1 4

COIN SUMS ✗ 12 2 39

CUT VECTOR ✗ 1 0 0

DICE GAME ✗ 0 0 1

FIND PAIR ✗ 41 4 20

FIZZ BUZZ ✓ 89 25 74

FUEL COST ✓ 97 50 67

GCD ✓ 80 8 20

INDICES OF SUBSTRING ✓ 82 0 4

LEADERS ✓ 67 0 0

LUHN ✗ 6 0 0

MASTERMIND ✗ 0 0 0

MIDDLE CHARACTER ✗ 98 57 79

PAIRED DIGITS ✗ 88 8 17

SHOPPING LIST ✓ 75 0 0

SNOW DAY ✗ 10 4 7

SOLVE BOOLEAN ✗ 0 5 5

SPIN WORDS ✓ 96 0 0

SQUARE DIGITS ✗ 55 0 2

SUBSTITUTION CIPHER ✓ 78 61 86

TWITTER ✓ 89 31 52

VECTOR DISTANCE ✓ 79 0 0

ΣΣΣ (Solved) 12 20 13 17

and Fig. 8 an example generated with the grammar-guided
GP for the SCRABBLE SCORE problem. We see that GitHub
Copilot’s solution (Fig. 7) contains many conditionals and
logical operators which notably increase the cyclomatic com-
plexity. The solution of the grammar-guided GP makes use of
domain knowledge and higher-order functions (like map())
which is common in GP-based program synthesis [33], [53].
In the given example, domain knowledge is introduced via
the variable scrabblescore, which contains the Scrabble
scores for each letter, which simplifies the problem for the
grammar-guided GP. It is also noticeable that GitHub Copilot’s
code is much better structured than the code generated by the

grammar-guided GP, which is hard to read and bloated. How-
ever, it can be assumed that GitHub Copilot has knowledge
about the Scrabble scores of individual letters due to the pre-
training of its underlying model. This knowledge seems to be
only expressed differently in the generated code and is less
noticeable in comparison to the GP-generated code as no pre-
defined variables are used. We will discuss this in more detail
in Sect. V.

For the analysis of the diversity of the generated code,
Table III shows the success rates as well as the number
of unique solutions based on the source code and on the
AST (which abstracts in our implementation from details like
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Fig. 3: Box-plots of SLOC for GitHub Copilot and GP for all considered benchmark problems.
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Fig. 4: Box-plots of the cyclomatic complexity for GitHub Copilot and GP for all considered benchmark problems.
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Fig. 5: Box-plots of the number of AST nodes for GitHub Copilot and GP for all considered benchmark problems.
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Fig. 6: Box-plots of the AST depth for GitHub Copilot and GP for all considered benchmark problems.
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1 def myfunc ( s t r 1 : s t r ) :
2 s t r 1 = s t r 1 . uppe r ( )
3 sum = 0
4 f o r i in s t r 1 :
5 i f i == ’A’ or i == ’E ’ or i == ’ I ’ or i == ’L ’ or i == ’N’ or i == ’O’ \
6 or i == ’R’ or i == ’S ’ or i == ’T ’ or i == ’U’ :
7 sum += 1
8 e l i f i == ’D’ or i == ’G’ :
9 sum += 2

10 e l i f i == ’B’ or i == ’C’ or i == ’M’ or i == ’P ’ :
11 sum += 3
12 e l i f i == ’F ’ or i == ’H’ or i == ’V’ or i == ’W’ or i == ’Y’ :
13 sum += 4
14 e l i f i == ’K’ :
15 sum += 5
16 e l i f i == ’ J ’ or i == ’X’ :
17 sum += 8
18 e l i f i == ’Q’ or i == ’Z ’ :
19 sum += 10
20 e l s e :
21 sum += 0
22 re turn sum

Fig. 7: A code example given by GitHub Copilot for the SCRABBLE SCORE problem that passes all test cases. We added a
line break for better display.

1 def t e m p f u n c t i o n ( i n 0 ) :
2 i 0 = i n t ( ) ; i 1 = i n t ( ) ; i 2 = i n t ( )
3 b0 = bool ( ) ; b1 = bool ( ) ; b2 = bool ( )
4 s0 = s t r ( ) ; s1 = s t r ( ) ; s2 = s t r ( )
5 l i 0 = [ ] ; l i 1 = [ ] ; l i 2 = [ ]
6 r e s 0 = i n t ( )
7 i 1 −= min ( mod ( i1 , ( r e s 0 − d i v I n t ( g e t I n d e x I n t L i s t ( l i 0 , max ( i2 , i 2 ) ) , abs ( ( i 2
8 * i 0 ) ) ) ) ) , max ( ( abs ( abs ( max ( i1 , i 0 ) ) ) − ( d i v I n t ( g e t I n d e x I n t L i s t ( l i 0 ,
9 r e s 0 ) , max ( r e s0 , i 1 ) ) − ( d i v I n t ( i2 , r e s 0 ) * min ( i0 , r e s 0 ) ) ) ) ,

10 l e n ( l i s t (map ( lambda x : mod ( x , max ( i0 , i 0 ) ) , l i s t (map ( lambda x :
11 d i v I n t ( x , r e s 0 ) , l i 1 ) ) ) ) ) ) )
12 f o r i 1 in l i s t (map ( lambda x : saveOrd ( x ) , ( g e t C h a r F r o m S t r i n g ( saveChr ( saveOrd ( s1 ) ) ,
13 i 2 ) . s t r i p ( s0 . s t r i p ( i n 0 ) . s t r i p ( ) . uppe r ( ) ) . r s t r i p ( ) + ( s2 + i n 0 ) . l ower ( ) . r s t r i p ( )
14 . s t r i p ( ) . l s t r i p ( ) ) . s t r i p ( g e t C h a r F r o m S t r i n g ( s1 , sum ( l i s t (map ( lambda x :
15 ( x + i 1 ) , l i s t (map ( lambda x : l e n ( x ) , s2 ) ) ) ) [ : d i v I n t ( ( r e s 0 * r e s 0 ) ,
16 sum ( s c r a b b l e s c o r e ) ) ] ) ) ) . r s t r i p ( g e t C h a r F r o m S t r i n g ( saveChr ( r e s 0 )
17 . r s t r i p ( ) . c a p i t a l i z e ( ) , max ( max ( g e t I n d e x I n t L i s t ( s c r a b b l e s c o r e ,
18 i 2 ) , sum ( l i 2 ) ) , g e t I n d e x I n t L i s t ( l i 0 , g e t I n d e x I n t L i s t ( l i 2 ,
19 i 1 ) ) ) ) . s t r i p ( ) . l ower ( ) . r s t r i p ( ) ) ) ) :
20 i f abs ( max ( max ( sum ( l i 1 ) , ( i 1 * i 2 ) ) , min ( abs ( i 1 ) , g e t I n d e x I n t L i s t ( l i 0 ,
21 i 0 ) ) ) ) not in s c r a b b l e s c o r e [ ( r e s 0 * i n t ( 8 . 0 ) ) : ] :
22 l i 1 . i n s e r t (max ( i0 , r e s 0 ) , + i 0 )
23 r e s 0 += max ( l e n ( g e t C h a r F r o m S t r i n g ( s0 , i 0 ) . s t r i p ( s0 ) ) , max ( g e t I n d e x I n t L i s t (
24 s c r a b b l e s c o r e , i 1 ) , min ( l e n ( s c r a b b l e s c o r e ) , l e n ( s1 ) ) ) )
25 re turn r e s 0

Fig. 8: A code example given by a grammar-guided GP approach for the SCRABBLE SCORE problem that passes all test cases.
Example taken from the code repository of [12]. We added several line breaks for better display.

variable and function names) achieved by GitHub Copilot and
the studied grammar-guided GP approach (denoted as G3P
in the table) for the studied benchmark problems from PSB1
and PSB2. As before, the results of the grammar-guided GP
approach are based on the solutions taken from the associated
code repository of a recent paper [12].

We see that the grammar-guided GP approach generated
many more unique solutions compared to GitHub Copilot

for all benchmark problems. For example for the GRADE,
FIZZ BUZZ, and FUEL COST problems, every GP-generated
solution is unique on the AST-level, while GitHub Copilot
generated only 15, 13, and again 15 unique solutions on the
AST-level, respectively.

In summary, we see that GitHub Copilot generates smaller
and less complex solutions while the grammar-guided GP
approach produces more diverse and unique solutions.
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TABLE III: Success rates as well as the number of unique solutions based on the source code and on the AST for GitHub
Copilot and the studied grammar-guided GP approach (denoted as G3P) for all considered benchmark problems from PSB1
and PSB2. The results of the grammar-guided GP approach are taken from a recent paper [12] and its associated repository.

Benchmark Problem
GitHub Copilot G3P (with standard lexicase selection) [12]

Successes Unique (Source) Unique (AST) Successes Unique (Source) Unique (AST)

COUNT ODDS 98 36 16 65 95 95

GRADE 84 24 15 36 100 100

SCRABBLE SCORE 35 83 46 6 91 90

SMALL OR LARGE 51 26 16 41 98 98

FIND PAIR 41 73 47 0 99 97

FIZZ BUZZ 89 31 13 62 100 100

FUEL COST 97 58 15 33 100 100

GCD 80 89 53 0 87 87

V. DISCUSSION AND FUTURE DIRECTIONS

During our work with GitHub Copilot and GP, we had many
insights that could be relevant for future program synthesis
research. Some of the examples we will discuss below are
already mentioned in the previous conference paper [4], but
are also mentioned in this paper to give a comprehensive view.
However, many discussed examples have been added for this
extended version.

One of the most obvious differences between GitHub Copi-
lot and GP is the definition of the user’s intent. GitHub
Copilot is based on a textual problem description for the
generation of programs, while GP, on the other hand, needs
input/output examples as problem description. In practical
software development, however, a textual description of the
problem is usually more useful, since, e.g., for program
synthesis with GP, a large number of input/output examples is
necessary (up to 200 cases are used for training in the literature
[5]). The manual generation of these input/output examples
can be very time-consuming depending on the problem’s
complexity. However, if large data sets are available, e.g., from
scientific experiments from nature, then GP is well suited to
generate explainable solutions. But if we look at the code
example in Fig. 8, then the efforts that exist in the area of
symbolic regression to achieve interpretability [54], [55] must
be extended to program synthesis as well. Future approaches
could use, e.g., post-simplification as it is already implemented
in PushGP [56] or domain knowledge incorporating human
written source code during the search process (e.g., in the
fitness function or during selection) [7]. However, the latter
is challenging, as the results of Schweim et al. [34] show.
Although it is possible to generate smaller and less com-
plex source code by incorporating software metrics during
search, this often comes at the price of the correctness of the
solutions found. Thus, if GP should be applied in practical
software development, future approaches should improve the
interpretability of the generated source code and reduce the
number of the input/output examples that are required for

training (e.g., as in [37]). Furthermore, tools and frameworks
are needed that can be used not only by researchers but are
also accessible for practitioners (like for GitHub Copilot).

A huge drawback of large language models is that we do
not always exactly know which data was used to train them.
Thus, it is possible that solutions for the benchmark problems
used for evaluation have already been seen by the model
during training. One way to circumvent this issue is to use
novel benchmark problems that were published online after the
training of the analyzed large language model. For example,
Tian et al. [23] studied a large language model’s program
synthesis performance on two benchmark sets collected from
LeetCode10: One contained problems published on LeetCode
before the large language model was trained (2016-2020) and
the other contained problems uploaded to the platform after
the large language model was trained (2022). The results show
a notably lower correctness on the new, probably previously
unseen, problems. Therefore, selection of new benchmark
problems is a possible approach, but with each new generation
of large language models, new benchmark problems must
be collected. In addition, there are always fewer benchmark
problems available from the time after the training of a
new generation of large language models than from the time
before. Another approach could be the automatic generation
of new benchmark problems. However, this may come at the
price of comparability with human-written code, as randomly
generated source code may have different properties. Thus,
there is still a need for research on novel approaches to
evaluate large language models for general purposes as well
as for program synthesis.

Even though it is a challenge for evaluation that large
language models are trained on large amounts of publicly
available resources, it is important for their performance that
they have been trained on a sufficient amount of high-quality
data. However, for many domains, only a limited amount of
training data is available. For example, the results of Robinson

10https://leetcode.com/.

https://leetcode.com/
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et al. [57] in the field of machine translation show that the stud-
ied GPT model performs significantly worse for low-resource
languages. When it comes to the use of large language models
in software development, the question arises how well new
programming languages or even domain-specific languages
can be supported? GP-based approaches, however, can be eas-
ily adapted to new requirements. Domain specific languages,
e.g., used for synthesis of quantum computer programs [58],
could be supported via a grammar or a function/terminal set.

1 # Given a v e c t o r o f f l o a t s , c a l c u l a t e
2 # t h e average o f t h o s e f l o a t s , round t h e
3 # r e s u l t t o 7 d e c i m a l p l a c e s , m u l t i p l y
4 # t h e r e s u l t w i t h 5 and r e t u r n True i f
5 # t h e r e s u l t i s g r e a t e r than 10 , o t h e r w i s e
6 # r e t u r n F a l s e .
7 def myfunc ( l i s t 1 : l i s t ) :
8 avg = sum ( l i s t 1 ) / l e n ( l i s t 1 )
9 r e s u l t = round ( avg , 7 ) * 5

10 i f r e s u l t > 1 0 :
11 re turn True
12 e l s e :
13 re turn F a l s e

Fig. 9: A code example given by GitHub Copilot for the
VECTOR AVERAGE problem with a changed and extended
textual problem description.

Nevertheless, during our work with GitHub Copilot, we had
the experience that it works well as a programming support
system for Python and that it can also generate programs for
non-standard problems, as long as the given problem descrip-
tion explicitly defines the required steps. For demonstration,
Fig. 9 shows GitHub Copilot’s code suggestion for an extended
version of the VECTOR AVERAGE problem. Although we
cannot be sure that the large language model behind GitHub
Copilot has not already seen this or similar programs, it is at
least no longer one of the classic benchmark problems whose
solutions can often be found on GitHub and other platforms.
We changed not only the rounding precision but also notably
expanded the problem description and changed the return type.
Despite all the changes in the description, we get a correct
code suggestion from GitHub Copilot. However, there are
cases where GitHub Copilot could not find a solution, even
without changing the textual problem description. An example
of this is the DIGITS problem, which could only be solved by
PushGP but not by GitHub Copilot (see Table I).

Large language models and GP could complement each
other very well in the area of program synthesis. As for
some of the solutions generated by GitHub Copilot during our
experiments, we noticed that the source code contains mean-
ingful comments. Figure 10 shows an example for comments
generated by GitHub Copilot for the CHECKSUM problem.
Large language models could be used to explain GP-generated
code or to insert meaningful comments and variable names.
Recent work already shows that large language models can be
utilized to explain source code [59].

As previously mentioned, we have noticed that the success
rates achieved by GitHub Copilot on the problems from
PSB2 (see Table II) are lower than those for PSB1 (Table I).

1 # Given a s t r i n g , c o n v e r t each c h a r a c t e r
2 # i n t h e s t r i n g i n t o i t s i n t e g e r ASCII
3 # va lue , sum them , t a k e t h e sum modulo
4 # 64 , add t h e i n t e g e r v a l u e o f t h e space
5 # c h a r a c t e r , and t h e n c o n v e r t t h a t
6 # i n t e g e r back i n t o i t s c o r r e s p o n d i n g
7 # c h a r a c t e r ( t h e checksum c h a r a c t e r ) .
8 def myfunc ( s t r 1 : s t r ) :
9 # Conver t each c h a r a c t e r i n t h e s t r i n g

10 # i n t o i t s i n t e g e r ASCII v a l u e
11 # sum them
12 sum = 0
13 f o r i in s t r 1 :
14 sum += ord ( i )
15 # t a k e t h e sum modulo 64
16 sum %= 64
17 # add t h e i n t e g e r v a l u e o f t h e space
18 # c h a r a c t e r
19 sum += ord ( ’ ’ )
20 # c o n v e r t t h a t i n t e g e r back i n t o i t s
21 # c o r r e s p o n d i n g c h a r a c t e r
22 # ( t h e checksum c h a r a c t e r ) .
23 re turn chr ( sum )

Fig. 10: A code example given by GitHub Copilot for the
CHECKSUM problem with meaningful comments. We added
several line breaks for better display.

We believe that this is often related to imprecise textual
problem descriptions. In order to test whether a more detailed

1 # Given a s t r i n g where "T" means True ,
2 # "F" means False , " | " i s t h e OR o p e r a t o r ,
3 # and "&" i s t h e AND o p e r a t o r . Re t u r n
4 # t h e e v a l u a t i o n o f t h e g i v e n s t r i n g
5 # ( s t r 1 ) as Boolean v a l u e . The g i v e n
6 # s t r i n g c o n t a i n s no s p a c e s .
7 def myfunc ( s t r 1 : s t r ) :
8 re turn e v a l (
9 s t r 1 . r e p l a c e ( " T " , " True " )

10 . r e p l a c e ( " F " , " F a l s e " )
11 . r e p l a c e ( " | " , " o r " )
12 . r e p l a c e ("&" , " and " )
13 )

Fig. 11: A code example given by GitHub Copilot for the
SOLVE BOOLEAN problem. We added several line breaks for
better display.

problem description is helpful for finding a correct solution,
we expanded the description of the SOLVE BOOLEAN problem
(e.g., added a description for the symbols used in the input
string) where GitHub Copilot is not able to find a correct
solution with the original description (see Table II). Figure 11
shows a correct code suggestion given by GitHub Copilot as
well as the extended problem description (lines 1–6). Thus,
the description of the problem seems to have a large influence
on the solution quality. Therefore, it is not surprising that there
is recent work on prompt engineering [60], [61] that attempts
to further improve the quality of the output of large language
models by systematically changing the input prompts.

Before using code suggestions generated by GitHub Copilot
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or other large language models in the source code of produc-
tive software, further properties of the code should be checked
in addition to correctness. During our experiments, we noticed
that the evaluation of GitHub Copilot’s code suggestions for
the GCD problem on the test data takes significantly more
time than for many other benchmark problems. Therefore,
we measured the run-time more precisely. Figure 12 shows
a histogram of the run-time in seconds for GitHub Copilot’s
code suggestions for the GCD problem passing all the test
cases. We see that most of the generated programs take more
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Fig. 12: A histogram of the run-time in seconds for all
suggestions given by GitHub Copilot for the GCD problem
solving all test cases correctly.

than 10 seconds to process all the test inputs. Some programs
even take more then 30 seconds and only one solution takes
less than 5 seconds. Thus, almost all suggested programs have
poor run-time and should not be used in practice. However,
it can get even worse, as code generated by large language
models may have security issues [1], [62]. An example of this
can be seen in Fig. 11. The eval() function is used in the
suggested source code without checking the given input, which
means that malicious code could be executed. This could be
easily prevented in GP-based program synthesis by simply
not including the eval() function in the used grammar.
However, large language models rely on the data they are
trained on and human-generated code is often error prone and
not well optimized. Therefore, in future research, methods like
genetic improvement (GI) [45] could be used for improving,
e.g., the run-time or other non-functional properties of code
generated by large language models.

Lastly, the training of large language models is compu-
tationally very intensive and consumes a lot of energy [63]
while GP-based approaches can already be executed on more
easily available hardware. However, the inference time of an
already trained large language model is usually much faster
than its training time. With GP, however, the evolution has to
be repeated whenever a new program is required, which can
take several hours or even days for a single program with
current frameworks [6]. For symbolic regression, there are
frameworks that can be accelerated with modern GPUs [64].

To improve the training times, frameworks like this are also
necessary for GP-based program synthesis. Another interesting
research direction for the acceleration of GP could be the
incorporation of pre-trained models in the search process as
studied by Reiter et al. [65].

VI. LIMITATIONS

We used GitHub Copilot via the Visual Studio Code ex-
tension to measure the experience of a software developer.
However, GitHub Copilot and the large language model behind
it works like a black box for researchers and the performance
may change in the future due to further adjustments by
the developers. Nevertheless, an analysis of its quality is
important, as it can be assumed that GitHub Copilot and
similar tools will influence many software developers.

Additionally, an internal threat to validity comes from not
knowing whether the large language model underlying GitHub
Copilot has not already been trained on problems from the
PSB1 and PSB2 datasets. This threat concerns all work that
compare with large language models [23]. However, these are
the benchmarks against which program synthesis approaches
have been compared thus far and are regarded as standard.
Given we do not know what large language models have been
trained on, selection of a new benchmark set would be a
challenging task that goes beyond the scope of this paper.

VII. CONCLUSION

In this work, we carried out an in-depth comparison of
GitHub Copilot and GP extending our previous conference
paper [4]. Through our work with GitHub Copilot and by
comparing the programs generated by Copilot and GP in
terms of performance and structure, we were able to identify
different strengths and weaknesses of each method as well as
potential future research directions for the GP community in
the area of program synthesis.

In our analysis of the performance on common program
synthesis benchmark problems, we find that GitHub Copilot
and GP can solve about the same number of benchmark
problems. Specifically, on PSB1, GitHub Copilot is able
to solve 89.7% of the benchmark problems, while PushGP
solves 86.2% of the problems. With 58.6%, grammar-guided
GP solves a notably lower number of benchmark problems
from PSB1. On PSB2, GitHub Copilot solves 80% of the
benchmark problems and PushGP solves 68% of the prob-
lems. However, when studying the success rates, we see that
GitHub Copilot significantly outperforms the GP approaches
on over 50% of the problems from PSB1 and PSB2. Although,
when comparing the results, we must keep in mind that the
large language model underlying GitHub Copilot may have
already seen many of the benchmark problems tested during
training. In addition, training large language models is very
computationally intensive, whereas GP can be run on more
easily available hardware.

Further, we find in our analysis of the structure and the
diversity of the generated code, that for over 85% of the
benchmark problems, the tested grammar-guided GP generates
programs that are significantly larger with up to more than
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three times more SLOC compared to the programs generated
with GitHub Copilot. Additionally, we find that the grammar-
guided GP approach generates more unique programs than
GitHub Copilot (on average 95.9% vs. 27.6% unique solutions
on the AST level, respectively) which indicates that GP is able
to find novel solution strategies while GitHub Copilot suggests
solutions that are shorter and less complex.

Overall, from a programmer’s perspective, GitHub Copilot
is currently better suited for daily work in software develop-
ment. This is mainly because GitHub Copilot offers tools that
can be integrated directly into the code editors used by the
programmers, the generated code is usually easy to read and
less bloated, and the given suggestions are often correct for
common tasks. However, which method should ultimately be
used – GitHub Copilot or GP – depends on the considered
problem. For example, to generate a program that connects
the observed data points of a scientific experiment, GP is
certainly more suitable because the data points can simply be
passed as input/output examples. GP can also be used when
generating programs in domain-specific languages, as the used
representation can be easily adapted via grammars or the
function set. Furthermore, GP can find novel and innovative
solutions through its evolutionary nature.

Nevertheless, for the GP community, several future research
directions can be derived from our comparison of GitHub
Copilot and GP. Therefore, we recommend researchers to
focus more on increasing the readability and interpretability of
the generated programs while preserving GP’s unique ability to
find diverse, novel, and innovative solutions. Furthermore, the
community should focus more on providing fast and accessible
tools and frameworks to make it easier for researchers as
well as software developers to use GP-based approaches. In
addition, large language models and GP could be combined.
For example, large language models could be used to doc-
ument solutions generated by GP, or GP could be used to
automatically increase the performance of programs generated
by large language models.
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