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Abstract

This paper examines the effectiveness of a factorial intervention aimed at im-
proving emotional skills done at the Johannes Gutenberg University Mainz in the
winter-semester 2023/2024. The four intervention components, mindfulness, emo-
tional regulation, self-acceptance, and resource activation, were evaluated with respect
to their impact on emotional skills and other well-being outcomes. Due to a high
dropout rate, no definitive conclusions can be drawn about the optimal composition
of training components. However, resource activation shows a significantly positive
effect on stress and a depression-related score. The findings also indicate that the
Big Five personality traits play a crucial role in determining outcome variables. In
addition, several approaches to estimating treatment effects were compared. The
results suggest that a regression approach that directly accounts for all intervention

factors and baseline scores should be preferred over simpler effect size measures.
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1 Introduction

The motivation. The fact that not only cognitive skills, such as IQ, matter for the well-being,
health, and income of an individual has been extensively discussed by economic research in
the past years and decades (Heckman and Kautz 2012). Non-cognitive skills, often referred to
as ”soft skills”, have become central to explaining a wide range of life outcomes. It has been
shown that non-cognitive skills play a role for individuals’ subjective well-being, health, wages,
and more (Heckman 2006, Heckman and Kautz 2012). Additionally, an increasing return to
noncognitive skills on wages has been shown, underscoring their continued, and perhaps even
increased, importance (Deming 2017, Edin et al. 2022). Interventions for non-cognitive skills are
widely popular and their effectiveness has been shown in various contexts (van Agteren et al.
2021). Elements of positive psychology, mindfulness, emotional regulation, and many more have
been shown to effectively improve well-being (Recabarren et al. 2019, Heintzelman et al. 2020,
Seppald et al. 2020). However, while several studies have shown the effectiveness of individual
interventions, there is a lack of direct comparisons between different types of interventions and

their effectiveness, making it difficult to determine optimal structures for interventions.

The question. Given the lack of evidence on optimal intervention components, the main
research question is which intervention contents targeting emotional skills, and which com-
bination of them, show the highest effectiveness in improving emotional skills and other
well-being outcomes. In addition, I examine the importance of the Big Five personality traits in
determining intervention outcomes. Lastly, I want to determine how different types of effect

size measurements affect the results.

The method. In this study, I am analyzing the effects of a course called TESC (Training of
Emotional and Social Competencies), an intervention conducted at the Johannes Gutenberg
University in Mainz with students in the winter semester 2023/2024. TESC was designed
as a factorial intervention for emotional skills, following the approach suggested by Collins
et al. 2014, to enable the analysis of the individual intervention components'. I evaluate the
effectiveness of the four emotional skill interventions done in the course: mindfulness, emotional
regulation, self-acceptance, and resource activation. To evaluate their effectiveness, I employ a
combination of methods. First, I apply standard effect sizes like simple regressions and Hedges’
G. Second, I use ANOVA, which is a common approach for analyzing factorial experiments.
Finally, I implement a regression-based approach. The use of the different methods serves the
purpose of enabling a comparison of the results and allowing to draw conclusions as to which
measurement is most suitable in this context. In the regression analysis, I additionally control

for the Big Five personality traits that were included in the questionnaire.

The findings. The findings can be divided into two categories. The first category is

methodological findings, resulting from the comparison of the different methods. First, it

!The course was organized by Sarah Tran-Huu and Klaus Wilde at Johannes Gutenberg University Mainz.



is shown that the standard effect size measures Hedges’ G and a standardized regression
yield similar results, but have a number of limitations. Therefore, if one chooses to report
these measures, it could be useful to supplement them in combination with other measures,
such as the probability of superiority. Second, it is shown that, for factorial interventions,
including all treatments simultaneously yields different results than the previous measurements.
This is shown using factorial ANOVA. Third, the biggest difference in results occurs when
switching from the previous measures to a regression approach, where the initial level of the
outcome variables is directly accounted for in the regression. This shows that a side-by-side
comparison of before and after effect sizes or ANOVA does not yield the same results as a
regression that controls for the initial outcome levels directly. It is therefore sensible to conclude
that a regression is the better option to evaluate treatment effects. The second category is
content-specific takeaways. Unfortunately, TESC experienced a substantial drop-out rate, which
limits the ability to draw conclusions about the effectiveness of individual components. However,
two effects remained significant throughout all measures: the effect of the resource activation
treatment on a depression-related score and on stress. Possible explanations for the lack of
significant results for the other treatment components are discussed in Section 7.3. The analysis
also shows that the Big Five personality traits, especially conscientiousness and neuroticism,
play a significant role in determining outcome variables, even when controlling for initial skills,

which suggests that personality affects the success of an intervention.

The contents. In section 2, I present the TESC study in detail, including the contents of
the study, the collected data, the factorial design, and the participant allocation process. In
section 3, I present some descriptive statistics concerning the demographics of the participants,
the drop-outs over the duration of the course, as well as the average change in skills over the
duration of the course. In section 4, I discuss the first results, namely the treatment effects as
measured with effect sizes through a simple regression, a standardized regression, Hedges’ G,
and the probability of superiority, and discuss the similarities and differences in the results. In
section 5, I analyze the effects of the course using ANOVA and compare to the previous results.
In section 6, I analyze the effects of the course in a regression set-up and therefore extend the
previous measures. | include covariates, such as the Big Five, apply group-clustered errors, and
correct for drop-out self-selection with inverse probability weighting. Section 7 discusses the
most important takeaways from this study, divided into methodological and content-related

takeaways and mentions limitations. Section 8 concludes.

2 Study design and allocation of participants

In this section, the details of the study will be discussed. In section 2.1 the contents of the
course and the questionnaire, as well as the factorial study design and the timing of the course
will be presented. In section 2.2 the allocation of participants with stratified randomization is

explained.



2.1 Study design

TESC was set up as a voluntary university course at Johannes Gutenberg University in Mainz.
Students from all faculties and all stages of study were notified of the course via a university-wide
e-mail and were then able to apply. The course was held during the winter semester 2023/2024
through weekly 90-minute sessions and three full-day block seminars on weekends. The total
duration of the course was 14 weeks. In the following subsections, the content and structure
of the course, as well as the allocation process and the measured outcome variables, will be

discussed.

2.1.1 Contents, psychological model and questionnaire

The course consisted of four main intervention components: mindfulness (MI), emotional
regulation (ER), self-acceptance (SA), and resource activation (RA)2. In short, mindfulness
means paying attention to the present moment without judging it (Kabat-Zinn 2015). Emo-
tional regulation describes any attempt to influence the emotions one has, including how
one experiences or expresses them (Gross 2015). Self-acceptance means acknowledging and
accepting oneself as one is, including good and bad qualities (Ryff 1989). Lastly, resource
activation describes the focus on goals, strengths, social relationships, values, and other resources
(Gassmann and Grawe 2006, Tran-Huu 2023, Tran-Huu 2025).

Figure 1 describes the main assumed relationships between the intervention component and
the outcome variables. The first column shows the four intervention components: MI, ER,
SA, and RA. In the second column are the primary outcomes, i.e., the skills and competencies
targeted by the intervention components. The arrows connect the intervention components
directly with the targeted outcome measures, respectively. As visible in the figure, the outcomes
related to mindfulness (such as mindfulness and self-compassion) are targeted by the mindful-
ness component. The outcome variable emotional regulation is targeted by the intervention
component emotional regulation, and so forth. Naturally, the intervention components can also
affect the other primary outcomes. The arrows merely connect the intervention components

with their directly related outcomes.

Depicted in the third column are the secondary outcomes that are not assumed to be directly
related to one specific component. They include mental health outcomes, such as depression, a
general outcome variable for subjective well-being, and stress. Subjective well-being outcome
variables are commonly used in meta-analyses to assess the effect of psychological interventions
(van Agteren et al. 2021).

Figure 1 simultaneously serves as an overview of the measured outcome variables. The

participating students were asked to fill out questionnaires at the beginning, in the middle, and at

2For further elaboration on the contents, see Tran-Huu 2023 and Tran-Huu 2025.
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Figure 1: Intervention components and outcome variables




the end of the course. The outcome variables visible in Figure 1 were all part of the questionnaires.

Besides the outcome variables shown in Figure 1, an additional questionnaire included
questions on demographic variables, the financial situation of the students, and most importantly,

measures for the Big Five personality traits as known from Costa Jr and McCrae 19923,

2.1.2 Timing and factorial design

The timeline of the study is depicted in figure 2. Students applied to the course via an application
questionnaire and were allocated via stratified randomization in two waves, as will be explained
in section 2.2. The questionnaires, entailing the questions on the outcome variables, were sent
out in November 2023, January 2024, and February 2024, i.e., at the beginning, in the middle,

4

and at the end of the course*. The additional questionnaire entailing the questions on the

Big Five personality traits and additional demographic information was sent out in January 2024°.

Aug 2023  Sep 2023 Nov 2023 Jan 2024 Feb 2024
Firstround  Second questionnaire #1 questionnaire #2  questionnaire #3
of round of 1 |
application application |
( J Additional questionnaire #4 with
' more questions on demographic
Stratified randomization of information and big 5
applicants into groups in
two waves

Figure 2: Timeline

Let me now focus on the factorial design and how the contents were implemented in this
factorial set-up. Collins et al. 2014 suggested factorial designs as a way to measure the efficiency
of individual intervention components for several reasons. First, the number of participants
needed is comparatively low, which is practical for the implementation of the study. The reason
for the reduced number of participants is that study participants serve as treatment and control
groups simultaneously, depending on which treatment factor is being looked at. Secondly, it is
possible to compare several intervention components to one another in a factorial set-up, which
was one of the main goals of this project. This allows to study which types of intervention
components are most effective in improving outcomes. Furthermore, there is no waiting group

effect for the control group, as they are engaged in other activities. The factorial set-up of

3The Big Five are measured with the scales and questions from Schupp and Gerlitz 2014.

4Note that the first questionnaire was sent out in November, approximately 3-4 weeks after the course started.

5The timing of this questionnaire was not critical as the information asked in this questionnaire was assumed
to be constant over the course of the semester.



TESC is described in figure 3.

Training of emotional and social skills

Content blocks:

Groups:

1 4 emotional skills components
2 3 emotional skills components
3

4

5

6 2 emotional skills components
7

8

9

10

11

12 1 emotional skills component
13

14

15

16 ST | GR | KO | KL | 0 emotional skills components

Figure 3: Factorial set-up

TESC included four factors (the four emotional skill intervention components described
previously): mindfulness, emotional regulation, self-acceptance, and resource activation. The
rows in figure 3 depict the 16 distinct groups that were taught. In each row/group, it is depicted
what contents were covered for the duration of the course. Since there were four intervention
components (MI, ER, SA, and RA) that each could have the status intervention or control,
this gives 2 x 2 x 2 x 2 = 16 different combinations of the components. This translates into 16
different groups that did the TESC course. The rows therefore describe the contents that the
respective group covered, i.e., for each factor, whether the group did intervention or control. The
four intervention components/factors are depicted in one column each. The first column shows
whether a group did mindfulness intervention or control, the second column shows whether
a group did emotional regulation intervention or control, the third column shows whether a
group did self-acceptance intervention or control, and the fourth column shows whether a group
did resource activation intervention or control. A blue cell means the intervention component
was implemented, and a white cell means a control component was implemented. The control
components, the white cells in the graphic, were social skill contents, namely coping with stress

(ST), conflict management (KL), communication (KO), and group dynamics (GR)®.

In general, the factorial set-up allows for comparing all those who did a specific intervention

(the blue cells within a column) against those who did not do that specific intervention (the

6See Tran-Huu 2023 for more information on the control components.
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white cells within a column). This is how the participants constitute their own control groups.

It is also important to note that the control components are not always the same in each
column. For example, when comparing those who did the mindfulness intervention to those who
did not, two control groups did conflict management, two did communication, two did coping
with stress, and two did group dynamics. The same is true when comparing any of the other

three intervention components’.

The columns also depict a timeline in the sense that the content blocks within each group
were conducted from column 1 to column 4. At the beginning of the semester, either mindfulness
or a control component was done, then either emotional regulation or a control component was
done, then either self-acceptance or a control component was done, and lastly either resource

activation or a control component was done.

2.2 Allocating participants with stratified randomization

The concept of stratified randomization is gaining more and more popularity in economic
research. Duflo, Glennerster, and Kremer 2007, Bai 2022, Bruhn and McKenzie 2009, and
Firpo, Foguel, and Jales 2020, for example, discuss the benefits and prevalence of stratified
randomization in economic research. The idea is that researchers define strata (stratification
characteristics) that could potentially influence the outcome variables. Then, researchers
randomly assign participants to treatment and control groups within the strata. The goal is for
the stratification characteristics to be balanced across treatment and control groups. Given
that strata are defined based on which variables could potentially affect outcome measures, this

achieves a pre-treatment balance in characteristics that is desirable for post-treatment analysis.

For the TESC course, students applied with a questionnaire that included all stratification
characteristics, so that they could be taken into account for group allocation. As visible in
figure 2, due to university structures, there were two rounds of applications and therefore two
rounds of stratified randomization to sort the students into groups. Besides the stratification
characteristics, students could also indicate time availability during the semester, which had to
be taken into account for the allocation into groups, since there were 16 different groups with

different schedules and the course had to fit into the semester schedule of the individual student?®.

"This was done in order to avoid creating a situation where mindfulness intervention could only be compared
against a specific control content.

81n particular, the students were allocated into groups within their 4 most preferred time-slots, in order to
avoid allocation of a student who would have to cancel later on due to overlap with other classes.



The stratification characteristics were: gender, a broad categorization into faculties®, whether
students had any mental health struggles!® and whether the students had previous therapy
experience!!. The characteristics mentioned above could potentially influence outcome variables,
which is why they were chosen as stratification characteristics. After each round of application
as shown in figure 2, students were then randomly selected into groups, taking into account the
stratification characteristics and the preferences over time availability. The 16 groups were filled
up in a total of three rounds, once after each application deadline and a third, small round to

fill up places of students who de-registered shortly before the beginning of the semester.

To check whether balancing the stratification characteristics was a success, I ran a linear
regression from the treatment dummies on the stratification characteristics!?. The regression
results are depicted in Table 1 and are, as expected, not significant. The lack of significance
proves that the stratified randomization sufficiently balanced the characteristics of participants

over the respective treatment and control groups.

Treatment Gender Faculty 2 Faculty 3 MINT faculties MHI Therapy
Mindfulness 0.0691 0.0243 -0.0075 -0.0695 -0.0427  0.0845
Emotional regulation  -0.0259 -0.0445 0.0720 0.0574 0.0120 0.0391
Self-acceptance 0.0120 0.0103 -0.0086 0.0816 -0.0142  0.0114
Resource activation -0.0395 -0.0067 0.0782 0.0796 0.0541 0.0355

Table 1: Balancing check after stratification. Linear regression of the treatment dummies on the
stratification characteristics, including dummies for the faculties, a mental health dummy, and a therapy
experience dummy. Significances are indicated as follows: * =p < 0.1, ** =p < 0.05, *** = p < 0.01

3 Descriptive statistics

In this section, descriptive statistics will be presented. In section 3.1, some demographic
characteristics of all registered participants are shown. In section 3.2, the overall attendance
and drop-out over the course are presented. Section 3.3 gives a first look at the average change

in outcomes over the duration of the course.

9Faculties were divided into the two faculties with the most participants (faculties 2 and 3), MINT faculties,
and other faculties. Using faculty as a stratification characteristic also made sense so that the probability of
participants within one group knowing each other from their studies is reduced.

Oguch as issues with anxiety, depressive disorder, etc.

HThe reason for including this is that students with previous therapy experience might respond differently, as
it is possible similar exercises were done in therapy.

2In detail, the regression looked as follows: D; = poGender; + B1Faculty2; + BsFaculty.3; +
BaFaculty MINT; + BsMHI; + B¢Therapy;. It included the gender dummy, three faculty dummies for four
faculty subdivisions, a mental health indicator dummy, and a previous therapy experience dummy. I ran four
regressions (one for each treatment component), where the explanatory variable was an intervention/control
dummy.



3.1 Demographic characteristics

To better understand the sample of participants, the following figures describe some demographic
characteristics. The figures describe all the participants who registered to take the course!.

Age Distribution

30

Frequency
20

10

1

T T T T T T T
16 18 20 22 24 26 28 30 32 34 36 38 40 42 44 46 45 50 52 54 56 58 60 62 64
age

Figure 4: Age distribution of participants

Figure 4 shows the age distribution of participants. Since the intervention was conducted on
a student population, the majority of individuals are between 19 and 27 years old. As expected,

there are also some participants in their late 20s and early 30s, as well as some outliers up to

age 64.

Gender

150

100

Frequency

50

female male non-binary

Figure 5: Gender distribution of participants

Figure 5 describes the gender distribution of the participants. As is common for voluntary

courses such as TESC, there are more female registered students than male registered students,

and only a few non-binary participants.

13i.e., the final allocation at the beginning of the semester
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Faculty Distribution

60

Frequency
40

20

Figure 6: Faculty distribution of participants

Lastly, Figure 6 describes from which faculties the students are'*. Most students come from
faculty 2, 3, and 5, which can all be summarized under social sciences. This also includes
students studying to become teachers (faculty 2). In comparison, fewer people came from MINT
faculties (faculties 8,9, and 10)'®. The rest of the students come from faculties with a generally

low number of students.

3.2 Attendance and drop-outs over time

Next, I want to look at the attendance of the participants and the overall drop-out rate. Figure
7 shows the attendance over time in percent. Since there were 16 courses and each course
had 17 course dates in total, there are 16 lines in the graph, each line representing a course.
The thick black line shows the overall attendance. Overall attendance started with about 80%
of registered students and slowly declined. In the last appointment, almost 60% of students

attended on average. Since this was a voluntary course, this decrease in attendance is not unusual.

The drop-out in attendance is also visible in the questionnaires. The general questionnaire
with outcome measures described in section 2.1.1, was sent out three times during the course.
In November, after the course started, in January (in the middle of the course), and in February,
directly after the course ended. Additionally, there was one questionnaire that included measures
on several demographic characteristics and the Big Five personality traits that was sent out
once (which is important as these measures serve as covariates in the regression later on). Since
the only way to quantify the results is through the questionnaires, the drop-out rate of the
questionnaires is of more relevance than attendance for the analyses. Therefore, figure 8 shows
the drop-outs of the questionnaires. The figure, similar to the previous figure, shows a huge

dropout rate over the course of the semester. The drop-out rate is even larger than the drop-out

14The faculties are as follows. Faculty 1: catholic and protestant theology. Faculty 2: Social sciences, media
and sports (includes all students studying to become teachers). Faculty 3: law, economics, and business
administration. Faculty 4: Medicine. Faculty 5: Philosophy and philology. Faculty 6: translation sciences,
linguistics and cultural studies. Faculty 7: history and cultural studies. Faculty 8: Physics, mathematics, and
computer science. Faculty 9: Chemistry, pharmacy, geography, and geoscience. Faculty 10: Biology. Faculty 11:
Music academy.

5One has to take into account, however, that in general there are fewer students in the MINT faculties than
in other faculties.

11
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Figure 7: Attendance of participants
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in attendance, as only 24% - 28% of all registered students answered all questionnaires!®, while
the attendance in the courses was still at almost 60%. This could depict a ”questionnaire
fatigue”, as the questionnaires were quite long due to the number of outcome variables measured.
The overall interest in remaining in the course was therefore higher than the questionnaire

numbers suggest.

3.3 Average change in skills

Since the questionnaire involved various variables, I next want to look at the average changes in
the outcome variables throughout the intervention to see whether there was any change during
the duration of the intervention. For these descriptive statistics, they are not broken down by
treatment but rather show the general trend. This is due to the 4 treatment components (and
16 combinations in total), which would make interpreting graphs broken down by treatment
difficult to interpret. Further, the main focus here is to observe a general trend in all courses.
The primary outcomes, as described in section 2.1.1 can be subcategorized into skills targeted
by the mindfulness, emotional regulation, self-acceptance, and resource activation components.
Secondary outcome measures are not related to any one component in particular. The mean
changes are described in figures 9 - 12. Note that the variables were first standardized as
described in section 4.1.2, therefore, the scale on the vertical axis is to be interpreted accordingly.
The horizontal axis has only two points in time, where time = 0 stands for the measurement
in November and time = 1 stands for the measurement in February, after the course ended.
Figure 9 includes the average change in all mindfulness and emotional regulation measures,
figure 11 includes the average change in all self-acceptance measures, figure 10 includes the
average change in all resource activation measures and figure 12 includes the average change in
all secondary outcome variables. The means at time = 0 and time = 1 include 95% confidence

intervals.

The general trend that can be observed is that the mean changes in skills are predominantly
positive. Note that for outcomes stress and depressive disorder, lower values are better. However,
this should be interpreted with caution. The confidence intervals are often large compared
to the changes in the variables themselves (i.e., the confidence intervals often overlap), which
points to no significant change in means. In addition, the graphs show only the overall trend
across all groups without taking into account one specific control group to compare the change
to. The trend can be described as neutral to positive for almost all outcome variables except
purpose and depressive disorder, where it is neutral to negative. Although it is not possible to
make causal statements about the effect of the course, it allows us to see the general trends in
outcome variables for the duration of the course. Looking at the figures, there seems to be a
slight positive trend over time. Although it can not be measured or quantified in this study,
the positive trend is there despite the fact that students often report higher stress and higher

mental loads toward the end of the semester, which is where exams usually take place.

16depending on whether the additional questionnaire is included or not

13



Mean effects

Mindfulness Self_compassion

Keans
2 4

o

-2

af

Means

o

Time

Emotional_regulation

=

Figure 9: Mean effects of MI and ER targeted skills

Flourishing

Mean effects

Time

Purpoze

=)

Environmental_mastery

Time:

Posifive_relations

=)

Figure 10: Mean effects of RA targeted skills

14



Mean effects

Self_acceptance Autonomy
LA
4 o
j
@
=
1 =
4 o
0 1 0
Time Time:
Personal_growth Self_efficacy
- |
o
£
@
=
)
™
0 1 0
Time Tirmne

Figure 11: Mean effects of SA targeted skills

Mean effects

Stress Psychosocial_funct
o
go I
5
3
=
f
! [
b
el
T T T T T ' T T
0 2 4 8 3 1 0 4 5
Time Tirme

Depressive_disorder

=
o
~
@

Subjective_Wellbeing_Total

Figure 12: Mean effects of secondary outcome measures

15



4 Effect size measures compared

In this section, I compare effect size measures and their resulting measured treatment effects
against each other. Namely, I compare a simple and a standardized regression with Hedges’ G
and the probability of superiority. In section 4.1, the choice of measurements is explained, and

in section 4.2, the results are compared side by side.

4.1 Selection of measurements

Treatment effects can be measured in various ways. The standard economic approach to measure
treatment effects is a regression, which is the first measurement. Here, I implemented one
regression in the scales of the questionnaires (section 4.1.1) and one standardized regression
(section 4.1.2) to facilitate interpretation of the coefficients. In order to be able to compare
the results with other studies on emotional skill interventions, which are usually published in
psychological journals, I additionally chose Hedges’ G (section 4.1.3). Lastly, I chose another
effect size measure that does not focus on the mean difference, the probability of superiority,
presented in section 4.1.4. By not evaluating the mean difference, it circumvents the homogeneity

assumption, as explained in section 4.1.3 and 4.1.4.

4.1.1 Measure 1: The simple regression

For the simple regression in levels, the analysis consists of a standard, robust dummy regression,
where the dummy variable indicates whether a participant has received treatment. Since I want
to compare the results to other effect size measures that can only handle one treatment at a

time and look at outcomes at one point in time, this is also how the simple regression is set up:
Y} = Bo+ B1D! + (1)

where Y} stands for the score of an outcome variable of person i at time ¢ (where ¢ can be
nov and feb, indicating measures of the outcome variable in the first and last questionnaire,
respectively). D} can be the MI, ER, SA, or RA treatment dummy. Therefore, there are
eight regressions for each outcome variable, one for each treatment, and for two points in time,

November and February.

4.1.2 Measure 2: The standardized regression

Standardizing the outcome variables makes sense because different outcome variables come from
different questionnaires with different scales, which makes the comparison of treatment coefficients
complicated. Standardizing makes side-by-side comparison easier. The standardization works

as follows:

Y Yt - Mnov
yt — 2i T Hnov (2)

(2
O-TLOU
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Y/ is the outcome variable at time ¢, where ¢ can be nov as well as feb. Also, fi,0, is the
mean over participants of the outcome variable in November, and o, is the standard deviation
of the outcome variable in November. Therefore, the variables are all standardized with the
mean and standard deviation of the same variable from the first questionnaire (the beginning of
the intervention). The reason for using the November values to standardize variables of both
points in time is not to "lose” average changes over all participants during the intervention. The
general setup remains the same as in the previous measure, but the size of the coefficient is now

measured in the unit of a standard deviation. The regression looks as follows:
Vi=By+pD! +e; . (3)
where the only difference to the previous regression is the standardized outcome variable.

4.1.3 Measure 3: Hedges’ G

Hedges’ G and Cohen’s D are effect size measures often used to measure the effectiveness of
psychological interventions, especially in meta-analysis comparisons (see e.g. van Agteren et al.
2021, Hodzic et al. 2018 and Heintzelman et al. 2020). The two measures essentially measure a
standardized mean difference between two groups (in this case, treatment and control groups).
Hedges’ G, formulated by Hedges 1981, in essence corrects Cohen’s D for small sample sizes, as
the latter tends to overestimate effects for small sample sizes. As the sample size grows, the
two effect sizes grow increasingly closer to each other. For that reason I decided to only report
Hedges’ G in this analysis. The standardized measure facilitates comparison of results across
studies, and since it also corrects for smaller sample sizes, it is favorable for the comparison of
studies with varying sample sizes. Interpretation is fairly easy and is commonly classified as
small (G ~ 0.2), moderate (G ~ 0.5), and large (G ~ 0.8) effects, as suggested by Cohen 1988

7. Hedges’ G is calculated as follows:

Yi-Y,
= —7c

S*

G (m) (4)

where

v \/ (m — 1)s} + (ng — 15} -

n1+n0—2

r (%)
_ 2
C(m) - \/EF (m—l) (6)
2 2
1"This division in effect sizes was originally made for behavioral /psychological studies, therefore, this classi-
fication seems appropriate for an emotional skill intervention. It should be noted that since Cohen 1988, the

classification into effects has been criticized at times and some suggest even lower thresholds for the effect sizes
(Gignac and Szodorai 2016).
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and
m:n0+n1—2.

Note that the first part of the Hedges’ G formula is the Cohen’s D formula, and the ¢(m)
expression is the correction for sample size, as explained in Hedges 1981. Analogously to the
previous two measures, I also calculated eight values for Hedges’ G for each outcome variable, as
the distinction in treatment (Y;) and control (Yp) depends on the definition of whether MI, ER,
SA or RA is viewed as the treatment and can only be measured at one point in time (November

and February), respectively.

Looking at the first part, s* is simply the pooled standard deviation. Therefore, similar
to the standardized regression, Hedges’ G is interpreted in units of the standard deviation. It
normalizes the difference between the intervention and the control groups and adjusts for small
numbers of participants!®. The disadvantage of effect size measures such as Cohen’s D and
Hedges’ G is that they can not incorporate alterations or covariates like regressions can. One of
the assumptions of Hedges’ G, for example, is homogeneity, which is a strong assumption that
often does not hold in practice. This homogeneity assumption holds for most effect sizes that
center on the difference of means (Erceg-Hurn and Mirosevich 2008, Grissom and Kim 2001).

For this reason, I also included another effect size, the probability of superiority.

4.1.4 Measure 4: Probability of superiority

The probability of superiority measure, as suggested by Grissom and Kim 2001, is also an
effect size measure. But contrary to others, it does not center on the difference of means, but
rather on a probability. It estimates the probability that, if I draw a random person from the
intervention group, this person is better off (in terms of the outcome variable) than a randomly
drawn person from the control group. It is calculated via pairwise comparison (see Erceg-Hurn
and Mirosevich 2008):
U
pPS=— (7)
mn
where U is the Mann-Whitney statistic and m and n are the sample sizes. The Mann-Whitney

statistic gives the number of times that the m subjects given treatment outrank the n subjects

8More specifically, Hedges” G first takes the difference between sample means and then normalizes the
difference (and then corrects for small sample size). In the standardized regression in section 4.1.2, the outcome
variables are first standardized, and then the group difference is assessed through the coefficient. So, in essence,
Hedges’ G takes the difference first and standardizes later, while the regression standardizes first and then takes
the difference.
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given control. The division by mn is the number of possible comparisons. The statistic looks as

follows:
U=> > Syy) (8)
i=1 j=1
where
Sy y;) == 1 if Y>>y (9)
S(yi,yj) ==0 otherwise. (10)

As the formulas show, it is calculated via a pairwise comparison of the individuals receiving
treatment and those receiving control'®. For example, a PS of 0.7 would indicate that 70%
of comparisons resulted in better scores for the treated individuals. In this case, values above
0.5 generally speak for a positive intervention effect. Here, I again calculate eight measures for
each outcome variable, depending on the definition of the treatment, and two times for each
point in time. The downside is that the probability of superiority generally only allows one to
make a statement on whether the intervention had an effect, not how big this effect is. But, due
to the setup and the lack of variance in the calculation, the probability of superiority makes
no assumptions about homogeneity?’. This may also be an argument that the two effect sizes,

Hedges’ G and the probability of superiority, are suitable to complement each other.

4.2 Effect size measure results

As explained in the previous section, the effect size measures can only look at one treatment at
a time, at one point in time. Therefore, for the following tables, there are always four results
per outcome variable for treatment versus control, namely the four treatments MI, ER, SA, and
RA. The effect sizes for the primary outcomes in February can be found in Table 2 and for the
secondary outcomes in February in Table 3. The respective tables for November can be found

in appendix A.1.

Let me focus on the primary outcome measures first. Looking at table 2, the first column
shows the outcome variable, and in the brackets, it shows which treatment is being looked at.
The second column is the result from the simple regression and the third column is from the
standardized regression. 10, 5, and 1% significance levels are labeled by one, two, or three stars,
respectively. Since the standardized regression is simply a rescaling of the simple regression,
there is no change in significances here, only in the coefficients themselves and the way to

interpret them. The fourth column shows Hedges’ G. Hedges’” G does not come with a p-value

9Note that the exact calculation varies as sometimes a draw (i.e., y; = y;) is 0, as in my case, and sometimes
it is 0.5.

20The calculation of the confidence interval of the probability of superiority, however, sometimes assumes
homogeneity due to the method of calculation. To circumvent this problem, I used a bootstrapping method to
calculate the confidence intervals.
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specifically, so if the 95% confidence interval was above zero (or below zero), the stars have
been added to Hedges’ G to facilitate interpretation. The last column gives the probability of
superiority. This is the only measure where the coefficient is interpreted differently, namely as

described in section 4.1.4.

Outcome variable (Treatment) Reg. Norm. Reg. Hedges G CI Low CI High Prob. Superiority

Mindfulness (MI) -0.138 -0.186 -0.175 -0.618 0.269 0.456
Mindfulness (ER) 0.014 0.019 0.018 -0.429 0.465 0.497
Mindfulness (SA) 0.187 0.251 0.237 -0.208 0.681 0.559
Mindfulness (RA) 0.161 0.215 0.203 -0.244 0.649 0.560
Self-compassion (MI) -0.041 -0.059 -0.059 -0.501 0.384 0.503
Self-compassion (ER) 0.370%* 0.540%* 0.555%* 0.097 1.008 0.670%*
Self-compassion (SA) 0.227 0.331 0.331 -0.115 0.776 0.582
Self-compassion (RA) 0.247 0.361 0.362 -0.088 0.810 0.612*
Emotional regulation (MI) -0.037 -0.061 -0.060 -0.503 0.383 0.478
Emotional regulation (ER) 0.173 0.285 0.286 -0.164 0.734 0.583
Emotional regulation (SA) 0.239* 0.395* 0.400 -0.049 0.846 0.618*
Emotional regulation (RA) 0.164 0.271 0.272 -0.176 0.718 0.545
Self-acceptance (MI) 0.720 0.205 0.196 -0.249 0.639 0.513
Self-acceptance (ER) 1.568* 0.447* 0.434 -0.020 0.884 0.570
Self-acceptance (SA) 2.193%** 0.626%** 0.622%** 0.166 1.073 0.611%*
Self-acceptance (RA) -0.239 -0.068 -0.065 -0.510 0.381 0.439
Autonomy (MI) 0.200 0.055 0.056 -0.386 0.499 0.480
Autonomy (ER) 0.773 0.214 0.219 -0.230 0.667 0.517
Autonomy (SA) 0.424 0.117 0.120 -0.323 0.563 0.491
Autonomy (RA) 0.499 0.138 0.141 -0.305 0.586 0.521
Personal growth (MI) 0.944* 0.336* 0.407 -0.042 0.853 0.567
Personal growth (ER) 0.750 0.267 0.321 -0.130 0.769 0.488
Personal growth (SA) -0.007 -0.003 -0.003 -0.446 0.439 0.420
Personal growth (RA) 0.504 0.180 0.214 -0.233 0.660 0.473
Self-efficacy (MI) -0.058 -0.011 -0.013 -0.455 0.430 0.440
Self-efficacy (ER) 1.136 0.224 0.252 -0.197 0.700 0.545
Self-efficacy (SA) 1.983** 0.391%* 0.448** -0.001 0.895 0.578
Self-efficacy (RA) 0.334 0.066 0.074 -0.372 0.519 0.488
Flourishing (MI) -0.060 -0.008 -0.009 -0.452 0.433 0.468
Flourishing (ER) 3.848%** 0.519%** 0.621%** 0.162 1.077 0.630%*
Flourishing (SA) 3.234%%* 0.436%* 0.515%* 0.063 0.963 0.636**
Flourishing (RA) 0.709 0.096 0.109 -0.337 0.555 0.488
Environmental mastery (MI) -0.463 -0.125 -0.123 -0.565 0.321 0.435
Environmental mastery (ER) 0.970 0.261 0.259 -0.190 0.707 0.537
Environmental mastery (SA) 2.336%** 0.629%** 0.653** 0.196 1.105 0.629%*
Environmental mastery (RA) -0.332 -0.090 -0.088 -0.533 0.358 0.437
Purpose (MI) -0.192 -0.069 -0.081 -0.524 0.362 0.398
Purpose (ER) -0.220 -0.079 -0.093 -0.540 0.354 0.446
Purpose (SA) 0.244 0.088 0.104 -0.340 0.546 0.480
Purpose (RA) -0.365 -0.132 -0.155 -0.601 0.291 0.378*
Positive relations (MI) -0.515 -0.135 -0.167 -0.610 0.277 0.397
Positive relations (ER) 0.970 0.254 0.318 -0.133 0.767 0.562
Positive relations (SA) 0.671 0.176 0.219 -0.226 0.662 0.520
Positive relations (RA) 0.142 0.037 0.046 -0.400 0.491 0.455

Table 2: Effect sizes of primary outcome variables for standard regression, standardized regression,
Hedges G, and Probability of Superiority.* = p < 0.1, ** = p < 0.05, *** = p < 0.01

The effect sizes in this table only compare the outcome variables in February for the
treatment vs. the control group. To improve the informative value of these measures, they have
to be compared to the same measures in November, depicted in Table A.10. For readability
reasons, this table is available in appendix A.1. Comparing the table for February to the table

for November allows to assess more accurately whether a significant difference between treatment
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and control group in February was brought on during the intervention or was pre-existing before
the course. Similarly, while Table 3 shows the February results for the secondary outcome
variables, Table A.11 in appendix A.1 shows the November results for the secondary outcome

variables.

A broad first look at tables 2 and 3 shows that the significances are often similar across the
different measures (i.e., different columns), with one notable exception being the group difference
of the self-acceptance treatment regarding the self-efficacy measure, where the probability of
superiority is not significant. It is also noteworthy that, on average, significances from the
regression and Hedges’ G are very close, while for the probability of superiority, there are more
instances with differing significances. This likely stems from the fact that the probability of
superiority is calculated differently, and it is useful to interpret the results together (where a

difference of significance could indicate ambiguity in the result).

Looking at changes that happened from November to February, let me first address significant
changes for the primary outcome measures®'. The group difference of self-acceptance treatment
(vs. control) for (the outcome variable) self-acceptance has increased in significance and also
in the size of the effect. The group difference of mindfulness treatment for personal growth is
new, but negligible due to the weak to nonexistent significance. Group differences of emotional
regulation treatment for personal growth that were previously only slightly significant for
the regression and Hedges’ G, vanished. A group difference of self-acceptance treatment for
self-efficacy (visible for the regressions and Hedges’ G) increased in size. The group difference of
self-acceptance treatment for Flourishing has increased in size but not in significance (except for
the probability of superiority) compared to November. The group difference of self-acceptance
treatment for environmental mastery increased from no to 10% significance in November to
5 to 1% significance in February and doubled in size??. Lastly, a negative group difference
of emotional regulation treatment for the outcome purpose was reversed and a minor group
difference of self-acceptance treatment for purpose vanished. All other significances that were

not mentioned were similar in November.

To underline the most important changes, the strongest changes for the primary variables
are therefore the "effect” of SA treatment?® on self-acceptance, self-efficacy, and environmental
mastery and the reversion of a negative difference in the outcome measure purpose concerning
the emotional regulation treatment. It appears from these results tables that the SA treatment
has effects on the outcome variables most often. The size of the effects for the self-acceptance

treatment affected outcomes, especially when looking at Hedges’ G and its standard interpreta-

2INote that in the following paragraphs I only us the term ”group differences” to describe differences between
treatment and control groups, as the measures do not take into account changes over time and therefore I want
to avoid using terms like ”treatment effects”.

22comparing the standardized regressions

23Effect in this case means there is a change from before to after treatment.
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tion, can be categorized as moderate.

Let me turn to the secondary outcome measures in table 3. The respective table for November
is table A.11 in appendix A.1.

Variable Reg. Norm. Reg. Hedges G CI Low CI High Prob. Superiority
Stress (MI) 2.485 0.392 0.370 -0.072 0.811 0.564
Stress (ER) -2.321 -0.366 -0.345 -0.788 0.100 0.388*
Stress (SA) -1.781 -0.281 -0.263 -0.701 0.176 0.401
Stress (RA) -3.044%* -0.480** -0.458%* -0.903 -0.009 0.359**
Psychosocial functionality (MI) 0.109 0.335 0.328 -0.119 0.773 0.557
Psychosocial functionality (ER) 0.016 0.049 0.048 -0.399 0.494 0.457
Psychosocial functionality (SA) -0.091 -0.281 -0.274 -0.718 0.171 0.376*
Psychosocial functionality (RA) 0.033 0.101 0.097 -0.349 0.543 0.483
Depressive disorder (MI) -0.021 -0.042 -0.044 -0.486 0.399 0.430
Depressive disorder (ER) -0.086 -0.171 -0.178 -0.625 0.270 0.417
Depressive disorder (SA) -0.141 -0.280 -0.294 -0.738 0.152 0.366*
Depressive disorder (RA) -0.252%* -0.501** -0.540** -0.991 -0.084 0.339**
Subjective wellbeing (MI) 0.747 0.095 0.095 -0.348 0.538 0.546
Subjective wellbeing (ER) 1.765 0.226 0.227 -0.222 0.674 0.572
Subjective wellbeing (SA) 4.414%* 0.564** 0.589** 1.034 1.039 0.659**
Subjective wellbeing (RA) -0.778 -0.099 -0.099 -0.545 0.346 0.456

Table 3: Effect sizes of secondary outcome variables for standard regression, standardized regression,
Hedges G, and Probability of Superiority.* = p < 0.1, ** = p < 0.05, *** = p < 0.01

The most notable difference from November to February is a strong negative ”effect”
from resource activation treatment on stress and depressive disorder, visible in all measures.
While there is no difference between the treatment and control groups visible in the November
questionnaire, there is a difference in February. Also note that a negative effect in these measures
is desirable since a higher stress and depressive disorder score equates to a worse well-being.
The group difference of self-acceptance treatment for subjective well-being visible in table 3 was
also there in November, although at a lower /no significance and a smaller coefficient. Lastly, a
previously existing group difference in psychosocial functionality concerning MI treatment (not
visible in the probability of superiority) is no longer present in February. From the secondary
outcomes, resource activation (and potentially self-acceptance) has effects on well-being most

often. In this case, the size of the effects can also be described as moderate.

Regarding the effects of resource activation treatment on stress and depressive disorder,
the effects are stronger and more consistent than for the primary outcomes. For the primary
outcomes, while we can observe some changes over time, they are on average slightly less
coherent over effect size measures, but the effect of the self-acceptance treatment is significant
most often. Still, at this point in time, it is not possible to say much about the validity of
the results until further analyses have been conducted. Nevertheless, these tables give a first

impression of the results.

Let me also quickly summarize the takeaways from observing the four different outcome

measures side-by-side. In general, the (standardized) regression and Hedges’ G give similar
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results in terms of coefficient size and significance. The probability of superiority, while mostly
consistent with the other measures, varies more often in significance from the other outcome
measures, and tends to have a lower significance if it does. This could be an indicator that it is
useful to include this effect size measure alongside the other measures as a robustness check.
Regardless, for this study, looking at the results for these four effect size measures was a mere
first step. The purpose of including these effect size measures was, on the one hand, to have a
measurement that also appears in other psychological research to facilitate comparability and,
on the other hand, to assess how much the results change when deviating from this simple

approach, which will be done in the following sections.

5 ANOVA

In the next step, I wanted to use an approach that can handle more than one treatment at
once. Collins et al. 2014 propose analyzing factorial trials with factorial ANOVA. In principle,
factorial ANOVA allows one to look at all main effects (that is, all main effects of the factors
MI, ER, SA, and RA) and all interaction effects between the different factors. Due to the small
sample size, I only estimate the main effects here. Note that the results have to be interpreted
differently from the previous coefficients. ANOVA reports the F-statistic, which is the ratio
of the mean square between (MSB) and the mean square within (MSW). The mean square
between measures the variability between groups, i.e., variability that we can explain. The
mean square within measures the variability within groups, which represents random variability
that we can not explain. Therefore, a higher F-statistic means more variability that we can
explain with differences between groups. Still, the F-statistic does not allow estimation of the

size of the effect in the same way the coefficients of a treatment dummy in a regression do.

Outcome Variable F-statistic MI  F-statistic ER  F-statistic SA  F-statistic RA  F-statistic Model
Mindfulness 1.052 0.148 1.704 1.266 0.804
Self-compassion 0.002 4.327** 1.778 3.037* 2.586%*
Emotional regulation 0.119 0.667 3.171%* 2.024 1.546
Self-acceptance 1.106 2.991* 5.153** 0.016 2.760**
Autonomy 0.129 0.819 0.157 0.370 0.396
Personal growth 4.655%* 3.576* 0.200 0.486 1.897
Self-efficacy 0.011 0.528 3.418* 0.297 1.193
Flourishing 0.063 5.536%* 3.681* 0.446 2.928**
Environmental mastery 0.460 0.280 7.460%*** 0.000 2.275%
Positive relations 0.338 1.092 0.721 0.104 0.715
Purpose 0.225 0.312 0.259 0.306 0.256
Stress 3.120* 0.735 2.487 5.562%* 2.899**
Subjective wellbeing 0.135 0.459 5.335%* 0.039 1.773
Psychosocial functionality 2.880%* 0.646 2.123 0.011 1.151
Depressive disorder 0.000 0.216 2.306 6.364** 2.138*

Table 4: F-statistics for factorial ANOVA without interaction effects in February. * = p < 0.1, ** =
p < 0.05, *** =p < 0.01

Table 4 shows the results for factorial ANOVA in February without interaction effects. As
in the previous section, ANOVA only accounts for one point in time, therefore, it is necessary
to compare this table with the table in November to account for changes over time. The results

for November can be found in table 5. When comparing the two and looking at significances
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of at least 5%, there is an effect from MI on personal growth, from SA on self-acceptance,
environmental mastery, and subjective well-being, and an effect of RA on stress and depressive
disorder. Additionally, previously existing group differences concerning Purpose with respect to
the factors ER and SA vanished, and group differences concerning psychosocial functionality

with respect to the factor MI lessened.

Outcome Variable F-statistic MI  F-statistic ER  F-statistic SA  F-statistic RA  F-statistic Model
Mindfulness 1.402 0.000 1.780 0.032 0.798
Self-compassion 1.449 5.049** 1.200 2.334 2.801**
Emotional regulation 0.663 0.729 1.831 0.286 0.949
Self-acceptance 0.323 2.416 2.020 0.153 1.449
Autonomy 2.735 2.594 0.555 0.007 1.155
Personal growth 1.267 3.639* 0.902 0.056 1.491
Self-efficacy 0.003 0.817 2.371 0.166 1.043
Flourishing 0.955 6.135** 2.442 0.081 2.678**
Environmental mastery 1.106 0.062 2.680 0.052 1.044
Positive relations 1.503 0.312 0.219 0.138 0.663
Purpose 0.243 7.021%* 4.718** 0.079 2.577**
Stress 1.490 1.378 2.034 0.003 1.470
Subjective wellbeing 0.021 1.283 2.148 0.785 1.363
Psychosocial functionality 5.231** 0.407 1.944 0.083 1.620
Depressive disorder 0.037 0.709 0.329 0.539 0.423

Table 5: F-statistics for factorial ANOVA without interaction effects in November. * = p < 0.1, ** =
p < 0.05, *** =p < 0.01

In addition to the F-statistics of the individual factors, ANOVA also reports the F-statistic
of the model to assess whether the model as a whole (i.e., the subdivision into MI, ER, SA,
and RA groups) explains a substantial part of the variation. This can help to evaluate whether
the division in treatment groups/factors can explain group differences well. Looking at the
F-statistic of the model, there are some outcome variables for which the F-statistic of the model
is (newly) significant compared to November. For the outcome variables self-acceptance, and
stress (and at the 10% level for environmental mastery and depressive disorder), the F-statistic

of the model is newly significant after treatment.

Comparing the ANOVA significances to the previous results, they are, in general, similar,
with a few varying results. For example, the effect of self-acceptance treatment on self-efficacy
has only 10% significance in ANOVA and was not there at all in the November questionnaire. In
the previous section, these significances where higher for all measures except for the probability
of superiority. In contrast, the group differences in the personal growth measure concerning
mindfulness treatment have 5% significance in ANOVA and only 0-10% significance previously.
These are some examples of differences in the outcomes between the two sections. In general,
the results are similar, but they differ for some values. While the arguably most important
effects are visible in all measurements so far, this shows that including all treatment variables at
the same time is important, as it changes some results (even if not all of the results are turned
on their heads). So far, no one way to measure treatment can be considered superior. While
ANOVA takes into account multiple treatment effects, the interpretation of the coefficient is
not as straightforward, and ANOVA also assumes homogeneity. Considering that psychological
studies also often report ANOVA, and that it was the recommended analysis for factorial
trials by Collins et al. 2014, it is still useful to include the ANOVA results in this paper as
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well. Nevertheless, for a more detailed analysis it makes sense to deviate from the simpler
frameworks, such as effect size measures and ANOVA, and turn to the standard economic
approach, regressions, to assess the impact of the treatments. The shortcomings of the previous

measures can be circumvented with the following approach.

6 Extended regression approach

In this section, I will present the alternative to the previous approaches, namely an analysis of
the outcomes in the form of a regression. The reason for switching to the regression approach is
threefold. First, it is more common in economic research. Second, it allows for assessing the
change over time rather than focusing on one point in time and having to compare measures.
Third, it allows for the inclusion of all four treatments, covariates, and other specifications
that will be explained in the following subsections. The simplest regression specification is
presented in section 6.1, where I account for the November outcomes and include all treatment
effects. The baseline regression can be found in section 6.2, which additionally accounts for
covariates not included in the first one. The following two specifications serve as a robustness
check and extension of the baseline regressions. Group structures are included in section 6.3

and self-selection is taken into account in section 6.4.

6.1 Including all four intervention components

The first regression specification is the ”"simplest” regression specification and can be used
to compare the results to the previous measures. This regression includes all four treatment
dummy variables and, most importantly, the initial score of the respective outcome variable in
November. With this approach, the regression already accounts for a change over time. The

regression looks as follows
Y1 = By + BIMI; + BoER; + B3SA; + BuRA; + BV + ¢ (11)

Where the explanatory variable is ffij’f  which is the standardized outcome variable g of
individual ¢ in February. Included are the four treatment dummies and the initial score in
November, Y7, Note that I used the standardized outcome variables. Including the initial
score allows for accounting for differences over time, contrary to the previous approaches, where
a direct inclusion of the November questionnaire answers was not possible. The regression

results are summarized in Table 6.
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Dependent Variable Ml ER SA RA Initial score

Mindfulness -0.070 -0.168 -0.051 0.213 0.901%**
Self-compassion 0.253** 0.157 -0.000 0.030 0.791%**
Emotional regulation 0.003  0.075 0.201 0.225 0.613%+*
Self-acceptance 0.121  0.162 0.119 0.010 0.861%**
Autonomy -0.116  -0.044 0.216 0.244 0.681%**
Personal growth 0.276*  0.162 -0.222 0.039 0.547#H*
Self-efficacy -0.026  0.049 0.068 0.156 0.712%%*
Flourishing -0.047  0.230 0.082 0.135 0.636%**
Environmental mastery 0.124  0.155 0.226 0.013 0.803***
Positive relations 0.103  0.201 0.041 0.134 0.53 1%
Purpose -0.010 0.245 -0.122  -0.117 0.635%**
Stress 0.154 -0.112 -0.146 -0.565%** 0.6897**
Subjective wellbeing 0.083 -0.044 0.119 0.162 0.838%**
Psychosocial functionality -0.070  0.055 -0.100  -0.023 0.778%%*
Depressive disorder -0.064 -0.006 -0.217 -0.383** 0.775%**

Table 6: Linear regression of standardized outcome variables in February on the four treatment dummies
MI, ER, SA and RA and on the initial score in November. Robust standard errors. * = p < 0.1, ** =
p < 0.05, *** =p < 0.01

It is immediately evident that a lot of previously existent significant effects vanish, and what
remains (with at least 5% significance) is the effect of RA treatment on stress and depressive
disorder. Additionally, there is a new effect of mindfulness on self-compassion that was not
evident in the previous measures. Concerning the outcomes, the most robust effect over all
measures thus far was the effect from resource activation on stress and depressive disorder. The
following subsections will investigate whether this also holds for further adjustments of the

regression.

The differences between the regression outcome and the previous outcomes have several
reasons. First, I was able to include all four treatments (which was also the case in ANOVA,
but not the other measures). Second, and most importantly, the initial scores were included,
i.e., I concentrated on the differences over time. Third, I was able to include robust standard
errors and therefore did not have a homogeneity assumption. The differences in the regression
results compared to the previous measures are quite strong. The reason I included this ”simple”
regression was exactly for this purpose, to compare the results of a still rather simple regression
to the previous measurements. A main takeaway from this comparison is therefore that, at
least in a factorial design, it makes a great difference which outcome measure is chosen. As the
regression approach can account for several treatment effects, heterogeneity, and the initial score,
it appears that it should be the favored outcome measure. It is also useful, in cases like this, to

report multiple measures and determine which effects are consistent over different measures.
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6.2 Including covariates

As a next step, I included several covariates that could possibly influence the results. The

regression, therefore, looks similar to before:
YT = By + LM I + BoER; + B3SA; + BiRA; + BsY?" +vX + ¢ (12)

where the only new addition is the vector of covariates X . This vector includes the demographic
variables age?* and gender?, a therapy experience dummy?®, and the Big Five personality traits
openness, conscientiousness, extraversion, agreeableness, and neuroticism, all of which were
captured in the additional questionnaire. Besides the treatment effects, the influence of the Big
Five is of particular interest due to their importance and prevalence in psychological research
as well as their connection to mental health and well-being outcomes (Bucher, Suzuki, and
Samuel 2019, Anglim et al. 2020). This allows one to evaluate which personality traits also have
an effect on the change in outcome variables and how the size of the effect compares to the

treatment effect. This regression specification also serves as the baseline regression result.

Dependent Variable MI ER SA RA Initial Score OoP CcC EX AG NR
Mindfulness 0.017 -0.107 -0.064 0.190 0.860*** -0.004 0.130 -0.074  -0.183** -0.109
Self compassion 0.232%  0.161 -0.036 0.120 0.664*** 0.113 0.147* -0.056 0.078 -0.176**
Emotional regulation 0.005 0.057 0.180 0.158 0.424** 0.170 0.169 0.046 0.028 -0.175%
Self-acceptance 0.097 0.214 0.040 -0.138 0.698*** 0.130* 0.177** -0.031 -0.043 -0.131%*
Autonomy -0.123  -0.071 0.381* 0.292 0.613*** 0.076 -0.125 0.110 -0.005 0.090
Personal growth 0.157 0.122  -0.398** -0.049 0.458*** 0.119 0.137* -0.014 0.073 -0.047
Self-efficacy 0.061 0.040 0.059 0.074 0.405%** 0.149** 0.236%** 0.045 0.025 -0.271%%*
Flourishing -0.127 0.189 -0.039 0.007 0.448%** 0.113 0.193** -0.044 0.009 -0.122
Environmental mastery 0.227  0.180 0.186 -0.043 0.646%** -0.026 0.195%* 0.042  0.158** -0.189**
Positive relations 0.054 0.146 0.018 0.065 0.519%** 0.098 -0.025 -0.040 0.130 -0.070
Purpose 0.035 0.181 0.049 -0.036 0.565%** 0.026 -0.160%* -0.033 0.034 -0.092
Stress 0.135 -0.144 -0.067 -0.578%** 0.489%** -0.121 -0.317*** 0.056 -0.048 0.193**
Subjective wellbeing 0.047 0.010 -0.034 0.083 0.728%** 0.055 0.184** 0.033 0.061 -0.076
Psychosocial functionality ~ -0.035  0.079 -0.040 0.125 0.591%** -0.098 -0.210%** 0.030 -0.116 0.124
Depressive disorder -0.088  -0.088 0.020 -0.428*** 0.711%%* 0.057 -0.191%* -0.135 0.037 0.080

Table 7: Linear regression of the standardized outcome variables on the four treatment dummies MI,
ER, SA and RA, the initial score, the Big Five personality traits conscientiousness (CC), extraversion
(EX), agreeableness (AG) and neuroticism (NR). The Big Five personality traits are measured on a
scale from 1 to 7. Also included but not depicted are the covariates: age (linearly included), gender
(dummy) and therapy experience (dummy). * = p < 0.1, ** = p < 0.05, *** = p < 0.01

The regression results are visible in Table 7. The first noticeable aspect is that the effects of
RA on depressive disorder and stress remain with 5% significance compared to the previous
regression. These treatment effects were evident in all of the specifications thus far. Receiving
RA treatment is associated with a decrease in the outcome variables stress and depressive
disorder of about 0.57 and 0.43 standard deviations. Comparing this to the categorization of
Hedges” G effect sizes, this could be categorized as a moderate effect size. The effect of MI on
self-compassion decreases in significance to 10% while the size of the effect is rather small. There
is now also a new, negative effect of the self-acceptance treatment on personal growth that is in

the small to moderate size range and has 5% significance. Most likely, this new effect has arisen

Z4included linearly
2535 a dummy
26that indicates whether a participant had previous therapy experience before the course
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now that more explanatory variables are included. While a negative treatment coefficient for the
outcome variables stress and depressive disorder is positive, a negative treatment coefficient for
the outcome variable personal growth could be perceived as negative, although it makes sense
that more self-acceptance leads to less of a personal growth mindset and does not necessarily

need to be interpreted negatively.

Let me now examine the other explanatory variables. The three demographic variables age,
gender, and therapy experience have been excluded from table 7 as they are not relevant for the
questions this paper is trying to answer?”. Turning to the Big Five personality traits, one has to
keep in mind that they are measured on a scale from 1 to 7. The bigger picture seems to be
that conscientiousness and neuroticism affect the outcome variables most often, while openness
and agreeableness are only significant in a few instances. The fact that extraversion does not
affect the results also makes sense given that the context is emotional skills, which require more
work with oneself than with others. Looking at the size of the effects for the Big Five, they
are small to moderate. But given that the scale goes from 1 to 7, they could arguably be more
important than treatment (and are also significant often when treatment is not). While an
in-depth analysis of this fact is a topic for another paper, it also confirms that personality traits
play a huge role for emotional skill, mental health, and subjective well-being outcomes, and also
opens up the discussion whether personality could be a determining factor for treatment success.
Looking at the direction of the effect, conscientiousness affects outcomes mostly positively,?®
and neuroticism affects outcomes negatively. Most striking are the effects of conscientiousness

and neuroticism on self-efficacy, where both traits are significant at the 1% level.

6.3 Taking into account group structures with group-clustered errors

In the TESC program, there were 16 different groups and in total 14 different teachers®. In
addition to teachers having different teaching styles, it is conceivable that group dynamics can
affect the outcome. Since the sessions also included opening up to others and participants
working with each other, groups can play a role in determining the outcome. Unfortunately,
including group fixed effects was not feasible due to the limited number of observations. Other
alternatives that can handle group effects, such as mixed-design regressions, also require more
observations due to additional assumptions about the variance structure and the random effects
estimation (Rencher and Schaalje 2008) and were infeasible for that reason. Therefore, the next
regression has the same specification as equation 12, but includes group-clustered standard
errors. While this does not explicitly estimate the group effects, it at least accounts for residual

correlation of observations within the same group (MacKinnon 2019, Cameron and Miller 2015).

2"but are nevertheless included in the regression for completeness reasons

28The effect of conscientiousness on psychosocial functionality is an exception. Given that psychosocial
functionality also measures the ability to handle stressful and difficult situations and the ability to handle worry
and stress, it could be argued that it is not too surprising that conscientiousness is negatively related to this
outcome.

29Two teachers taught two groups each.
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Although one has to be cautious with small numbers of clusters, it makes sense to include
them as a robustness check due to the data being grouped by design of the experiment. The

regression results are depicted in Table 8.

Dependent Variable MI ER SA RA Initial Score oP CC EX AG NR
Mindfulness 0.017 -0.107 -0.064 0.190 0.860*** -0.004 0.130 -0.074 -0.183** -0.109**
Self-compassion 0.232* 0.161 -0.036 0.120 0.664*** 0.113* 0.147** -0.056 0.078 -0.176%**
Emotional regulation 0.005 0.057 0.180 0.158 0.424** 0.170 0.169 0.046 0.028 -0.175*%
Self-acceptance 0.097 0.214* 0.040 -0.138 0.698*** 0.130%** 0.177* -0.031 -0.043 -0.131%*
Autonomy -0.123 -0.071 0.381 0.292 0.613*** 0.076 -0.125 0.110 -0.005 0.090
Personal growth 0.157 0.122 -0.398%** -0.049 0.458*** 0.119* 0.137 -0.014 0.073 -0.047
Self-efficacy 0.061 0.040 0.059 0.074 0.405%*** 0.149* 0.236%** 0.045 0.025 -0.271%%*
Flourishing -0.127 0.189 -0.039 0.007 0.448%** 0.113 0.193** -0.044 0.009 -0.122%**
Environmental mastery 0.227 0.180 0.186 -0.043 0.646*** -0.026 0.195%** 0.042 0.158* -0.189%**
Positive relations 0.054 0.146 0.018 0.065 0.519*** 0.098 -0.025 -0.040 0.130 -0.070
Purpose 0.035 0.181 0.049 -0.036 0.565%*** 0.026 -0.160* -0.033 0.034 -0.092
Stress 0.135 -0.144 -0.067 -0.578%** 0.489*** -0.121 -0.317%** 0.056 -0.048 0.193**
Subjective wellbeing 0.047 0.010 -0.034 0.083 0.728*** 0.055 0.184 0.033 0.061 -0.076
Psychosocial functionality — -0.035  0.079 -0.040 0.125 0.591%** -0.098*%  -0.210** 0.030 -0.116 0.124
Depressive disorder -0.088 -0.088 0.020 -0.428%** 0.711%** 0.057 -0.191%* -0.135% 0.037 0.080

Table 8: Linear regression with group-clustered standard errors of the standardized outcome variables
on the four treatment dummies MI, ER, SA and RA, the initial score, the Big Five personality traits
conscientiousness (CC), extraversion (EX), agreeableness (AG) and neuroticism (NR). The Big Five
personality traits are measured on a scale from 1 to 7. Also included but not depicted are the covariates:
age (linearly included), gender (dummy), and therapy experience (dummy). * =p < 0.1, ** =p < 0.05,
Fk = 5 < 0.01

Looking first at the treatment effects, the effect of SA on personal growth increased in
significance, there is a new, but only 10% significant, effect of ER on self-acceptance, and
the effect of RA on stress and depressive disorder remained. Since only the standard errors
change with the switch to group-clustered errors, the changes here are only in significance, not
coefficient size. The previous results do not change substantially, which supports the previous
results, especially those effects that remain similar for both specifications. When looking at
the Big Five, there are some changes, such as a new effect of neuroticism on mindfulness and
flourishing. For the Big Five in general, there is some fluctuation, but the general impression
remains. Especially conscientiousness and neuroticism have a significant effect on outcomes and
are important to consider. Therefore, including group-clustered errors does not substantially

change the main results of the previous specification.

6.4 Taking into account self-selection with inverse probability weight-
ing

Finally, I wanted to address the drop-out problem mentioned in section 3.2 for the last robustness

check. With the observations from the first questionnaire and the demographic characteristics, I

was able to determine whether drop-out was significantly related to characteristics that were

measured in the questionnaire. There was a significant difference between those who dropped

out of the sample and those who did not for several variables, such as the variables gender,

conscientiousness, and more.
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There are several ways to address self-selection. I decided to use inverse probability weighting.
This is a common solution for the drop-out problem and has been discussed in several papers,
such as Wooldridge 2007 and Seaman and White 2013. Other methods that rely on instrumental
variables, such as the Heckman selection correction, were not feasible, since I was not able
to satisfy the exclusion restriction, i.e., there was no variable that affected drop-out, but not

outcome variables®® (Puhani 2000).

The idea behind inverse probability weighting is as follows. In the first step, the probability
of an individual staying in the sample is estimated with a logistic regression, using variables

that can affect drop-out. This is depicted in the following regression.

D, =In (—) =Py + 51 - Gender; + (5 - Flourishing]*" (13)

+f5 - Environmental_mastery;”” + 3, - Personal_growth*” + (5 - Stress;””

+ 036 - Therapy_experience; + 7 - NR; + S5 - CC;

The explanatory variable is whether an individual stayed in the sample (the dummy variable
D;). This is explained via a logistic regression with all variables that can effect drop-out (and
possibly the outcome variables themselves). Therefore, on the right-hand side are all the
explanatory variables that can explain drop-out. In this case, I used all variables for which there

was a significant difference between those who dropped out of the sample and those who did not3!

32' I

Y

plus other variables that could play a role in affecting drop-out and the outcome variables
also tested other specifications of the logistic regression, and ultimately chose this one as the
main specification, because all variables that show a significant difference between the drop-outs
and the individuals who stayed in the sample are included. Alternative specifications only

led to slight differences in results, an alternative IPW specification can be found in appendix B.2.

In the second step, the inverse of the probabilities of staying in the sample (that come from
the logistic regression in the first step) are calculated and used as weights in the regression as
known from section 6.233. Group-clustered standard errors are also included. The resulting

regression table can be seen in Table 9.

30A variable that was randomly assigned and only affected drop-out (such as rewards for answering the
questionnaires) would have been needed for that.

3lwhich were gender, conscientiousness and the initial scores for flourishing, environmental mastery, personal
growth

32i.e., in this case the initial stress score, the therapy experience dummy and the neuroticism score

33The same ipw approach was also done by Doyle et al. 2016.
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Dependent Variable MI ER SA RA Initial Score OoP CC EX AG NR

Mindfulness -0.056  -0.119 -0.052 0.172 0.864*** 0.024 0.123 -0.085 -0.194** -0.079
Self-compassion 0.171 0.165 -0.097 0.163* 0.624*** 0.153%*  0.202%** -0.062 0.082 -0.182%%*
Emotional regulation -0.141 0.040 0.210 0.103 0.414** 0.232* 0.094 0.027 -0.039 -0.158
Self-acceptance 0.077 0.179 0.072 -0.155 0.690%** 0.134%** 0.182* -0.056 -0.022 -0.177HF*
Autonomy -0.248 -0.071 0.485* 0.235 0.592** 0.141 -0.214 0.058 -0.031 0.082
Personal growth 0.094 0.117  -0.524%*** 0.097 0.518%*** 0.036 0.194* 0.011 0.102 -0.014
Self-efficacy 0.026 0.100 0.057 0.091 0.383*** 0.133 0.214*** 0.042 0.032 -0.308%**
Flourishing -0.183 0.236 -0.224 0.110 0.450*** 0.086 0.282%** -0.041 0.062 -0.127**
Environmental mastery 0.098 0.110 0.209 0.009 0.646*** 0.010 0.201*** 0.002 0.132* -0.197%%*
Positive relations -0.004  0.146 0.048 0.092 0.520%** 0.110 -0.033 -0.056 0.107 -0.062
Purpose 0.009 0.184 0.113 -0.000 0.616*** 0.050 -0.187* -0.074 0.042 -0.133
Stress 0.286*  -0.162 0.017 -0.601%** 0.491%** -0.108  -0.319%** 0.058 -0.033 0.199**
Subjective wellbeing -0.070 0.015 0.044 0.117 0.710%** 0.065 0.177 0.013 0.059 -0.062
Psychosocial functionality — -0.008  -0.041 -0.004 0.188 0.630%*** -0.089 -0.175% 0.046 -0.105 0.124
Depressive disorder -0.015  -0.107 0.058 -0.507*** 0.693*** 0.063 -0.211%* -0.118* 0.040 0.064

Table 9: Linear regression with group-clustered standard errors and inverse probability weighting of the
standardized outcome variables on the four treatment dummies MI, ER, SA and RA, the initial score,
the Big Five personality traits conscientiousness (CC), extraversion (EX), agreeableness (AG) and
neuroticism (NR). The Big Five personality traits are measured on a scale from 1 to 7. Also included
but not depicted are the covariates: age (linearly included), gender (dummy) and therapy experience
(dummy). * =p < 0.1, ¥* =p <0.05, *** =p <0.01

Looking at the treatment effects, it is evident that the negative effect of SA on personal
growth and of RA on stress and depressive disorder remains. There are some fluctuations
for outcomes that are only 10% significant that can be disregarded due to the fluctuation in
significances throughout the different specifications. The size of the treatment effects increased
slightly compared to the previous regression. As for the Big Five variables, there are also
some minor changes in significance, but nothing major. The main message remains that the
Big Five, especially conscientiousness and neuroticism, play an important role in determining
the outcomes, even after the initial scores of the outcome variables are accounted for. The
most steadily significant Big Five effects across the different specifications®® are the effect of
conscientiousness on self-efficacy, flourishing, environmental mastery, and stress, and the effect
of neuroticism on self-compassion, self-efficacy, and environmental mastery. If we look at the
outcomes, this means across all regressions, self-efficacy and environmental mastery are affected

by the Big 5 variables most often.

In total, this robustness check also does not affect the main result from the benchmark
expression. Partly due to the lack of observations, no one specification can be viewed as superior.
But all specifications can be judged together to reach a conclusion. What remains constant
over all three specifications is the negative effect of SA treatment on personal growth, and,
most importantly, the effect of RA treatment on stress as well as depressive disorder. While
fluctuations of the Big Five are slightly stronger, the main message still persists. The Big Five,
especially conscientiousness and neuroticism, have an effect on the outcome variables that is not

to be neglected.

34at least at the 5% level across all regression specifications
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7 Discussion of the results

In this section, I summarize and discuss the results and the most important takeaways from
this paper. Section 7.1 concentrates on methodological takeaways, section 7.2 summarizes the
main outcomes and effects of the study, and section 7.3 discusses limitations of the study as

well as possibilities for future research.

7.1 Methodological takeaways

Let me first summarize the methodological takeaways from this paper. I included several
outcome measures, ranging from simpler measures to more complicated measures. I started
with effect sizes that are common in psychological research and studies. Therefore, I first want
to present the benefits of including several measures in section 4. These effect sizes can only
measure group differences for two groups (i.e., one factor, treatment vs. control) at one point
in time. To compare standard effect sizes to a more standard economic approach, I chose to
include a normal and a standardized regression on one treatment dummy. To complement this
and the effect size Hedges’ G with another effect size that has a different approach, I chose the
probability of superiority, which concentrates not on mean differences but on a comparison of
outcomes between individuals in the treatment groups and in the control groups. Comparing
the results of the four effect sizes to each other, the regression and Hedges’ G had mostly
similar outcomes, while the probability of superiority differed more often. This is because the
calculation of the probability of superiority is conceptually different, but it can suggest that
simply reporting Hedges’ G to measure effect sizes could be insufficient, and that simply adding

another measure can give more insight into the stability of the results.

Let me now highlight the takeaways of going from effect sizes to ANOVA to regression.
The first measures, the effect sizes, have several downsides. The most important one is that
to interpret them, one has to compare side-by-side the effect sizes from pre-treatment to post-
treatment, otherwise, it is not possible to rule out that group differences between treatment and
control come from pre-existing group differences. The other disadvantage specific to this study
is that the group differences can only be calculated for one treatment at a time. Given that this
study uses a factorial design, this simplifies the data analysis, possibly too much. Nevertheless, I
included it as a basis for comparison with other, similar, studies, which mainly report Hedges” G.
The next step was therefore to include ANOVA results. The reason is that it is one step further
than the previous effect size measures as it can take into account all four factors at once. The
downside is that it still can only be calculated for one point in time, which means a comparison
of pre-treatment and post-treatment ANOVA is necessary. Although this issue is specific to
this study due to the factorial design, using ANOVA already eliminated a number of significant

group differences, highlighting that taking into account one treatment at a time might not be
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complex enough®. The most important takeaway might be taken from the shift from ANOVA
to the first regression set-up in section 6.1. The regression, like ANOVA, takes into account all
four factors at the same time, but also takes into account initial outcome measures too. This
seems to be the crucial point where a lot of previously existent significances vanish. This shows
that, while in theory a side-by-side comparison of pre-treatment and post-treatment ANOVA
can show changes over time, it makes a huge difference to actually account for initial scores

£36. Therefore, it seems sensible for future studies, also in the

within the outcome measure itsel
psychological field, to not only rely on measurements that take into account one point in time

only.

7.2 Content-specific takeaways and the effects of TESC

Next, I would like to summarize the effects of the course. First, while there is no causality,
the average changes in section 3.3 show a generally positive trend in outcome changes. This is
important to note because, while this paper explicitly wanted to measure the effect of emotional
skill intervention components, the control components (which consisted of social skill topics)
could also have played a positive role in changing the outcome variables. This may suggest that
teaching "any” type of noncognitive content could be helpful to an extent. It is also noteworthy
that the positive trend is visible even though the last questionnaire was done at the end of the
semester, where exams usually take place and where students experience more pressure and

stress than maybe at the beginning of the semester.

Besides the generally positive trend?” there are two effects in particular that I want to
point out, because they stayed consistent throughout all measurements. This is specifically
the effect of RA treatment on stress and on depressive disorder. Since these effects are visible
throughout all specifications, it seems that this is a robust result. The size of the effect, when
compared to standard Hedges’ G measurements, for example, is moderate and therefore not
to be neglected. The only constraint in the interpretation is that resource activation was the

38 In future studies, it

last component, which could have played a role for its effectiveness
would therefore be interesting to uncouple resource activation treatments from the time aspect.
In addition, the results do not allow for drawing conclusions for the optimal composition of
emotional skill treatments, due to the lack of significance in the results, which prohibited a

thorough comparison of components against each other.

35While the set-up, as known from figure 3, suggests that this simple comparison gives treatment effect of
individual factors, a limited number of observations and a therefore unbalanced spread of observations per group,
among other things, could be a limiting factor for this procedure.

36] want to note that when comparing ANOVA to a simple regression with only the four factors and without
the initial scores, the significances only deviate minimally, showing that the main change comes not from the
shift from ANOVA to regression but from including the initial outcome variable scores. This regression can be
found in table B.12 in appendix B.1.

37and the generally positive feedback of students about the course

38even though the distribution of students over groups and therefore factors was generally balanced
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Additionally, one important finding is that the Big Five seem to play an important role in
determining outcomes. While the effect is smaller in comparison to the significant effects of RA
treatment, keeping in mind that the Big Five are measured on a scale of 1 to 7, larger differences
in conscientiousness or neuroticism can influence the results heavily. And most importantly,
since the initial outcome level is accounted for, it seems that the Big Five do not just influence
the level of the outcome variables, but also the change over the course of the treatment. The
importance of the Big Five is not surprising and in line with psychological research, but it shows
the importance of personality for intervention studies. This also opens up interesting questions
for future research, where the Big Five could be an important moderator for interventions. It
is for instance conceivable that those with certain character traits simply benefit more from

(emotional skill) interventions, than others®.

7.3 Limitations and recommendations for future studies

There are several limiting factors worth mentioning for interpreting the results. The most severe
limiting factor was the high drop-out rate and the resulting low number of observations. For
the complexity of the study design, it would have been necessary to have more observations for
a more detailed and more complex data analysis. The 271 originally registered students would
have been a good observation number, but that dwindled down to 66 observations that included

the first and last questionnaire, as well as the additional one that included the Big Five.

Another fact worth mentioning is that the questionnaires included many outcome variables.
Contrary to many studies that include fewer outcome variables that often directly center around
mental health and subjective well-being, these types of variables were only secondary outcomes
in this study as described in figure 1. Looking only at the secondary outcome variables, the

lack of significances in the model would not be as great as when looking at all measured variables.

Two smaller facts worth mentioning is the rather short duration of the treatments and the
suboptimal timing of the first questionnaire. While the course as such lasted for one semester,
the individual components may have been too short for a stronger effect. Additionally, the first
questionnaire was sent out in week 4 of the intervention, meaning some lessons had already
taken place and some groups were almost finished with the mindfulness intervention. This

might be an explanation as to why there was no visible effect for mindfulness treatment.

For future studies, a bigger sample size or a reduced complexity*® would be needed to gain
more insight on the effectiveness of the individual components compared against each other. It
would also be interesting to look at the resource activation component again, decoupled from

being the last component of a course. Lastly, a more in-depth analysis of the effect of the Big

39This is an idea that has already received attention by psychological research, even though there is no clear
consistency in results yet (see e.g. Giluk 2009).

4Oincluding a longer time frame for each component
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Five on treatment success, as a moderator and interaction effect with treatment, could offer

valuable insights into the role of personality in the effectiveness of (emotional skill) interventions.

8 Conclusion

The main objective of this study was to determine the effectiveness of the individual intervention
components of TESC (mindfulness, emotional regulation, self-acceptance, and resource activa-
tion) in improving measures of emotional skills themselves and additional well-being variables.
To determine this, I used several effect size measures, as well as ANOVA and a regression
approach. The two treatment effects that were consistently significant were the effect of the
resource activation treatment on stress and depressive disorder. I also used group-clustered
errors and inverse probability weighting as robustness checks to account for group effects and
drop-outs of the course. The two effects were significant in all specifications, including the
robustness checks. Due to a limited number of observations, it was not possible to draw any
further conclusions on the other treatment components and their optimal composition. It is
also noteworthy that, while it is not possible to establish causality, the general trend of all
outcome variables is positive over the duration of the course. This general improvement suggests

potential benefits of participation in interventions like TESC.

The analysis also revealed that personality traits, especially measures for conscientiousness
and neuroticism, play an additional crucial factor for the outcome variables after the intervention,

even when accounting for the baseline scores.

The different effect sizes used in section 4.2 showed similar results, but the probability of
superiority deviated from the other results more often, indicating that it could be used as an
additional indicator of robustness when choosing to report the other measures. The comparison
of the different outcome measures also showed that a regression approach that directly includes
the baseline outcome variable scores appears most suitable, as, compared to the previous

measures, many treatment effects vanish.

The main limitation in this study was the small number of observations, given the com-
plexity of the intervention structure. For future studies, trying out a similar set-up with more
participants and longer time frames for individual intervention components could be beneficial.
It would also be interesting to examine further the effect of personality traits as moderators,

i.e., check for interaction effects between treatment and personality traits.

In general, the findings of this study highlight the potential of structured interventions
such as TESC to foster emotional competencies and well-being and underscore the importance
of personality traits for outcomes. More research is needed to refine the optimal training

composition and determine the effect of personality traits as moderators.
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Appendix

A Effect size measures

A.1 Effect size tables in November

Variable Reg. Norm. Reg. Hedges-G CI Low CI High Prob. Super.
Mindfulness (MI) -0.179 -0.240 -0.242 -0.672 0.189 0.421
Mindfulness (ER) 0.066 0.088 0.089 -0.342 0.519 0.525
Mindfulness (SA) 0.209 0.281 0.284 -0.146 0.712 0.576
Mindfulness (RA) -0.074 -0.099 -0.100 -0.527 0.329 0.480
Self-compassion (MI) -0.225 -0.329 -0.320 -0.750 0.113 0.418
Self-compassion (ER) 0.398** 0.581** 0.581** 0.140 1.018 0.693%**
Self-compassion (SA) 0.158 0.231 0.223 -0.206 0.650 0.559
Self-compassion (RA) 0.187 0.273 0.264 -0.166 0.693 0.602
Emotional regulation (MI) -0.117 -0.194 -0.188 -0.617 0.243 0.445
Emotional regulation (ER) 0.166 0.274 0.266 -0.167 0.697 0.586
Emotional regulation (SA) 0.183 0.302 0.295 -0.135 0.723 0.566
Emotional regulation (RA) 0.036 0.059 0.057 -0.371 0.484 0.535
Self-acceptance (MI) 0.281 0.080 0.083 -0.346 0.512 0.498
Self-acceptance (ER) 1.230* 0.351%* 0.370 -0.065 0.803 0.564
Self-acceptance (SA) 1.291* 0.368* 0.389 -0.042 0.819 0.551
Self-acceptance (RA) -0.465 -0.133 -0.138 -0.566 0.291 0.436
Autonomy (MI) 1.001 0.277 0.288 -0.144 0.718 0.527
Autonomy (ER) 0.939 0.260 0.270 -0.163 0.701 0.533
Autonomy (SA) -0.314 -0.087 -0.089 -0.516 0.338 0.423
Autonomy (RA) 0.185 0.051 0.053 -0.375 0.481 0.475
Personal growth (MI) 0.473 0.168 0.189 -0.241 0.618 0.459
Personal growth (ER) 1.010* 0.360* 0.410 -0.026 0.844 0.520
Personal growth (SA) 0.697 0.248 0.280 -0.150 0.708 0.489
Personal growth (RA) 0.049 0.017 0.020 -0.408 0.447 0.413
Self-efficacy (MI) -0.114 -0.022 -0.024 -0.453 0.405 0.434
Self-efficacy (ER) 1.192 0.235 0.254 -0.179 0.685 0.544
Self-efficacy (SA) 1.807* 0.356* 0.389 -0.043 0.819 0.591
Self-efficacy (RA) -0.710 -0.140 -0.150 -0.578 0.278 0.421
Flourishing (MI) 0.866 0.117 0.134 -0.295 0.563 0.481
Flourishing (ER) 3.486** 0.470%* 0.561** 0.121 0.998 0.639**
Flourishing (SA) 2.787** 0.376** 0.442%* 0.009 0.873 0.567
Flourishing (RA) -0.757 -0.102 -0.117 -0.545 0.311 0.457
Environmental mastery (MI)  -0.808 -0.218 -0.217 -0.646 0.214 0.380*
Environmental mastery (ER)  0.563 0.152 0.151 -0.281 0.581 0.518
Environmental mastery (SA) — 1.344* 0.362* 0.365 -0.067 0.794 0.573
Environmental mastery (RA)  -0.453 -0.122 -0.121 -0.549 0.307 0.409
Purpose (MI) 0.119 0.043 0.049 -0.380 0.477 0.422
Purpose (ER) -1.203%** -0.434%%* -0.511%* -0.946 -0.072 0.316%**
Purpose (SA) 0.910* 0.329* 0.381 -0.051 0.810 0.544
Purpose (RA) -0.016 -0.006 -0.007 -0.434 0.421 0.437
Positive relations (MI) -1.126 -0.295 -0.299 -0.729 0.134 0.395
Positive relations (ER) 0.747 0.196 0.197 -0.235 0.627 0.518
Positive relations (SA) 0.420 0.110 0.110 -0.317 0.537 0.500
Positive relations (RA) -0.439 -0.115 -0.115 -0.543 0.313 0.447

Table A.10: Effect sizes of primary outcome variables in November for standard regression, standardized
regression, Hedges G, and Probability of Superiority.* = p < 0.1, ** = p < 0.05, *** =p < 0.01
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Variable Reg. Norm. Reg. Hedges-G CI Low CI High Prob. Superiority
Stress (MI) 1.727 0.272 0.295 -0.137 0.725 0.576
Stress (ER) -2.096 -0.330 -0.360 -0.792 0.075 0.361*
Stress (SA) -1.905 -0.300 -0.326 -0.754 0.105 0.397
Stress (RA) 0.335 0.053 0.057 -0.371 0.484 0.493
Psychosocial functionality (MI) 0.139** 0.428%** 0.458%* 0.022 0.891 0.606
Psychosocial functionality (ER)  0.002 0.005 0.005 -0.425 0.435 0.424
Psychosocial functionality (SA)  -0.073 -0.224 -0.235 -0.662 0.194 0.385%
Psychosocial functionality (RA)  0.002 0.006 0.006 -0.421 0.434 0.445
Depressive disorder (MI) 0.027 0.053 0.062 -0.368 0.490 0.479
Depressive disorder (ER) -0.092 -0.183 -0.215 -0.645 0.217 0.382
Depressive disorder (SA) -0.053 -0.106 -0.124 -0.551 0.303 0.444
Depressive disorder (RA) -0.059 -0.117 -0.137 -0.565 0.292 0.423
Subjective wellbeing (MI) -0.493 -0.063 -0.061 -0.490 0.368 0.485
Subjective wellbeing (ER) 2.462 0.315 0.309 -0.125 0.741 0.576
Subjective wellbeing (SA) 3.095* 0.396* 0.391 -0.041 0.821 0.602
Subjective wellbeing (RA) -2.038 -0.260 -0.255 -0.684 0.175 0.443

Table A.11: Effect sizes of secondary outcome variables in November for standard regression, standard-
ized regression, Hedges G, and Probability of Superiority.* = p < 0.1, ** = p < 0.05, *** = p < 0.01

B Extended regression approach

B.1 Regression on the four dummies

As explained in the main text, a regression with only the four dummies was omitted in the main

text due to the similarity in concept and result to ANOVA. The results table can be found in

this table B.12.

Dependent Variable MI ER SA RA
Mindfulness -0.279 -0.099 0.298 0.251
Self-compassion -0.030  0.491** 0.273 0.363
Emotional regulation -0.077 0.226 0.398%* 0.316
Self-acceptance 0.184 0.385%  0.473** -0.089
Autonomy 0.063 0.224 0.064 0.113
Personal growth 0.377%%  0.399**  -0.142 0.081
Self-efficacy -0.055 0.158 0.341* 0.073
Flourishing 0.049  0.492*%%F  (0.359* 0.119
Environmental mastery -0.145 0.159  0.619**  -0.004
Positive relations -0.093 0.189 0.186 0.083
Purpose -0.075 -0.032 0.088 -0.114
Stress 0.368 -0.274 -0.398%  -0.583**
Subjective wellbeing 0.077 0.152 0.519%* -0.050
Psychosocial functionality — 0.354 0.191 -0.406* -0.032
Depressive disorder -0.046 -0.090 -0.391*%  -0.597#F*

Table B.12: Regression with only the treatment dummies. * = p < 0.1, ** = p < 0.05, *** = p < 0.01

This can be compared with ANOVA because there are only four explanatory variables.

The method of estimation is different, but the significances are fairly similar. At least at the

five percent level, there are several effects, such as mindfulness on personal growth, emotional

regulation treatment on self-compassion, personal growth, and flourishing, self-acceptance on
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self-acceptance, environmental mastery and subjective well-being, and resource activation on
stress and depressive disorder. Comparing this directly with the ANOVA results in table 4, the

significances are very similar.

B.2 Alternative inverse probability weighting specification

In the process of specifying the logistic regression for the inverse probability weighting specifica-

tion, I also tested different regression specification. One of which was the following regression:

D; =By + p1 - Gender; + 35 - Stress;”” + 3 - Therapy_experience;
+ B4 - NR; + 35 - CC;

which is a shortened version of the main specification. I chose this as an alternative, because
the initial scores flourishing, environmental mastery and personal growth are not included. But

even changing this, the main results only change slightly, as is visible in table B.13

Dependent Variable MI ER SA RA Initial Score oP CcC EX AG NR
Mindfulness -0.034  -0.108 -0.058 0.199 0.854*** 0.007 0.136* -0.072 -0.180%* -0.099
Self-compassion 0.170 0.166 -0.122 0.179* 0.626*** 0.136* 0.218*** -0.052 0.091 -0.180%**
Emotional regulation -0.109 0.031 0.233 0.089 0.402** 0.198 0.139 0.023 -0.015 -0.182%*
Self-acceptance 0.048 0.169 0.074 -0.136 0.707*** 0.124** 0.157* -0.045 -0.035 -0.166%**
Autonomy -0.242  -0.076 0.455 0.253 0.605*** 0.109 -0.167 0.055 -0.024 0.073
Personal growth 0.100 0.135 -0.537%** 0.085 0.502%** 0.028 0.201* 0.030 0.102 -0.013
Self-efficacy -0.003 0.058 0.017 0.109 0.399*** 0.115 0.218*** 0.051 0.033 -0.285%**
Flourishing -0.195 0.235 -0.252 0.119 0.439*** 0.062 0.292** -0.013 0.049 -0.122%*
Environmental mastery 0.149 0.156 0.212 0.013 0.622%** -0.003 0.204*** 0.027 0.143%  -0.217%%*
Positive relations -0.006 0.146 0.020 0.067 0.504*** 0.091 -0.016 -0.033 0.123 -0.065
Purpose -0.014 0.178 0.094 0.027 0.589*** 0.051 -0.198** -0.075 0.033 -0.118
Stress 0.274*  -0.171 0.007 -0.647%** 0.494*** -0.075 -0.339%** 0.026 -0.056 0.197**
Subjective wellbeing -0.041  -0.000 0.025 0.101 0.731%** 0.057 0.183 0.012 0.060 -0.076
Psychosocial functionality 0.052 -0.013 -0.006 0.156 0.590*** -0.072 -0.205** 0.043 -0.111 0.145
Depressive disorder -0.017  -0.090 0.102 -0.523%** 0.689*** 0.091 -0.230%*  -0.124* 0.033 0.068

Table B.13: Linear regression with group-clustered standard errors and an alternative specification
for the inverse probability weighting of the standardized outcome variables on the four treatment
dummies MI, ER, SA and RA, the initial score, the Big Five personality traits conscientiousness
(CC), extraversion (EX), agreeableness (AG) and neuroticism (NR). The Big Five personality traits
are measured on a scale from 1 to 7. Also included but not depicted are the covariates: age (linearly
included), gender (dummy), and therapy experience (dummy). * =p < 0.1, ** = p < 0.05, *** =
p < 0.01

When comparing the two tables, there are only very minor changes compared to the main
specification. Therefore, it does not seem that the exact specification matters greatly and
supports the statement that the proposed main specification is a reasonable one for the purpose
of this study.
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