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The precise measurement of the cross section for the p(e, e′π+)n reaction at cer-
tain kinematics, allows one to separate the cross section into quantities at a given
four-momentum transfer Q2, which carry the information about the nucleon structure.
Since the data at low Q2 are not known with an intended precision, a new measure-
ment of the p(e, e′π+)n reaction was performed at Q2 = 0.078 (GeV/c)2 and at an
invariant mass of W = 1094 MeV - approximately 15 MeV above the reaction thresh-
old. The experimental work was accomplished by the A1 collaboration at the Institute
for Nuclear Physics at the Johannes Gutenberg University of Mainz, Germany. The
high quality electron beam was provided by the MAMI B accelerator with the energy
range from 180 to 855 MeV. The produced charged pion was detected in the short-orbit
spectrometer (SOS), which was constructed for a detection of the low-energy pions.
The scattered electron was detected in the standard spectrometer A. For the first time,
the complete analysis of the p(e, e′π+)n reaction data measured with the SOS was per-
formed. New SOS-specific correction methods were developed to ensure a consistent
data analysis. Some of the most important methods are the procedure of pion decay
correction, the simulation for the determination of the muon contamination in the SOS
data. The measurement was done and the analysis was carried out for five different
kinematical settings. The relative total errors of the obtained p(e, e′π+)n cross sections
were between 3.1% and 3.7%. Three cross sections were measured in a parallel kine-
matics at the virtual photon polarizations ε = 0.897, 0.591 and 0.306. In case of the
parallel kinematics only the transverse and the longitudinal terms appear in the mea-
sured cross section. These terms were separated using the Rosenbluth method. For
the highest ε = 0.897 value two measurements were performed with the SOS offsets



at +18.7◦ and −18.7◦ (in the centre-of-mass frame), or in other words to the left and to
the right from the parallel kinematics direction of the pion. In this way it was possible
to determine the transversal-longitudinal interference term of the cross section. The
relative total errors of the transverse, the longitudinal and the interference term were
6.7%, 14.7% and 10.5%, respectively. The results for the cross section terms, which con-
tain the information about the nucleon structure, were compared with predictions of
the selected theoretical models.
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1
Introduction

During the last several decades a great progress has been made in understanding of the
structure of the nucleon, but some quantities, essential to describe the structure of the
nucleon, are still not known with an intended precision. The nucleon is an extended
object and has a composite structure. Most of the high precision data about the nucleon
size and its structure was obtained from the electron scattering experiments. At the
low four-momentum transfer Q2, the interaction of the electron and the target nucleon
can be approximated with an exchange of one virtual photon. Since this interaction
is purely electromagnetic, it is simple and very well-known in terms of the quantum
electrodynamics (QED). The energy and the momentum of the virtual photon can be
varied independently and they are well-defined by the energy and momentum of the
incident and scattered electron. For a fixed energy and only varying the momentum
of the virtual photon it is possible to map out the so-called form factors. In the Breit
frame, fixed by the zero-energy transfer to the nucleon, the form factors (at low Q2) can
be interpreted as the three-dimensional Fourier transform of the charge, current and
transition densities. The inverse Fourier transforms of the form factors then give the
spatial distributions of those densities inside a nucleon [1, 2].

In a precise measurement of the cross section for the charged pion electroproduc-
tion on protons (p(e, e′π+)n) near threshold one part of the nucleon structure is get-
ting accessible. Since the state of the initial nucleon is changed by an emission of the
charged pion, this process is sensitive to the weak axial vector part of the nucleon
structure and corresponding form factors: the axial form factor and the induced pseu-
doscalar form factor [3]. The axial form factor is related to the spin-isospin distribution
of the nucleon [4] and the induced pseudoscalar form factor is related to the pion pole.

The virtual photon carries both a transversal ε and a longitudinal ε?L polarization.
That results in an appearance of the transversal T, longitudinal L and different interfer-
ence terms (TL and TT) in a cross section which describes the interaction of the virtual
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photons with the target proton. In case of an unpolarized electron beam and target this
cross section can be factorized as [5, 6]:

dσν

dΩ?
π
=

dσT

dΩ?
π
+ ε?L

dσL

dΩ?
π
+
√

2ε?L(1 + ε)
dσTL

dΩ?
π

cos φπ + ε
dσTT

dΩ?
π

cos 2φπ (1.1)

where φπ = φ?
π is the angle between the plane defined by momenta of the incom-

ing and the outgoing electron and the plane defined by the virtual photon and pion
momenta, "?" denotes quantities evaluated in the centre-of-mass frame. The most im-
portant terms related to the nucleon structure are the T and the L terms. The T term is
only sensitive to the axial form factor and the L term contains the induced pseudoscalar
form factor as one of the contributions.

The T and the L cross section terms can be experimentally separated. The mea-
surement has to be performed in the so-called parallel kinematics, in which the pro-
duced pion is detected in a direction of the virtual photon (the pion production angle
θπ = θ?π = 0◦). Since the interference terms have an explicit dependence in form of
dσTL ∼ sinθ∗π and dσTT ∼ sin2θ?π, they vanish in the parallel kinematics and the cross
section now contains only the T and the L terms [5, 6]. The idea is to repeat the cross
section measurement for the fixed values of the invariant mass W and four-momentum
transfer Q2, and only vary the virtual photon polarization ε (ε?L), which can be accu-
rately controlled by means of the electron kinematics. The T and the L terms now act
as coefficients in the equation of a straight line, which can be easily determined via
straight-line fit. This procedure is also known as the Rosenbluth separation [7].

It is also relatively easy to experimentally separate the TL interference term. Two
measurements of the cross section at fixed values of W, Q2 and ε are needed. One
measurement has to be performed at θ?π 6= 0 and φπ = 0◦, and the other measurement
for the same θ?π angle, but φπ = 180◦ (the plane defined by the virtual photon and the
pion momenta is flipped upside-down), or it is custom to say that measurements have
to be performed to the left and to the right for the same pion angle with respect to the
virtual photon direction [6]. In those two kinematical situations the T, L and TT terms
have same values, which cancel out when subtracting the measured left and right cross
section and the TL term can be extracted from this difference.

Knowing the precise values of the experimental T, L and TL cross section terms at
given W and Q2 allows one to test theoretical predictions of these quantities, which are
based on various models of the nucleon structure.

First measurements of the charged pion electroproduction near threshold and the
separation of the T and L cross section terms in a subsequent data analysis started dur-
ing the seventies of the last century in Frascati, Saclay, Hamburg (DESY), Daresbury,
Kharkov (see [5] and related references). The obtained data was used to extract the ax-
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ial form factor from the Q2-dependence of the T term (the procedure will be described
in the next chapter). The problem with these results was that they were accompanied
by large statistical and systematic errors.

A series of recent experiments have been carried out in the framework of A1 col-
laboration, using the Mainz Microtron (MAMI) electron accelerator, at the Institute
for Nuclear Physics at the Johannes Gutenberg University of Mainz, Germany. Mea-
surements of the cross section for the positive pion-on-proton electroproduction were
performed at the invariant mass of W = 1125 MeV, which is approximately 46 MeV
above the threshold for the production of charged pions, at the four-momentum trans-
fer of Q2 = 0.117 (GeV/c)2 [8, 9], Q2 = 0.195 (GeV/c)2, and Q2 = 0.273 (GeV/c)2

[10, 11]. Statistical uncertainties of the measured cross section in the p(e, e′π+)n re-
action were between 0.7% and 2.3%, the corresponding systematic uncertainties were
between 1.6% and 3.7% [11]. The Rosenbluth separation was done for each Q2-point,
thus allowing the extraction of the axial form factor. The measurement at Q2 = 0.058
(GeV/c)2 was later performed [12], with an aim of studying the behavior of the T and
L cross section terms at the lower four-momentum transfer.

Since a measurement closer to the p(e, e′π+)n reaction threshold (W = 1079.14
MeV) would allow an access to even lower four-momentum transfers, in this thesis we
present the measurement and the analysis of the p(e, e′π+)n coincidence experiment
only' 15 MeV above the threshold. The experiment was performed by the A1 Collab-
oration using the continuous electron beam provided by MAMI at the Institute for Nu-
clear Physics, University of Mainz. The scattered electron was detected in spectrometer
A, while the produced pion was detected in the short-orbit spectrometer (SOS). The in-
variant mass W was fixed at 1094 MeV and the virtual photon four-momentum transfer
Q2 at 0.078 (GeV/c)2. In total, measurement of five different kinematical settings was
performed. Three of them, with the virtual photon polarization values of ε = 0.897,
0.591 and 0.306, were measured in the parallel kinematics in order to separate the T
and the L cross section terms via Rosenbluth separation. In the last two measurements
at ε = 0.897, the pion was detected at −18.7◦ and +18.7◦ (in the centre-of-mass frame)
offset from the parallel kinematics. In this way it was possible to determine the TL
interference term of the cross section.

Detecting the low-energy pions is an experimental challenge. Pions are unstable
particles decaying dominantly to a muon and a muon neutrino, with a lifetime of
26.033 ns [13]. The lengths of particle trajectories in each of three standard spectrome-
ters of A1 collaboration are in the order of 10 m and approaching the reaction thresh-
old, due to the pion decay, the number of pions passing through the detector package
is reduced and to obtain an acceptable statistical error the measurement time has to
be increased. At the same time, a fraction of muons, which are created in direction of
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pions is increased. Such muons will be also detected and they can not be distinguished
from the pions, causing an increase of the systematic error of the measurement. The
muon contamination has to be determined via simulation. The SOS was built to over-
come these problems, providing the particle flight path of approximately 1.6 m from
the target to the detector package. The design, assembling and calibration of the SOS
detector system was done in the framework of the diploma and doctoral thesis of Dag-
mar Baumann [12, 14] and Matthias Ding [15, 16]. Taking into account the new value
of the flight path the fraction of the detected pions is greatly increased, while the muon
contamination is significantly reduced.

Prior to this thesis, the analysis of the data obtained from the measurement of the
p(e, e′π+)n reaction with SOS was never performed. Therefore, a big effort was in-
vested to develop different correction methods needed for a consistent data analysis,
such as the determination of the SOS drift chamber efficiencies, calculation of the pion
decay correction and the development of the Monte Carlo simulation for the estima-
tion of a muon contamination in the SOS data. Using the new-developed correction
methods the p(e, e′π+)n cross section was determined for all five kinematical settings,
subsequently the physical goal of this thesis was fulfilled by extracting the values of
the T, L and TL cross section terms at W = 1094 MeV and Q2 = 0.078 (GeV/c)2.

The thesis is divided into 7 chapters. In chapter 2 the underlying theoretical for-
malism of the charged pion electroproduction will be briefly explained. The definition
of the differential cross section, electromagnetic and weak form factors will be given,
as well as methods for extracting of these quantities from the experimental data. In
chapter 3 the electron accelerator MAMI and the standard three spectrometer setup of
the A1 collaboration will be described. The SOS will be described in a separate chap-
ter 4. This spectrometer is not part of the standard setup – it was build especially for
the detection of the low-energy pions. The performed experiment and the selected
kinematical settings will be presented in chapter 5. All steps of the analysis will be
discussed in detail in chapter 6. The thesis ends with chapter 7, where the experimen-
tal results are presented and compared with predictions of the selected models, and
finally at the end an outlook for the further research and data analysis improvements
is given.
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2
Theoretical Background

In the following chapter an introduction into the theory of the unpolarized electron
scattering on nucleon will be presented. Particular emphasis will be given to charged
pion production and to kinematic conditions under which particular quantities of the
nucleon weak interaction can be experimentally accessed.

2.1 Pion electroproduction kinematics

The kinematical variables of the charged pion electroproduction on nucleons are pre-
sented on Fig. 2.1. The motion of each particle in a reaction is completely described by
a four-momentum (energy E, momentum #»p ). The reaction of the charged pion electro-

Figure 2.1 — Reaction of the charged pion electroproduction on nucleon in the plane-wave
Born approximation of one photon exchange.
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production on nucleon can be written as:

e(ki) + N(Pi)→ e′(k f ) + N′(Pf ) + π(kπ) (2.1)

where Pi = (Ei,
#»

P i) and Pf = (E f ,
#»

P f ) are four-momenta of the initial and of the
final nucleon, ki = (εi,

#»

k i) and k f = (ε f ,
#»

k f ) of the incident and of the scattered
electron, and kπ = (ωπ,

#»

k π) is the four-momentum of the produced charged pion.
The electron-nucleon interaction is purely electromagnetic. The coupling constant (α =

e2/(4π) ≈ 1/137) is small, allowing the description of the process in the so-called one
photon exchange approximation (Fig. 2.1). In this approximation, the four-momentum
of exchanged photon q = (ω, #»q ) is well defined by four-momenta of the incident and
of the scattered electron q = ki − k f . Therefore, the pion electroproduction can be
further simplified to:

γ∗(q) + N(Pi)→ N′(Pf ) + π(kπ) (2.2)

where γ∗ refers to a virtual photon. Having q2 < 0 for the virtual photon (q2 = 0 for
real photon), it is common to introduce a positive scalar Q2 = −q2.

The above statements are valid for charged pion electroproduction both on pro-
tons and on neutrons, but experimentally it is more convenient to measure positively
charged pion electroproduction on proton (free neutron is unstable), i. e. from now on
we consider the p(e, e′π+)n reaction or in terms of one photon exchange p(γ∗, π+)n.
In the laboratory frame, scattering occurs on a stationary proton and the proton four-
momentum is Pi = (mp,

#»

0 ), where mp = 938.27 MeV/c2 is the proton mass. The
four-momentum of the produced neutron Pf is not detected, but can be derived from
the energy and momentum conservation laws. The threshold energy for this reaction
equals to the masses’ sum of reaction products: mnc2 + mπc2 = 1079.14 MeV. The
Mandelstam variables are defined as [17]:

s = W2 = (Pi + q)2 = (Pf + kπ)
2

t = (q− kπ)
2 = (Pi + Pf )

2

u = (Pf − q)2 = (Pi − kπ)
2

(2.3)

and they fulfill:

s + t + u = q2 + m2
p + m2

n + m2
π = 2m2

p + m2
π −Q2 (2.4)

Neglecting the electron mass, the total energy in the centre-of-mass frame of the pion
neutron system W and four-momentum transfer Q2 are:

W2 = (Pi + q)2 = m2
p −Q2 + 2mpω

Q2 = −q2 = 4εiε f sin2 θe

2

(2.5)
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Fig. 2.2 illustrates used spatial coordinate systems. The scattering plain is defined
by momenta vectors of the incident and of the scattered electron,

#»

k i and
#»

k f respec-
tively. The pion momentum vector

#»

k π and the virtual photon momentum vector #»q
define the reaction plane.

Figure 2.2 — Definition of spatial variables used for describing the p(e, e′π+)n reaction.

By varying quantities in the laboratory frame: electron scattering angle θe, incident
electron energy εi and scattered electron energy ε f ; it is possible to set W and Q2 to
a wanted combination. The exchanged virtual photon can be polarized transversally
as well as longitudinally. The transversal polarization is described by polarization
parameter ε:

ε =

(
1 +

2| #»q |2
Q2 tan2 θe

2

)−1

(2.6)

ε can be set by choosing appropriate electron scattering angle θe. The range of ε val-
ues lies between 0 for backscattering and 1 for forward-scattering. The longitudinal
polarization parameter ε?L can be also expressed as:

ε?L =
Q2

ω?2 ε (2.7)

2.2 Cross section

The differential cross section of exclusive π+-electroproduction in one photon exchange,
with phase space expressed in the laboratory frame, can be written as [6]:

dσ =
εi

| #»k i|
me

εi

mi

Ei

me

ε f

d3k f

(2π)3
1

2ωπ

d3kπ

(2π)3

m f

E f

d3Pf

(2π)3 (2π)4δ(4)(Pi + q− kπ − Pf )

× | 〈Pf , kπ| Jµ |Pi〉 q−2 〈k f | jµ |ki〉 |2
(2.8)
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As mentioned above, the interaction of the electron-nucleon system is purely elec-
tromagnetic and the structure of this process can be described by the electron current jµ
and the current of the hadronic system Jµ. The square of the transition matrix elements
can be represented as a product of the leptonic tensor ηµν and the hadronic tensor Wµν,
which are both second order Lorentz-tensors:

| 〈Pf , kπ| Jµ |Pi〉 q−2 〈k f | jµ |ki〉 |2 = Wµνηµν (2.9)

The leptonic tensor describes the electron vertex and it can be written as:

ηµν = ∑
s f

(ū(k f , s f )eγµu(ki, si))(ū(k f , s f )eγµu(ki, si))
∗

=
e2

2m2
e
(2KµKν +

1
2

q2gµν −
1
2

gµgν + ihεµναβqαKβ)

(2.10)

whereby K = 1
2(ki + k f ), h = #»σ · k̂i = ±1 is the helicity of an incident electron, gµν is the

metric tensor and εµναβ is the totally antisymmetric tensor (ε0123 = 1). The definition
of the hadronic tensor is:

Wµν = (
m

4πW
)2 〈χ f | Jµ |χi〉 〈χ f | Jν |χi〉∗ (2.11)

where |χi〉 and |χ f 〉 are nucleon spinors in the initial and the final states. Jµ = (ρ,
#»

J )
is a transition current operator between the hadronic initial and the final states. Using
CGLN (Chew, Goldberger, Low, Nambu) amplitudes Fi(i = 1, ..., 8) and substitutions
σ̃ = #»σ − ( #»σ · q̂)q̂ and k̃π =

#»

k π − (
#»

k π · q̂)q̂, components of the transition current
operator can be written as [6]:

#»

J =
4πW

M
(iσ̃F1 + ( #»σ · k̂π)(

#»σ × q̂)F2 + ik̃π(
#»σ · q̂)F3

+ ik̃π(
#»σ · k̂π)F4 + iq̂( #»σ · q̂)F5 + iq̂( #»σ · k̂π)F6)

ρ =
4πW

M
(i( #»σ · k̂π)F7 + i( #»σ · q̂)F8) =

#»q · #»

J
ω

(2.12)

The structure functions F1,...,4 describe the transversal current, where F5 and F6 describe
the longitudinal current. Because of the gauge invariance the charge can be replaced
with the longitudinal current and vice versa [6]. The coincidence cross section can be
expressed via six structure functions, which describe the transition current. The last
two structural functions can be written as:

| #»q |F5 = ωF8, | #»q |F6 = ωF7 (2.13)

To evaluate the differential cross section 2.8, an average over the unobserved spin

8



degrees of freedom of the initial state and a sum over the final states need to be done.
According to [5] the triple differential cross section can then be written as:

dσ

dΩ f dε f dΩ?
π
= Γ

dσν

dΩ?
π

(2.14)

Γ is the virtual photon flux and it is determined only by quantities in the laboratory
frame ("?" denotes quantities evaluated in the centre-of-mass frame):

Γ =
α

2π2

ε f

εi

kγ

Q2
1

1− ε
(2.15)

kγ = (W2 −m2
i )/2mi is the so-called "photon equivalent energy". This is an energy in

the laboratory frame, which a real photon needs to have, in order to excite the hadronic
system to the centre-of-mass energy W.

Using the transition current operator 2.12 and the hadronic tensor 2.11, the virtual
photon cross section dσν/dΩ?

π can be written as:

dσν

dΩ?
π
=
| #»k π|
kCM

γ

(
Wxx + Wyy

2
+ ε?LWzz −

√
2ε?L(1 + ε)Re(Wxz) + ε

Wxx −Wyy

2

+ h
√

2ε?L(1− ε) Im(Wyz) + h
√

1− ε2 Im(Wxy)

) (2.16)

kCM
γ = (mi/W)kγ is the photon equivalent energy in the hadronic centre-of-mass

frame. By setting the z-axis of the coordinate system to be in direction of the mo-
mentum transfer, it is possible to relate individual terms of the hadronic tensor with
the longitudinal and the transversal components of the nucleon current. If the depen-
dency on the angle between the reaction and the scattering plane φπ = φ?

π is expressed
explicitly, it is possible to define six response functions, which are functions of three
independent variables Q2, ω?

π and θ?π [6]:

RT =
1
2
(Wxx + Wyy) RL = Wzz cos φπRTL = −Re Wxz

sin φπRTL′ = Im Wyz cos 2φπRTT =
1
2
(Wxx −Wyy) RTT′ = Im Wxy

(2.17)

With the help of 2.17, the virtual photon cross section can be expressed as:

dσν

dΩ?
π
=
| #»k π|
kCM

γ

(
RT + ε?LRL +

√
2ε?L(1 + ε)RTL cos φπ + εRTT cos 2φπ+

+ h
√

2ε?L(1− ε)RTL′ sin φπ + h
√

1− ε2RTT′

) (2.18)
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It is possible to experimentally separate particular response functions and interpret
them as a reaction cross section for the particular combination of the polarization of
the virtual photon ε, the helicity of the electron h, and the angle φπ [5, 6]:

dσν

dΩ?
π
=

dσT

dΩ?
π
+ ε?L

dσL

dΩ?
π
+
√

2ε?L(1 + ε)
dσTL

dΩ?
π

cos φπ + ε
dσTT

dΩ?
π

cos 2φπ+

+ h
√

2ε?L(1− ε)
dσTL′

dΩ?
π

sin φπ + h
√

1− ε2 dσTT′

dΩ?
π

(2.19)

The first two terms from the left in 2.19 are the transversal T and the longitudinal
L cross sections. It is possible to decompose them into a multipole series of cos θ?π and
they do not depend on the angle φπ. The third and the fifth terms are the transversal-
longitudinal interference cross sections (TL and TL′). They depend on cos φπ and
sin φπ, and therefore they must have an explicit factor sin θ?π, i. e. they vanish along
the direction of the virtual photon transfer. The same applies to the fourth term, the
transverse-transverse interference cross section TT, because of the sin2 θ?π proportion-
ality.

In case of an unpolarized electron beam and an unpolarized target, only the first
four terms in 2.19 (T, L, TL and TT) contribute to the virtual photon cross section
dσν/dΩ?

π. The contribution of the fifth term (TL′) arises only if the incident electron
beam is polarized and the last term (TT′) appears for the simultaneously polarized
target and the electron beam or in the case of a measurement of the recoil polarization.

The experiment which will be presented in this thesis was performed with the un-
polarized electron beam and the unpolarized target. Hence, the fifth and the sixth term
in 2.19 can be neglected. For the first set of kinematical settings the pion was detected
in a direction of the virtual photon transfer (so-called "parallel kinematics" θ?π = 0).
All terms in 2.19 which are proportional to sin θ?π vanish, so in the end only two terms
remain:

dσν

dΩ?
π

∣∣∣
θπ=0

=
| #»k π|
kCM

γ

(RT + ε?LRL)

=
dσT

dΩ?
π
+ ε?L

dσL

dΩ?
π

(2.20)

The transversal T and the longitudinal L cross sections can be separated by measuring
the virtual photon cross section for various values of the photon polarization ε (and
thereby ε?L) at fixed values of the four-momentum transfer Q2 and the centre-of-mass
energy W. Using a linear regression on a given data, according to the equation 2.20, the
slope can be identified as the longitudinal L and the y-axis intercept as the transversal
T cross section. The stated procedure is called the Rosenbluth separation.

10



The used experimental setup, which will be described in detail in subsequent sec-
tions, also allows a separation of the transversal-longitudinal interference term TL. The
idea is to make two cross section measurements at φπ = 0◦ and φπ = 180◦ (or in other
words "to the left" and "to the right" from the virtual photon direction #»q ). For those
measurements values of ε, Q2 and W should be fixed. In order to save a measurement
time, the measurements should be performed for a large value of the ε (at the same
time the cross section is also larger).

Because of the cosine dependence of the TL term, the "left" and the "right" TL terms
will differ in a sign, but other terms (T and L) will stay the same:

dσTL

dΩ?
π
=

dσν

dΩ?
π

∣∣∣
φπ=0◦

− dσν

dΩ?
π

∣∣∣
φπ=180◦

2
√

2ε?L(1 + ε)
(2.21)

There is also another way to determine the TL term. Due to a high angular resolution
of the spectrometers, it is possible to measure the virtual photon cross sections as a
function of the polar angle θπ and then the TL term can be extracted using a fit on the
cross section’s sine dependence. The ε, the Q2 and the W should be fixed.

The TT interference term can be determined in an "out-of-plane" measurement,
that is φπ 6= 0◦, 180◦. At present, it is not possible to perform the out-of-plane mea-
surements with the SOS, this will be explained in chapter 4.

2.2.1 Partial wave analysis

For a near-threshold electroproduction of charged pions (in this experiment pions are
produced around 15 MeV above the threshold) contributions of inelastic channels are
negligible. This makes it one of those situations, where it is convenient to apply the
Fermi-Watson theorem: for each multipole the electroproduction amplitude is a com-
plex quantity whose phase is equal to the corresponding pion-nucleon phase shift [5].
Using this theorem it is possible to write each partial wave component (α) of the struc-
ture functions Fi, i = 1, ..., 8 as a product of a real function of the kinematic variables
Rα

i and a phase shift for the elastic pion-nucleon scattering δα = δα(ω?
π) of the channel

α, defined by the orbital angular momentum l = 0, 1, 2, ..., the total spin J = |l ± 1/2|,
and the total isospin I (1/2 or 3/2) of the pion-nucleon system [6]:

Fα
i = eiδα Rα

i (2.22)

The angular momentum decomposition has to be done in the initial as well as in the
final state. In the initial state the virtual photon is described by wave functions carrying
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the spin 1 and having the orbital momentum l̃ relative to the target nucleon. Using the
vector spherical harmonics the photon wave functions can be written as:

Yl̃LM = ∑
ν

C(1λ, l̃ν|LM)êλỸlν(r̂) (2.23)

the transverse polarizations λ = ±1 are leading to the electric and the magnetic mul-
tipole transitions, the longitudinal polarization λ = 0 leads to the longitudinal or the
Coulomb transitions [6].

On the other hand, the final state is characterized by the pion orbital momentum l
relative to the recoiling nucleon. Along with the intrinsic parity of the pion, the parity
of the final state is (−1)l+1. The final and the initial states have the same total spin J:

J = |l ± 1
2
| = |L± 1

2
| (2.24)

The parity arguments lead to:

coulomb, electric : (−1)L = (−1)l+1 → |L− l| = 1
magnetic : (−1)L+1 = (−1)l+1 → L = l

(2.25)

Table 2.1 — Pion electroproduction amplitudes [6]. The notation is explained in the text.

γN-system πN-system
L Multipol J l Multipol
0 C0 1/2 1 L1−

1
E1/C1 1/2 0 E0+/L0+

3/2 2 E2−/L2−

M1 1/2 1 M1−
3/2 1 M1+

2
E2/C2 3/2 1 E1+/L1+

5/2 3 E3−/L3−

M2 3/2 2 M2−
5/2 2 M2+

Table 2.1 contains the lowest electromagnetic excitation modes and the correspond-
ing pion-nucleon states. The first two columns of the table 2.1 denote well-known
electromagnetic multipoles, the third and the fourth columns contain the spin and the
orbital momentum of the pion-nucleon system. The last column contains the pion pro-
duction multipole in which the first index is the orbital momentum, the sign represent
the orientation of the spin and the nucleon orbital momentum (sign "+" means that
they are parallel J = l + 1/2).
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The CGLN-amplitudes, which were introduced in subsection 2.3, can be decom-
posed into a multipole series [5] of derivatives of the Legendre polynomials Pl:

F1 = ∑
l≥0

{
(lMl+ + El+)P′l+1 + [(l + 1)Ml− + El−]P′l−1

}
F2 = ∑

l≥1

[
(l + 1)Ml+ + lMl−

]
P′l

F3 = ∑
l≥1

[
(El+ −Ml+)P′′l+1 + (El− + Ml−)P′′l−1

]
F4 = ∑

l≥2

(
Ml+ − El+ −Ml− − El−

)
P′′l

F5 = ∑
l≥0

[
(l + 1)Ll+P′l+1 − lLl−P′l−1

]
F6 = ∑

l≥1

[
lLl− − (l + 1)Ll+

]
P′l

(2.26)

The multipoles depend on the energy W and the momentum transfer Q2, and the Leg-
endre polynomials are functions of the polar angle of the pion in the centre-of-mass
frame θ?π [6].

The multipole decomposition of the CGLN amplitudes can be used to express re-
sponse functions via multipoles. The decomposition of the response functions up to
l = 1 follows:

RT = |E0+|2 + 0.5|2M1+ + M1−|2 + 0.5|3E1+ −M1+ + M1−|2

+ 2 cos θ?π Re
{

E∗0+(3E1+ + M1+ −M1−)
}

+ cos2 θ?π

(
|3E1+ + M1+ −M1−|2 − 0.5|2M1+ + M1−|2

− 0.5|3E1+ −M1+ + M1−|2
)

RL = |L0+|2 + 4|L1+|2 − 4 Re
{

L∗1+L1−
}
+ 2 cos θ?π Re

{
L∗0+(4L1+ + L1−)

}
+ 12 cos2 θ?π

(
|L1+|2 + Re

{
L∗1+L∗1−

})
RTL =− sin θ?π Re

(
L∗0+(3E1+ −M1+ + M1−)− (2L∗1+ − L∗1−)E0+

+ 6 cos θ?π
(

L∗1+(E1+ −M1+ + M1−) + L∗1−E1+
))

RTT =3 sin2 θ?π

(3
2
|E1+|2 − 0.5|M1+|2 − Re

{
E∗1+(M1+ −M1−) + M∗1+M1−

})

(2.27)

In vicinity of the threshold only S partial waves remain, so that the E+0 multipole
contributes only to the T cross section term and the L+0 multipole to the L cross section
term:

dσT

dΩ?
π
=
| #»k π|
kCM

γ

|E0+|2
dσL

dΩ?
π
=
| #»k π|
kCM

γ

|L0+|2 (2.28)
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2.2.2 Electromagnetic vector form factors

By respecting the charge conservation, the Lorentz invariance and spatial symmetries
the most general vector current matrix element of a nucleon is given by equation 2.29.
It gives a full description of the transition probability for the elastic electron scattering
on nucleon from the initial state |N(Pi)〉 to the final state |N(Pf )〉:

〈N(Pf )| Jµ(0) |N(Pi)〉 = ū(Pf )
{

eF1(Q2)γµ +
ie

2M
F2(Q2)σµνqν

}
u(Pi) (2.29)

where M is the nucleon mass, Jµ(x) is the electromagnetic current operator, F1 is the
helicity-non-flip Dirac form factor and F2 is the helicity-flip Pauli form factor, u(P) is
the nucleon Dirac spinor. γµ = (γ0, γ1, γ2, γ3) are Dirac γ matrices, σµν = i/2[γµ, γν] =

i/2(γµγν−γνγµ) is the antisymmetric traceless combination of γ-s and qµ = (P′− P)µ

is the four-momentum of the virtual photon [16, 18, 19].

In the one photon approximation, the elastic differential cross section in the lab-
oratory frame for the unpolarized electron scattering on a nucleon with the internal
structure is:

dσ

dΩ

∣∣∣
Lab

=
dσ

dΩ

∣∣∣
Mott
· E′

E

{
F2

1 (Q
2) + τF2

2 (Q
2) + 2τ

(
F1(Q2) + F2(Q2)

)2 tan2 θe

2

}
(2.30)

where τ = Q2/(4M2) is the dimensionless quantity, θe is the electron scattering angle,
E is the incident and E′ is the final electron energy. The Mott cross section describes
scattering of a spin 1/2 particle on a point-like target. In order to avoid the mixed form
factor term in 2.30, it is convenient to use the so-called electric GE and the magnetic
GM Sachs form factors:

GM = F1 + F2, GE = F1 − τF2 (2.31)

In the Breit frame, defined by qµ = (0, #»q ), the energy of the virtual photon vanishes
and the Sachs form factors become functions of #»q . Now the GE and the GM can be in-
terpreted as a 3-dimensional Fourier transform of the spatial distribution of the electric
charge and the magnetization densities, respectively [20].

In terms of the Sachs form factors, the differential cross section is now:

dσ

dΩ

∣∣∣
Lab

=
dσ

dΩ

∣∣∣
Mott
· E′

E

{G2
E(Q

2) + τG2
M(Q2)

1 + τ
+ 2τG2

M(Q2) tan2 θe

2

}
(2.32)

The Sachs form factors can be extracted from the measured cross section using the
Rosenbluth method. For fixed Q2 the measured cross section should behave as a linear
function of tan2 θe

2 . Now 2τG2
M(Q2) can be interpreted as a slope of this linear function,

while GE can be determined by extrapolating to τ = 0 [20].
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2.2.3 Weak axial-vector form factors

The use of the Lorentz, the parity and the isospin invariance, and the Dirac equation
permits one to write the most general axial vector current matrix element of a nucleon,
in the absence of second-class currents, as:

〈N(Pf )| Aµ,a(0) |N(Pi)〉 = ū(Pf )
{

GA(Q2)γµγ5 + GP(Q2)
qνγ5

2M

}τa

2
u(Pi) (2.33)

here Aµ,a(x) is the axial vector current operator, a denotes the isospin component, γ5 =

iγ0γ1γ2γ3 is the important traceless product of γ matrices, τa are Pauli matrices in
the isospin space, GA(Q2) is the axial-vector form factor, and GP(Q2) is the induced
pseudoscalar form factor.

The hadron vertex in the charged pion electroproduction near the threshold in the
one photon exchange approximation can be split, as shown on Fig. 2.3, into a sum of
individual processes. Only none-resonant Born terms are shown here, since the contri-
butions from resonant Born terms and vector-meson exchange terms can be neglected
near the threshold. It is also indicated, which form factor is associated with the partic-
ular Born term. If a kinematical setting is chosen appropriately, the contribution of the
particular Born term to the overall cross section can be enhanced, and the correspond-
ing form factor can be extracted from those data.

Figure 2.3 — Decomposition of the charged pion electroproduction hadron vertex into non-
resonant Born terms: a) s-channel term, b) u-channel term, c) t-channel or pion pole term, d)
contact or seagull term. Contribution of the resonant Born terms and vector-meson exchange
terms near threshold can be neglected. The full circles represent corresponding form factors
[10, 12, 16].

In the first two Born terms a photon is directly coupled to the nucleon, a) via s-
channel to the proton or b) via u-channel to the neutron, represented as the direct and
the crossed nucleon pole. The form factors associated with those terms are the electric
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GE and the magnetic GM Sachs form factors of a) proton and b) neutron. They can be
determined in the elastic electron scattering experiments.

The third term is the t-channel term or the pion pole term where the pion form
factor Fπ and the induced pseudoscalar form factor GP play a significant role. The
pion form factor Fπ is of a monopole type 1/(1 + Q2/Λ2

π) with Λπ ≈ 0.735 GeV [9].
For the pion electroproduction near the threshold most important is the fourth contact
term (also called the seagull or the Kroll-Rundemann term) closely related to the axial
form factor GA, which is of a dipole type, parameterized as:

GA(Q2) =
GA(0)(

1 +
Q2

M2
A

)2
(2.34)

The GA(0) = gA = 1.2701 [13] is the axial coupling constant. MA is the axial mass,
which is directly connected to a mean square of the axial radius 〈r2

A〉1/2 =
√

12/MA.

If one assumes the pion pole dominance of the induced pseudoscalar coupling, GA

and GP are related by [6]:

GP(Q2) =
4M2

m2
π + Q2 GA(Q2) (2.35)

In the pion pole term the virtual photon is coupled to the pion emitted from the nu-
cleon, and because of this, the GP is particularly sensitive to the pion cloud [21].

In the limit Q→ 0 and by using the partially conserved axial-vector current (PCAC)
hypothesis, which states that the axial current is only conserved in the chiral limit
(mπ → 0) and without the presence of the electromagnetic field, it is possible to obtain
the so-called Goldberger Treiman relation [22]. The importance of this relation is in
providing the simple connection between the pion-nucleon coupling constant gπN of
the strong interaction with the pion decay constant fπ and the axial coupling constant
gA of the weak interaction:

gπN

M
=

gA

fπ
(2.36)

where M = 938.9 MeV is the nucleon mass, gπN = 14.11 [23], fπ = 92.21 MeV [13].
Using the 2.35 and the Goldberger Treiman relation 2.36 it is possible to relate the pseu-
doscalar form factor GP with gπN and fπ:

GP(Q2) ' 4M fπgπN

m2
π + Q2 (2.37)

Within the framework of the quantum chromodynamics (QCD) coupled to external
fields, starting from the most general effective chiral Lagrangian up to and including
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O(q3) in the baryonic sector (so-called Lorentz-invariant or relativistic formulation of
chiral perturbation theory - RChPT) the results for the GA and the GP are [24]:

GA(Q2) = gA

(
1 +

1
6
〈r2

A〉Q2
)

(2.38)

GP(Q2) = 4M2
( fπgπN

M
1

m2
π + Q2 −

1
6

gA〈r2
A〉
)

(2.39)

where

gA = GA(0) = g̊A +
b17m2

π

4π2 f 2
π

(2.40)

〈r2
A〉 =

6
GA(0)

dGA(Q2)

dQ2

∣∣∣
Q2=0

= − 6
gA

b23

4π fπ
2 (2.41)

b17 in 2.40 and b23 in 2.41 are low energy constants from the tree-level approximation.
The constant b17 provides correction to the axial coupling constant in the chiral limit
g̊A, and b23 is related to the axial radius 〈r2

A〉, which makes this term very important,
since it is responsible for the Q2 dependence of the axial form factor GA [17].

2.2.4 Extraction of the axial form factor GA from experimental data

The axial form factor GA and the axial mass MA are experimentally accessible in two
different types of reactions: the quasi-elastic scattering of (anti-)neutrinos on various
targets and the near threshold positive pion-on-proton electroproduction.

In experiments based on the quasi-elastic (anti-)neutrino scattering the axial form
factor is extracted from the Q2 dependence of the quasi-elastic (anti-)neutrino-nucleon
cross section:

dσν(ν̄)

dQ2 ∝

[
A± s− u

M2 B +
(s− u)2

M4 C

]
(2.42)

where s and u are Mandelstam variables, M is the mass of the nucleon and most
important A, B and C are bilinear forms of the electromagnetic nucleon form fac-
tors and the axial nucleon form factor. The exact expressions for the A, B and C
can be found in [3]. Since the electromagnetic form factors are known, the only un-
known which can be extracted from the cross section is the axial form factor together
with the axial mass. Older experiments (summarized on left Fig. 2.4), affected by
the relatively large statistical and systematic uncertainties, provide the weight aver-
aged axial mass MA = 1.026± 0.017 GeV, or the scaled-error [13] averaged axial mass
MA = 1.026± 0.021 GeV [11].

Contrary to that, almost all recent high statistics experiments (except the NOMAD
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experiment) report even larger axial mass values, table 2.2. There are different ideas on
the cause of this discrepancy [25, 26]. One of the possible explanations is usage of light
nuclei as targets in the recent experiments, while in the older experiments the deu-
terium was predominantly used as the target. Therefore, it is not possible to exclude
the influence of the nuclear medium on the axial mass [26]. But the real cause of this
discrepancy still remains an open question.

Figure 2.4 — Compilation of the axial mass data: the left figure refers to older neutrino scatter-
ing experiments, the right figure refers to data obtained in the pion electroproduction experi-
ments. Figures and references indicated on them are from [11].

Table 2.2 — MA values from recent experiments. Table from [25].

Experiment Target Cut in Q2 (GeV/c)2 MA (GeV)

K2K oxygen Q2 > 0.2 1.20 ± 0.12 [27]
carbon Q2 > 0.2 1.14 ± 0.11 [28]

MINOS iron no cut 1.19 ± 0.17 [29]
iron Q2 > 0.2 1.26 ± 0.17 [29]

MiniBooNE carbon no cut 1.35 ± 0.17 [30]
carbon Q2 > 0.2 1.27 ± 0.14 [30]

NOMAD carbon no cut 1.07 ± 0.14 [31]

For the charged pion electroproduction near the threshold, the T and the L cross
section terms are well-described only with the s-wave multipoles 2.28. In the case of
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the p(e, e′π+)n reaction this are E(−)
+0 and L(−)

+0 multipoles. Nambu, Lurié and Shrauner

calculated the electric dipole amplitude E(−)
+0 for the virtual photons at the threshold in

the limit of massless pions:

E(−)
+0 (mπ = 0, q2) =

√
1− q2

4M2
eGA(0)
8π fπ

[
GA(q2) +

q2

4M2 − 2q2 GM(q2)

]
(2.43)

This equation can be expanded to the q2 order:

E(−)
+0 (mπ = 0, q2) =

eGA(0)
8π fπ

[
1 +

q2

6
〈rA〉+

q2

4m

(
κv +

1
2

)
+O(q3)

]
(2.44)

κv is the anomalous magnetic moment of the nucleon. The equations 2.43 and 2.44 are
valid for the massless pion with the zero three-momentum and they have to be extrap-
olated to the physical region with the finite pion mass and the finite pion momentum.
There are several model-dependent procedures to do this and the model-independent
procedure based on the chiral perturbation theory (χPT), an overview of this topic can
be found in [10]. Now it is possible to extract the axial radius rA from the q2-slope of

the T cross section term and determine the axial mass MA =
√

12/〈r2
A〉.

The results for the axial mass MA determined in electroproduction experiments are
summarized on the right Fig. 2.4. The weighted scaled-error average of the axial mass
from many earlier experiments amounts to MA = 1.069± 0.016 GeV [11]. In the most
recent experiment, carried out in the framework of the A1 collaboration at MAMI, the
extracted axial mass was determined to be 1.077 ± 0.039 GeV [11].

The axial mass discrepancy between the old (anti-)neutrino and the pion electro-
production experiments can be explained in the framework of χPT [4], but this does
not hold for the new (anti-)neutrino experiments.

When using the pion electroproduction to determine the MA (or rA) from the q2-
dependence of the T cross section term, one also obtains the q2-dependence of the L
cross section term (or of the L(−)

+0 multipole 2.28), from which it is possible to extract the
induced pseudoscalar form factor GP. The extraction procedure is more complicated,
since the L(−)

+0 multipole also contains contributions from the pion form factor Fπ and

the pion-nucleon form factor GπN. The full expression for the L(−)
+0 multipole can be

found in [5], the expression evaluated in framework of the χPT can be found in [4].
The L cross section term has to be determined for pions with kinetic energy less than
35 MeV [12] to ensure the domination of the s-wave multipoles in the L term. The T
term is well-described by the s-wave multipole even for higher pion kinetic energies.
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3
Experimental Facility

In this chapter, the description of the MAMI electron accelerator and the standard three
spectrometer setup of the A1 collaboration together with their main components will
be given. Since the SOS is a nonstandard spectrometer, its description will be given in
the following chapter.

3.1 Mainz Microtron - MAMI

The Mainz Microtron (MAMI) is a so-called continuous wave electron accelerator. The
beam is divided into electron bunches with a repetition frequency of 2.45 GHz. Be-
cause of the high frequency, the detectors used by the experimentalists groups can not
register each bunch separately, therefore it seems as if the beam was continuous. The
machine can deliver beam currents from 10 pA up to 100 µA and energies between
180 MeV and 1.6 GeV. Due to the synchrotron radiation, the root mean square energy
spread of the beam is 30 keV at 855 MeV and 110 keV at 1.5 GeV. At present, there
are five successive stages: a linear injector accelerator, three consecutive race-track mi-
crotrons (RTM) and a harmonic double-sided microtron (HDSM) [32, 33]. A floor plan
with schematics is shown on Fig. 3.1.

The RTMs consist of a linear accelerator placed between two high precision dipole
magnets, which bend the beam path for 180◦ and enable the beam recirculation. The
HDSM consists of two anti-parallel linear accelerators. One of the linear accelerators
is operated on a double frequency to suppress beam instabilities. The beam is recircu-
lated by four magnets, each bending the beam for 90◦.

The accelerator can provide two types of the electron beam: unpolarized and polar-
ized. For the unpolarized beam a thermionic source is used. A beam current up to 100
µA can be reached with this source. Polarized electrons are produced by a photoelec-
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tric effect of a polarized laser light on the GaAs crystals. The polarization of the beam
is around 80%. The 100 µA beam current can be also achieved [33], but in order to pre-
vent the damage and prolong the lifetime of the GaAs crystals the maximum current
of the polarized beam is usually limited to 20 µA.

Figure 3.1 — Floor plan of MAMI accelerator and experimental halls. Figure form [32].

After the source, the beam is accelerated to 3.5 MeV by the linac accelerator and
injected into the first RTM. Here, the beam is recirculated 18 times, thereby increasing
the beam energy to 14.9 MeV. The second RTM is known as MAMI-A. After the 51
turns the beam energy is raised to 180 MeV, which is the minimal energy for which the
MAMI accelerator provides a stable beam. At this point the rest of the MAMI stages
can be bypassed and the beam can be directed to different experimental halls. The third
RTM, called MAMI-B, accelerates the beam after 90 turns up to 855 MeV. This stage is
equipped with a kicker magnet and by selecting appropriate recirculation path, it can
extract beam energies in 15 MeV steps. The final HDSM stage, called MAMI-C, gives
in 43 turns the maximum beam energy of 1.6 GeV [33].
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3.2 Target system

The target system is placed inside the vacuum scattering chamber, which is located
in the centre of the spectrometers rotation axis. A target ladder can be equipped with
several solid state materials of various thickness, such as polyethylene, graphite, tanta-
lum, copper etc. For each experiment the ladder holds a luminescent screen (chromium
doped Al2O3 plate with a cross hair printed on), which is used for the beam position
calibration. The desired material is selected by moving the ladder in a vertical direc-
tion. This is controlled remotely and can be done during the beam-time.

There are two different upper lids for the scattering chamber, one for a high-pressure
gas target (helium) and the other for the cryogenic liquid target (hydrogen or deu-
terium).

The cryogenic liquid target system consists of two cooling loops. In the outer loop
the hydrogen is liquefied at the Philips compressor and then transported via transfer
pipe to a heat exchanger inside the scattering chamber. The liquid hydrogen is cooling
the heat exchanger and the warmed up gas then returns to the Philips compressor,
closing the outer loop.

Figure 3.2 — Scattering chamber and hydrogen cryo target inner loop. The + sign in the
zoomed image represents the central point of the electron beam. Figure form [10].

The heat exchanger is also coupled to the inner loop Fig. 3.2 (called Basel-loop),
which contains the target gas. Before the beginning of each experiment the target gas is
liquefied. The inner loop can be equipped with two target cells: the cylindrical cell with
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a diameter of 2 cm made of the 50 µm thick Havar foil and the cigar-like cell with the
length of 4.95 cm, the width of 1.15 cm and the height of 1 cm made of the 10 µm thick
Havar foil. The target liquid is under-cooled and recirculated by a ventilator, in order
to prevent a local overheating by the electron beam and a creation of gas bubbles in the
target cell. For higher beam currents the effective heat deposition by the electron beam
has to be further reduced. Therefore, the beam is additionally rastered in transverse
directions at a frequency of several kHz and an amplitude of few mm. The temperature
and the pressure inside the inner loop are monitored during the experiment, enabling
the determination of the liquid target density. The stable density of the liquid target is
essential for a precise calculation of the luminosity.

3.3 The three spectrometer facility

The main experimental setup of the A1-collaboration at the Institute for Nuclear Physics
in Mainz, consists of three high resolution magnetic spectrometers, which are labelled
A, B and C. The spectrometers can be operated in a single, double or triple coinci-
dence mode. All three spectrometers can be rotated around the target in the centre for
the detection of charged particles at different scattering angles. Using the deflection
of the particles in the magnetic field and the trajectory measurement in vertical drift
chambers it is possible to determine the particle momenta. The information from the
scintillator planes and the Čerenkov detectors enables the particle identification. The
A1 experimental hall with the spectrometers is shown on the Fig. 3.3. In the follow-
ing text a summary of their optical properties and a brief description of the detector
packages will be given. The detailed description of the facility can be found in [34].

3.3.1 Optical properties of spectrometers

The magnets of spectrometers A and C are arranged in a quadrupole-sextupole-dipole-
dipole (QSDD) configuration. Magnetic field of the quadrupole magnet simultane-
ously influences the particles in two ways. By focusing the particles in a non-dispersive
direction, the quadrupole magnet consequently enlarges the scattering angle accep-
tance and by defocusing in a dispersive direction, it increases the intrinsic momentum
resolution of the spectrometer. The role of the sextupole magnet is to correct second-
order imaging errors, or the so-called spherical aberration. The two dipole magnets are
bending the particle trajectories towards the detector packages. Such magnet configu-
ration enables the high resolution measurement of the particle angle and momentum
at a relatively large acceptance (28 msr). Spectrometer C is a down-scaled version of
spectrometer A, the scaling factor is 11/14.
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Figure 3.3 — The experimental hall of A1 collaboration. The name of the spectrometers, from
left to the right, are A (red), B (blue) and C (green). In the middle of the photo is the SOS, placed
in front of the target. The electron beam pipe is coming from the right side.

Figure 3.4 — Arrangement of the magnets and the dimensions of spectrometers A (left) and B
(right). Figure from [34].
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Spectrometer B has only one dipole magnet in a clamshell configuration. Because
of this, spectrometer B is of a slimmer design in comparison with other two spectrom-
eters, and can reach scattering angles down to 7◦. The inclination of the pole shoes in
the clamshell configuration creates a double focusing inhomogeneous field, thus en-
abling the point-to-point focusing in the dispersive as well as in the non-dispersive
plane [34]. The spatial resolution is therefore higher, but the acceptance is smaller (5.6
msr). This spectrometer can also be tilted up to 10◦ for the out-of-plane measurements.
The main properties of the spectrometers are summarized in table 3.1, and the lay-outs
of spectrometer A and B are shown on Fig. 3.4.

Table 3.1 — Properties of the spectrometers. All information are design values for A, B and
C from [34] and for SOS from [14]. The SOS dispersion and the SOS angular resolution at the
target, were measured for the SOS at 54 cm distance from the target [16]. Missing entries could
not be determined. About the configuration: * Clamshell magnet, ** Browne-Buechner magnet,
(‖→ ·) = Parallel to Point imaging, (· → ·) = Point to Point imaging [35].

Spectrometer A B C SOS
Configuration QSDD D* QSDD D**
Imaging mode

Dispersive plane · → · · → · · → · -
Non dispersive plane ‖→ · · → · ‖→ · -

Maximum momentum [MeV/c] 735 870 551 147
Reference trajectory momentum [MeV/c] 630 810 459 –
Central trajectory momentum [MeV/c] 660 810 490 –
Momentum acceptance [%] 20 15 25 21
Angle acceptances

Dispersive plane [mrad] ±70 ±70 ±70 ±80
Non dispersive plane [mrad] ±100 ±20 ±100 ±14.8
⇒ Solid angle [msr] 28 5.6 28 4.8

Scattering angle range [◦] 18 - 160 7 - 62 18 - 160 15 - 62
Angle of focal plane [◦] 45 47 45 53
Length of the central trajectory [m] 10.75 12.03 8.53 1.54
Dispersion (central trajectory) [cm/%] 5.77 8.22 4.52 ' 1.0
Magnification (central trajectory) 0.53 0.85 0.51 -
Dispersion/Magnification [cm/%] 10.83 9.64 8.81 -
Momentum resolving power ≤ 10−4 ≤ 10−4 ≤ 10−4 1.3·10−3

Angular resolution at the target [mrad] ≤3 ≤3 ≤3 5.3 (θ)
33.7 (φ)

Spatial resolution at the target [mm] 3 - 5 ≤1 3 - 5 -

The spectrometers central magnetic field and thereby the central momentum, is de-
termined and monitored with Hall and NMR probes. The Hall probes measure rough
values of the magnetic field, and the NMR probes give very precise values for the fine
adjustment of the central momentum.
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3.3.2 Detector systems

The standard detector packages of all three spectrometers are similar. They consist of
four vertical drift chambers, two scintillator planes and a gas Čerenkov detector, see
Fig. 3.5. The VDCs are used for reconstruction of particle trajectories, the scintillator
planes for triggering, and both planes can be used for differentiating between protons
and lighter particles (charged pions, electrons and positrons). The scintillator planes
are not suitable for discrimination between electrons (positrons) and charged pions,
for this purpose the gas Čerenkov detector is used. Additionally, the gas Čerenkov
detector in spectrometer A can be replaced with a proton polarimeter.

Figure 3.5 — Illustration of the standard detector package of the spectrometers. The incoming
particles first pass through the vertical drift chambers (blue), two scintillator planes (red) and a
gas Čerenkov detector (green). This version of the figure is from [36], the original in black and
white is from [34].

3.3.2.1 Vertical drift chambers

After passing the magnets, particles are going through two pairs of vertical drift cham-
bers (VDC). Each pair consists of two individual VDC planes called x- and s-plane, see
Fig. 3.6. X-wires of the first VDC plane are perpendicular to the dispersive plane and
they measure particle trajectory in the dispersive direction. In the second VDC plane,
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s-wires are rotated for 40◦ with respect to x-wires and they measure particle trajec-
tory in the non-dispersive direction. The first x-plane is always placed inside the focal
plane.

Figure 3.6 — Schematics of a VDC. The s-wires are rotated for 40◦ relative to the x-wires [34].

Each VDC wire plane consists of alternating signal and potential wires, placed be-
tween cathode foils, Fig. 3.7. The distance between the wires is 2.5 mm and the dis-
tance between wire plane and cathode foils is 12 mm. The potential wires are grounded
directly and the signal wires are held on 0 V via preamplifier. The foils are set at a nega-
tive potential of 5600− 6500 V. The volume of the VDC is filled with a mixture of argon
and isobutane gas with a 1.5% admixture of the pure ethanol to minimize aging.

Figure 3.7 — Longitudinal section of the VDC: illustration of the VDC operational principle
(left) and illustration of the electric field distribution (right). Figure from [34].
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A charged particle passing through the gas will produce electron-ion-pairs along
its trajectory. The ions will drift towards the cathode foils, while the primary and the
secondary electrons will drift with a known velocity towards the wires. All signal
wires work in a common stop mode: a signal from a wire starts the time measurement
and the delayed signal from the scintillators is a common stop. The time measure-
ment for each wire is translated into the distance from the particle trajectory to the
wire. The information from at least three wires is needed for good particle trajectory
reconstruction. The distance between the VDC pairs is 20 cm, which allows achieving
a spatial resolution≤ 200 µm in the dispersive and≤ 400 µm in the non-dispersive di-
rection. The VDCs measure the particles’ focal-plane coordinates: dispersive (x f p, θ f p)

and non-dispersive (y f p, φ f p). Additional details about the VDCs can be found in [37].

3.3.2.2 Scintillators

In each spectrometer two layers of segmented plastic scintillator planes are used as
trigger detectors, Fig. 3.8. The scintillator planes in spectrometer A and C are made
of 15 paddles and in spectrometer B of 14 paddles. The paddles in A and C are 45 cm
long and read out is performed in coincidence from both sides. The length of paddles
in spectrometer B is only 14 cm, and read out is made from one side. The segmentation
increases the rate capacity of the entire detector package, improves the time resolution
due to shorter propagation time of the light, and gives a rough position of the particle
trajectory.

Figure 3.8 — Two segmented plastic scintillator planes of spectrometer A. The ToF layer mea-
sures the time of flight and the dE layer is used to differentiate protons from minimum ionizing
particles. Figure from [34].

The bottom plane (dE-plane) is 3 mm thick and the upper plane (ToF-plane) is 10
mm thick. The scintillator material and the corresponding photomultiplier tubes of
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dE-plane are selected to have better energy resolution, and of ToF plane to have better
time resolution [34]. Normally, the dE-plane gives the energy loss information of the
passing particle and only in case of slow particles, such as protons or deuterons, also
provides the timing. For all other situations, ToF-plane defines the timing. This signal
is used for coincidence determination between spectrometers as well as the common
stop signal for the VDCs. The energy loss information from both plans can be used to
differentiate heavier (protons, deuterons) from minimum ionizing particles (charged
pions, electrons or positrons).

3.3.2.3 Čerenkov detector

The volume of the Čerenkov detector, Fig. 3.5, is filled by C4F10 gas with refraction in-
dex of 1.0013. Passing through electrons or positrons with energies larger than 10 MeV
will produce Čerenkov light in this media. A system of mirrors reflects the Čerenkov
photons towards the array of photomultiplier tubes. Only pions with energies larger
than 2.7 GeV will create the Čerenkov light. Since it is not possible to produce such pi-
ons even with maximum electron beam energy of 1.6 GeV, the Čerenkov detector can
differentiate between electrons or positrons and heavier particles.

3.3.2.4 Trigger electronics and data acquisition

All three spectrometers are equipped with independent electronics. The purpose of
those electronics is signal amplification and analog-to-digital conversion, as well as
generation of the trigger signal for data acquisition. The minimum condition for gen-
eration of the trigger signal is fulfilled, if a hit in the scintillator paddle crates a signal,
which is larger than a certain threshold. This minimum trigger condition can be also
extended to have signal in: dE and ToF plane (coincidence condition), dE or ToF plane,
only dE plane, only ToF plane. The scintillator signals can be also put in coincidence
or anti-coincidence with the Čerenkov detector. During the beam time this conditions
can be selected via programmable logic unit (PLU) [34].

The PLU signals from all three spectrometers are sent to a universal logic module
(ULM) equipped with a field programmable gate array (FPGA). It is possible to change
the width of incoming signals, delay them and scale down their rate via prescalers de-
pending on the kinematical configuration and the measured physical reaction. During
the beam time FPGA can be set to following logical conditions: singles A, singles B,
singles C, coincidence AB, coincidence BC and coincidence ABC [38]. When the ULM
accepts an event it distributes the gate signals back to electronics of spectrometers to
start the analog-to-digital conversion of the time and energy information from differ-
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ent scintillators. At the same time an interrupt signal is sent to front-end computers
to read out all the data. During the analog-to-digital conversion and data read-out, a
busy signal is generated by a micro busy module to prevent further data taking. The
time at which the system can accept events and the total measurement time is later
used for the dead time determination. Each spectrometer is read-out asynchronously
and an event-builder module is used for synchronization of multi-arm events. This
module assigns an unique number to each event and enables merging of single-arm
events. A more detailed description of the trigger system can be found in [38].
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4
Short-Orbit Spectrometer (SOS)

In this chapter an advantage of the short-orbit spectrometer over the A1 standard spec-
trometers in detection of the low-energy pions will be explained. Optical properties of
the magnet and the choice of collimators associated with those properties will be dis-
cussed, as well as the choice of the detector package.

4.1 Need for another spectrometer

The goal of the experiment is to measure the charged pion electroproduction as near
the reaction threshold as possible. Major difficulty in detecting charged pions arises
from the fact that pions are unstable particles, with τπ = 26.033 ns lifetime in the pion
rest frame. The decay is described by the simple decay law:

Nπ(s) = N0,π · e−
s

lπ = N0,π · e−
smπc

Eπτπ βπ = N0,π · e−
smπ

pπτπ (4.1)

where lπ is the pion decay length or the average path length traversed by the pion of
the momentum pπ before decaying.

The trajectory length from the target to the detector package in a standard A1 spec-
trometer is in order of 10 m. In case of the pions with the momentum of 113 MeV/c,
only 20.6% will survive this path. Charged pions dominantly decay into muons and
neutrinos (99.9877% [13]). Due to their longer life 2.197 µs most of the muons will
reach the detector package before they decay. Most muons will have different trajec-
tories with respect to pions and their reconstructed momentum will differ very much
from that of the decayed pion. But for a certain fraction of muons, which are created
near the detector package or in direction of the decayed pion, the reconstructed mo-
mentum will be very similar to that of the pion and such muon will contaminate the
data. This fraction has to be determined via simulation.
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In past experiments [10–12] muon contamination was one of major contributions
to the systematic error. This contribution can be decreased by reducing the pion path
from the target to the detector package. Therefore, a new spectrometer was designed
with a central trajectory length of about 1.6 m, and because of that it has been called
short-orbit spectrometer (SOS), see Fig. 4.1. In SOS 77.6% of pions with momentum of
113 MeV/c will survive the path length of 1.6 m.

Furthermore, in every tracking detector a certain probability of multiple scatter-
ing exists, which worsens the detector resolution. As the particle kinetic energy de-
creases the probability of the multiple scattering increases. The effective thickness of
the SOS tracking detector was optimized to minimize energy loss and multiple scatter-
ing, hence it is smaller than in case of the standard spectrometers. This was achieved
by choice of a volume type drift chamber as a tracking detector, which has less number
of foils and no air between the chambers [15].

Figure 4.1 — Photo of a short-orbit spectrometer (inside a red ellipse) mounted in front spec-
trometer B (blue) on its support.

When SOS is used in an experiment, it is mounted in front of spectrometer B on
its support, see Fig. 4.1. The current support is not designed for out-of-plane lifting
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of the SOS [14]. Two options are available: 54 or 66 cm from the SOS magnet yoke to
the target centre. For a given kinematic setting, when using the Rosenbluth method,
it is important to cover a largest possible range of variation of the variable ε. To reach
the large value of ε, the relative angle between SOS and spectrometer A has to be as
small as possible. And to measure the small value of the ε, SOS has to be placed on
the smallest possible forward angle. This range was maximized by milling off the
SOS magnet yoke. At the distance of 66 cm from SOS to the target centre the smallest
relative angle between SOS and spectrometers A and C is 55◦ and the smallest forward
angle is 15.4◦. The distance of 54 cm limits the forward angle to 22◦, but allows larger
solid angle acceptance.

4.2 Magnet

The magnet of the SOS spectrometer is an Browne-Buechner type dipole magnet [39].
The pole pieces have a circular form with uniform magnetic field radius of 350 mm.
Maximal possible central momentum is 147 MeV/c for a magnetic field of 1.4 T. The
momentum acceptance is interval from −13% to 16% [16].

Figure 4.2 — Browne-Buechner type dipole magnet of the SOS. Figure from [40].

Altogether SOS has three focal planes. Two of them can be used for the particles
which trajectories are deflected for +90◦ or −90◦ and which momenta do not exceed
150 MeV/c. One of these focal planes is located above, and the other one is located
under the pole shoes. These two focal planes allow simultaneous detection of both
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positive and negative charged particles. The third focal plane can be used for particles
with momenta from 150 up to 300 MeV/c, which are then deflected with smaller angle.
This focal plane is located in the rear lower part of the spectrometer. At the present only
the upper focal plane is equipped with detectors.

The shape of the magnet yoke is shown on fig 4.2. The front side of the yoke was
narrowed in order to minimize the angle relative to spectrometers A and C. The side
recesses were made in height of the beam dump in order to access smaller forward
angle. The impact of the milling of the yoke on the homogeneity of the magnetic field
was first checked with a simulation. The maps of the magnetic field were measured
after the milling, for several strengths of the field [12].

Figure 4.3 — Lateral profile of the SOS. The upper part of the figure shows the detector system
inside a shielding house. The focal plane (red) of the dipole magnet (down, blue) is located
under the detector system, it is tilted by about 50◦ with respect to the vertical. Figure from [16].

36



4.3 Detector system

The detector system of the SOS consists of two horizontal drift chambers and five lay-
ers of scintillators, Fig. 4.3. The drift chambers were designed, assembled and tested
within the diploma and doctoral thesis of Matthias Ding [15, 16], and the scintillator
range telescope was developed within the diploma work of Dagmar Baumann [14],
assembled and tested as part of her doctoral thesis [12]. The detector system is placed
inside a shielding house of borated polyethylene to block neutrons and lead to block
other radiation.

4.3.1 Drift chambers

Contrary to the drift chambers of the spectrometers A, B and C, the drift chambers
(Fig. 4.4 and table 4.1) of the SOS were developed for the trajectory determination of
low-energy pions. As one of the SOS collimator do not exclude particles hitting the
magnet walls, spatial and angular resolutions have to be as good as possible in order
to be able to discriminate those particles. Such particles are excluded with the cut on
reconstructed target coordinates.

Figure 4.4 — The SOS drift chambers in a build-in position. The bottom chamber is used for re-
construction of non-dispersive coordinates, and the upper chamber for dispersive coordinates.
Positions of the signal wires are marked with white points. Edge rays were determined with
help of RAYTRACE simulation. Figure from [16].
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Whenever a heavy charged particle passes through a material, it will lose energy
and it can be deflected from its incident direction. For low-energy pions the energy
loss is dominantly caused by inelastic collisions with atomic electrons and elastic scat-
tering from nuclei, other effects (nuclear reactions, bremsstrahlung) can be neglected
[41]. The small angle deflection is mostly caused by Coulomb scattering from nuclei.
Since this process happens many times it is called multiple Coulomb scattering and
it worsens the spatial and angular resolutions. For the pions with kinetic energy less
than 30 MeV, the standard deviation of scattering angle σθ can be written as:

σθ = 13.6MeV · E
p2c2

√
x

X0
{1 + 0.038 ln

x
X0
}

∝ 1/Ekin f or Ekin � mπ (4.2)

where E is the energy and p is the momentum of the pion, x
X0

is the thickness of the
scattering material in radiation length [13, 16]. The standard deviation of scattering
angle increases with loss of kinetic energy as the pion passes through material. There-
fore, to achieve the best possible spatial and angular resolutions, the energy loss has to
be minimized with the selection of a gas and a chamber foil material with appropriate
radiation length. It is known that materials with small atomic number Z have large
radiation lengths. Hence, helium was chosen as a counting gas because of small Z and
ethane as a quencher because of its better performance than methane at necessary high
voltage. Due to almost constant value of the drift velocity (4 cm/µs for broad range
around the working electric field value ≈ 3 kV/cm), mixture with ratio 1 : 1 is used
in measurement [16]. Before entering the chamber, gas mixture is enriched with the
ethanol, in order to prevent the aging effects of the wires.

Table 4.1 — Properties of the SOS drift chambers. Adapted from [16].

Outer dimensions of the double chamber 410 x 210 x 156 mm3

Active surface 294.4 x 73.6 mm2

Drift cell length x width 18.4 x 5.08 mm2

Horizontal offset of the signal wires ±100 µm
Number of signal wires in X-/Y-chamber 64/16
Number of potential wires in X-/Y-chamber 355/103
Signal wires: � 15 µm Au-coated Tungsten-Rhenium
Potential wires: � 80 µm Ag-coated Aluminium
Gas: 50% Helium + 50% Ethan

Due to SOS compact design, the focal plane (4.3) of the SOS magnet lies inside the
influence of the magnetic fringe fields. Because of that, a drift chamber can not be
placed in the focal plane as it was done for x1 wire layer in spectrometers A, B and C
[9]. Under these circumstances decision was made to use a volume drift chamber. As
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Figure 4.5 — Lateral profile of the SOS drift cell. Black profiles represent potential wires and
the red ones represent signal wires, which are alternating shifted left and right. In order to
make the signal wire shifts visible on this figure, they are exaggerated. Figure form [16].

shown in a Fig. 4.5, the particle trajectory is determined in a drift cell, which consists
of eight vertically arranged signal wires. Potential wires are placed between signal
wires and they also define the boundaries of the drift cell forming the shape of the
electric field inside the cell. The signal wires are not placed on a straight line above
each other, they are alternating shifted left and right for 100 µm in order to distinguish,
if the particle has passed the signal wire on the left or on the right side. Each of the two
drift chambers measures only one spatial coordinate and one angle. The first cham-
ber from the magnet is the Y-chamber and it measures the non-dispersive coordinate
ych and the non-dispersive angle φch. The Y-chamber consists of 2 drift cells. The sec-
ond chamber is the X-chamber. It has 8 drift cells, which are perpendicular to the 2
cells of the Y-chamber. The X-chamber measures the dispersive coordinate xch and the
dispersive angle θch. These two chambers are separated only with a grounded foil,
thus preventing mixing of electric fields at the junction of the two chambers. Due to
multiple scattering, the resolution of the X-chamber will be lower in comparison with
the Y-chamber. Since a good vertex resolution is important to discriminate particles
scattered at the magnet edges and to estimate energy loss when using round target,
priority was given to Y-chamber.

4.3.2 Scintillator range telescope

A range telescope consists of five layers of plastic scintillators (type Bicron BC 408).
The width and the length of each layer are 80 mm and 300 mm, respectively. How-
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ever, layers differ in thickness, so that in direction of particles passage thickness of
the layer is respectively 3, 10, 20, 20 and 10 mm, see Fig. 4.6. In data acquisition and
analysis programs the layers are labelled as 0, 1, 2, 3, and 4 respectively. Read-out of
the scintillators is performed in coincidence of both lateral sides, in order to suppress
background signals. To minimize loss of light, PMTs with window area similar to the
area of the scintillator readout surface were chosen. For the thinnest bottom layer only
one PMT Philips XP 2910 is used, and for the four upper layers Philips XP 2262B PMTs
are used.

Figure 4.6 — Illustration of the particle identification in the scintillator range telescope. Protons
are stopped in the bottom scintillator, positrons pass through all layers, pions are stopped in
a certain layer depending one their momentum. In order to enter the second scintillator the
pions need to have momenta larger than 50 MeV/c and so on [12].

Light from the scintillators is directed to the PMTs through a light guide made out
of Plexiglas. The light guide is made out of individual strips which were glued together
after the bending (so-called "twisted-strip"). In this case it is important that all strips
have same length, to ensure that light from every single strip arrives to the PMT at the
same time. But, because of lack of space and in order not to cross the critical bending
radius, the lengths of the strips differ less than 2 cm in length. That is still acceptable.
The light guides are glued to the scintillators with optical cement Bicron BC-600 and to
the PMTs with silicon glue Wackler Elastosil in order to easily replace a defect PMT. The
PMTs were mounted on aluminium holding frame and protected from the influence of
magnetic field with µ-metal shield.

Foils of the chambers are not completely helium leak-proof. Little amount of helium
gas will always diffuse into volume of the shielding house, and from there it can also
diffuse into PMTs. In order to protect the PMTs from the helium contamination the
volume of the shielding house is separated with plastic plates in the chamber part and
in the scintillator part. The chamber part and the upper rear wall of the shielding
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house are connected with an exhaust tube, and a ventilator at the end of the exhaust
tube under-pressurizes the chamber part, preventing the diffusion of the helium gas
into the scintillator part of the shielding house.

The role of the range telescope is to provide timing signals (the trigger signal and
the common stop signal for the SOS drift chambers) and to measure the range and
energy loss of the through going particle. This way it makes it possible to differentiate
between the pion signal and the proton and positron background, see Fig. 4.6.

4.4 Collimators

The collimators of a spectrometer have multiple tasks. The size of the aperture defines
the magnitude of the solid angle acceptance. Furthermore, it allows only these particles
to enter the spectrometer, which will not be scattered by internal components of the
spectrometer.

In the case of the point target and a given collimator, the reduction of the the dis-
tance between the spectrometer and the target will cause an increase of the solid angle
acceptance. However, for an extended target, in the same situation, another effect in-
creases too: not only particles from electroproduction enter spectrometers, but also
particles which were scattered inside the extended target. Therefore, the size of aper-
ture and the distance to the target has to be optimized to maximize the solid angle
acceptance and to minimize the amount of internal scattered particles.

One collimator was designed to be used when SOS is mounted at 66 cm from the
target centre. In the development of this collimator special attention was given to the
fact that when using a target cell with diameter of 2 cm, all particle trajectories will
undisturbed pass throughout the magnet. The solid angle of this collimator is 1.8 msr
[12].

For some kinematic settings it is not essential to reach the smallest possible forward
angle and the smallest relative angle between the spectrometers. Therefore, SOS can
be placed closer to the target. Two benefits arise from this fact. Firstly, the particle tra-
jectory length is shorter, leading to smaller muon contamination. And additionally, the
solid angle is larger, thus more particles will enter the spectrometer and measurement
time can be reduced. Distance of 54 cm from the SOS and the target centre was con-
sidered to be an optimal solution. But the development of the appropriate collimator,
which would exclude particles hitting the magnet poles, was not possible and this has
to be taken into account during the analysis. The solid angle of the collimator aperture
is 7 msr, but the magnet allows approximately 4 msr [12].
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The third collimator is a sieve collimator, which is used for a (inverse) transfer ma-
trix determination. It consist of a metal plate with an irregular array of holes. The full
coverage of the aperture edges of the two above mentioned collimators is achieved by
placing the sieve collimator at two different positions. In those two positions none of
the holes cover each other, so that the number of coordinates used in determination of
the transfer matrix is doubled. In the target coordinate system (the z-axis points to the
spectrometer, the x-axis points to the floor) positions of the holes are defined by the
dispersive angle θ0 and the non-dispersive angle φ0. Additionally, in the dispersive
xz-plane we also have the difference from the central momentum δp0 = ∆p/p and in
the non-dispersive yz-plane we have the vertex coordinate y0 in direction of the beam.
By using the drift chamber measurements, the position of each hole can be determined
and mapped in terms of the chamber coordinates (θch, xch, φch, ych). Now it is possi-
ble to write the dispersive target coordinates θ0 and δp0 as functions of the dispersive
chamber coordinates (θch, xch) and the non-dispersive target coordinates φ0 and y0 as
functions of (φch, ych). The coefficients of these functions form the transfer matrix.

Each collimator is made of tungsten-cooper alloy ("Densimet 18" by Plansee). The
sieve collimator is 5 mm thick and the other two collimators are 45 mm thick.

4.5 Trigger electronics and data acquisition

The SOS uses similar electronics and has a similar trigger logic system as the standard
magnetic spectrometers of A1 collaboration. The trigger signal is generated if a signal
in a scintillator layer is larger than a specified threshold. The individual trigger signals
can be put in a different logical condition. When the SOS is used in a coincidence
experiment with another spectrometer, it replaces the spectrometer B in the universal
logic module.
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5
The Experiment

The experiment took place from April, 19 to May, 2 2011, and was performed on the
basis of the proposal A1 − 1/98 [40]. This proposal planned a measurement of the
p(e, e′π+)n reaction at Q2 = 0.035, 0.078 and 0.156 (GeV/c)2 and W = 1084 MeV, which
is only about 5 MeV above the threshold for charged pion electroproduction. The re-
quested time for this experiment was only enough to measure one four-momentum
transfer value. A decision was made to measure at Q2 = 0.078 (GeV/c)2. Contrary
to the proposal A1 − 1/98, the invariant mass in this experiment was chosen to be
W = 1094 MeV, because the SOS was a relatively new spectrometer at this time and
no complete analysis of the pion electroproduction data had been done before. For
these W and Q2 values, the momentum of the pion in the parallel kinematics was 113
MeV/c. In order to perform a good longitudinal-transverse separation via the Rosen-
bluth method, it is important to have a lever arm in ε as large as possible. The bound-
ary ε values are limited by angles accessible to the spectrometers. In this experiment
the upper ε value was 0.897 and the lower ε = 0.306. The third ε = 0.591 was in
between these boundaries. For the determination of the longitudinal-transversal inter-
ference term, two measurements were performed for ε = 0.897 at ± 18.7◦ offset with
respect to the virtual photon direction. Before the end of the beam time, the highest ε

setting in parallel kinematics was measured again to have a reference point between
the start and the end of the experiment. The short control measurements of the elastic
electron scattering from liquid hydrogen target were performed with the spectrometer
A to monitor its performance during the experiment.

The kinematical settings listed in table 5.1 are taken in the following order: axi-
alFF_987, axialFF_306, axialFF_591, axialFF_987L, axialFF_987R and axialFF_987a. Af-
ter each of the first three kinematics two elastic electron scattering settings were mea-
sured in the order as listed in table 5.2.
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Table 5.1 — Summarized details of the kinematical settings: starting with name of the setting,
E is the energy of the beam, E′ is the energy of the scattered electron, θe is the angle of scattered
electron, ε is the transversal polarization of the virtual photon, pπ is the momentum of the pion,
θ?π is the pion production angle in the centre-of-mass frame and θπ is the pion production angle
in the laboratory frame.

Setting E (MeV) E′ (MeV) θe (◦) ε pπ (MeV/c) θ?π (◦) θπ (◦)
axialFF_987 855 644.8 22.5 0.8970

113 0

42.94
axialFF_306 345 134.8 80.7 0.3065 22.40
axialFF_591 450 239.8 50.3 0.5913 31.79
axialFF_987a 855 644.8 22.5 0.8970 42.94
axialFF_987L 855 644.8 22.5 0.8970 110 +18.7 32.8
axialFF_987R -18.7 53.1

Table 5.2 — Summarized details of the kinematical settings for elastic electron scattering mea-
sured with spectrometer A: starting with the name of the setting, E is the beam energy, E′ is the
energy of the scattered electron and θe is the angle of the scattered electron.

Setting E (MeV) E′ (MeV) θe (◦)
elastic_855a 855 644.65 48
elastic_855b 52
elastic_345a 345 266 80.7elastic_345b 261
elastic_450a 450 386 50.3elastic_450b 381

Figure 5.1 — The number of wires histogram for the SOS X-chamber (left) and the Y-chamber
(right). The data of the axialFF_987 setting is shaded grey and the data belonging to the axi-
alFF_987a setting is shaded red. In both chambers for the axialFF_987 setting noisy wires can
be observed.
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During the data analysis, which will be described in detail in the following chap-
ter, a big mismatch between the axialFF_987 and the axialFF_987a cross section was
obtained. After an inspection of the relevant histograms, some discrepancies in his-
tograms of the SOS chambers were found. The Fig. 5.1 shows the "Number of wires"
histograms for both chambers. Each bin of these histograms corresponds to a particu-
lar signal wire of the SOS drift chambers. The axialFF_987 data, shaded grey, contain
noisy wires (40, 42, and 48 for the X-chamber and the wire 9 for the Y-chamber) in
comparison with the data belonging to the axialFF_987a setting, shaded red. The un-
explained data in noisy bins causes a loss of events, which can easily be seen on the
Fig. 5.2.

Figure 5.2 — The SOS φ0 target coordinate histogram, raw events. The data of the axialFF_987a
setting is shaded red and the data belonging to the axialFF_987 setting is shaded grey. The
missing events in the axialFF_987a data are due to the malfunctioning TDC module.

A big effort was invested, to solve this problem somehow. Similar to spectrom-
eter A VDCs, a possibility to exclude a chamber wire from the analysis was added
also to the SOS chamber system. But the exclusion of noisy wires from the analysis
did not help. After the detailed checking of the logbook, we found that at the end
of the axialFF_987 setting two TDC 2001 modules were replaced by properly working
ones. The replaced TDC modules were part of the SOS drift chamber electronics. After
the replacement, no more issues referring to the SOS TDC modules were reported in
the logbook and the raw histograms of the SOS chambers no longer showed anoma-
lies. It seems that, the problematic modules were not working properly during the
measurement of the axialFF_987 setting, causing the loss of some data. Therefore, the
axialFF_987 setting was thrown out from the further analysis.
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6
Data Analysis

In this chapter we present the analysis of the data for the p(e, e′π+)n reaction, mea-
sured at Q2 = 0.078 (GeV/c)2 and W = 1094 MeV. We will start the chapter with
the definition of the experimental cross section. Then we will continue with an intro-
duction of methods for a separation of the relevant data from the background events,
which were also registered during the measurement. The relevant data have to be
corrected for the total efficiency of the setup and for the pion decay. Some of the back-
ground (muon contamination) cannot be removed with the experimentally obtained
quantities, it needs to be determined via simulation instead. The total error of the mea-
surement is dominated by the total systematic error, which has many contributions.
Each contribution will be determined separately. At the end of the chapter we will
briefly present the results of the elastic control measurements with spectrometer A.

6.1 The p(e, e′π+)n cross section

The experimental cross section for the p(e, e′π+)n reaction is defined with:

dσ

dΩπ
=

Nmm − ( fW · Nback)

L ·Φ · Kdecay · Kmuon · εtotal (6.1)

Nmm is the number of events in the missing mass peak, Nback is the number of events in
the corresponding background spectrum, fW is the weight factor for the background
subtraction (this is a ratio of the coincidence time cut width and the width of the ran-
dom background cut in the coincidence time histogram). The numerator in 6.1 repre-
sents the number of determined true events. L is the integrated luminosity corrected
for a dead time, Φ is the accepted phase space, Kdecay is the pion decay correction fac-
tor, Kmuon is the muon contamination correction factor and εtotal is the total efficiency
correction factor. Mentioned quantities will be defined and explained in the text below.
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6.1.1 Coincidence time

The difference between times of flight of a particle in one spectrometer and a parti-
cle in the other spectrometer, which originate from the same reaction, can be used for
separating the true coincidence events from the random coincidences (background).
The time difference is measured by the coincidence TDC. The event in the scintilla-
tor ToF plane of the spectrometer A gives a start signal and the event in SOS second
scintillator gives a stop signal to the TDC module. The principle is the following: if
the scattered electron and the produced pion belong to the same p(e, e′π+)n reaction
their time of flight difference should have a constant value. For all other uncorrelated
events the values of the time of flight differences should be equally distributed inside
the width of the TDC’s coincidence gate. The raw coincidence time histogram from the
coincidence TDC module can be seen on Fig. 6.1.

Figure 6.1 — The raw coincidence time TDC histogram for the axialFF_591 kinematics. The
channel width is 100 ps. The width of the distribution corresponds to the width of the coinci-
dence gate, which is around 100 ns. The FWHM of the raw coincidence peak is 14.4 ns.

The width of the raw coincidence time peak is very large and the true events are
only inside the coincidence time peak which is lying on a background of random coin-
cidences. A better time resolution would allow a narrower cut on the coincidence time
peak and consequently less random coincidence events would be taken into the further
analysis. The time resolution can be improved by following software corrections.

Since the spectrometers accept particles within a certain momentum and angular
range, the trajectory length and the velocity of those particles will differ and conse-
quently their time of flights will differ too. These time differences are causing a broad-
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ening of the raw coincidence time peak. For example, in spectrometer A the trajectory
length differences with respect to the central trajectory can be in the range of ±1.5 m.
Using the drift chamber data the trajectory and the momentum of the particle can be
reconstructed. Using this information it is possible to calculate the time of flight and
correct the raw coincidence time spectrum with the time difference relative to the cen-
tral trajectory. The same procedure can also be done for the SOS.

Figure 6.2 — The ToF scintillator paddles vs. time difference dE − ToF in spectrometer A,
without the time offset correction (left) and with the time offset correction (right). After the
correction, signals in the dE paddles and the corresponding ToF paddles "seem" as if they are
produced at the same time, since the time differences are centred at bin 0.

The scintillator planes in spectrometer A are segmented. The scintillator segments
are equipped with PMTs which have somewhat different cable lengths. This fact can be
counteracted by implementing different time offsets for each scintillator bar, as shown
on Fig. 6.2.

After corrections, the time resolution of the coincidence peak is now reduced to
only 2.8 ns (FWHM), Fig. 6.3. This is the intrinsic time resolution of the setup, which
includes the cumulative contributions from the statistical processes in the scintillators,
the PMTs and the effects in detector electronics.

The improvement of the coincidence time resolution is essential to keep the ratio
between the true and the random coincidences as high as possible. With a better time
resolution, this ratio is higher and a better separation between the true and the ran-
dom coincidences can be achieved. This is especially important in a measurement of a
reaction with a small cross section. If this would not be fulfilled, the desired reaction
could not be reliably isolated from the background events. As we shall see, the nar-
row cut on the coincidence peak enables us to make an accurate separation between
the true and the random coincidences. Of course, the random coincidence evens which
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Figure 6.3 — The corrected coincidence time spectrum, the axialFF_591 setting. The FWHM of
the coincidence peak is 2.8 ns.

are located below the coincidence peak can not be separated by a simple cut in the time
histogram. It is assumed, that the random coincidences are uniformly distributed in
the coincidence time histogram. Therefore, they can be subtracted.

6.1.2 Missing mass

Another way to identify the true coincidences is a missing mass spectrum. In reac-
tions such as p(e, e′π+)n, four-momenta of the scattered electron e′ and the produced
charged pion π+ are measured, but the four-momentum of the produced neutron n is
not measured. Hence, the term "missing" refers to the observables of the particle which
is not detected. Following the naming convention from the chapter 2, the momentum
and the energy conservation laws for the p(e, e′π+)n reaction can be written as:

#»

k i +
#»

P i =
#»

k f +
#»

k π +
#»

P miss

εi + Ei = ε f + ωπ + Emiss
(6.2)

If we assume the case of the stationary target
#»

P i = 0, the missing momentum
#»

P miss

and the missing energy Emiss can be written as:

#»

P miss =
#»

k i −
#»

k f −
#»

k π = #»q − #»

k π

Emiss = εi + mp − ε f −ωπ = ω + mp −ωπ

(6.3)
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The four-momentum of the missing particle, or in this case of the neutron, is now
completely determined by the observables of the measured particles (e′ and π+):

Pmiss = (Emiss,
#»

P miss) = (ω + mp −ωπ, #»q − #»

k π) (6.4)

Finally, the missing mass mmiss is now:

mmiss =
√
(E2

miss −
#»

P2
miss) (6.5)

To conclude, if we measure the scattered electron e′ and the charged pion π+ which
originate from the same reaction, the mass of the missing particle, which is calculated
from these data, should be the mass of a neutron.

Figure 6.4 — The missing mass spectrum for the axialFF_591 setting, no cut on the coincidence
time.

If we calculate missing masses for all events which were registered as coincidences,
we will obtain the so-called missing mass spectrum. Additionally, the neutron mass
is subtracted for each event and the neutron peak is then centred around the bin 0.
From now on, wherever the missing mass spectrum will be mentioned, one refers to
the spectrum from which the neutron mass was subtracted. This has practical reasons,
because it is easier to detect a possible position shift of the missing mass peak with
respect to the bin 0, than with respect to the bin corresponding to the neutron mass
(939.565 MeV/c2). Fig. 6.4 shows the missing mass spectrum of the axialFF_591 kine-
matics without the cut on the coincidence time. The signal to background ratio is about
13 : 4.
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Figure 6.5 — The axialFF_591 corrected coincidence time histogram. The cut on the coincidence
peak (−2.0 ns ≤ TA−SOS ≤ 2.5 ns) is shaded blue. The cut on the random background (−50.0
ns ≤ TA−SOS ≤ −10 ns) and (7.0 ns ≤ TA−SOS ≤ 18.0 ns) is shaded grey.

Figure 6.6 — The missing mass spectrum for the axialFF_591 setting with the cut on the co-
incidence peak. The left figure shows the full data range. The right figure shows the same
spectrum, but zoomed.

If a cut on the coincidence peak is applied, Fig. 6.5, this ratio is improved signif-
icantly. The background under the missing mass peak is reduced approximately by
the factor 10, see Fig. 6.6. The goal of the analysis at this point is a further reduc-
tion of the residual background (random coincidences) by imposing cuts on different
observables. But it is important that those cuts do not remove the true events. The
background which remains after this procedure should finally be subtracted.
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Earlier in the text we have assumed that the events outside of the coincidence time
peak do not contain any true events. This can be verified by producing a missing mass
histogram only out of random coincidence events. Fig. 6.7 shows the missing mass
distribution of two random coincidence intervals: −50.0 ns ≤ TA−SOS ≤ −10 ns and
7.0 ns ≤ TA−SOS ≤ 18.0 ns (see Fig. 6.5). Since the missing mass peak does not show
up in the obtained missing mass distribution, it is clear that both random coincidence
intervals do not have any true events.

Figure 6.7 — The missing mass spectrum for the axialFF_591 setting with the timing cut on the
random background.

6.1.3 Background subtraction

As mentioned before, not all of the random coincidence background can be excluded
with applied cuts. One part of random event pairs has such combinations of observable
values, that their calculated missing mass is placed lower than the left edge of the
missing mass peak. And this part of the random coincidences can be removed by the
cut on the left side of the missing mass peak. But some combinations of observable
values will produce missing masses, whose values will be placed beneath the missing
mass peak of the true events.

The amount of random coincidence events beneath the missing mass peak can be
determined by a cut on the uniform part of the coincidence time spectrum, Fig. 6.5.
The random coincidence events from both sides of the coincidence time peak are used
to produce a background missing mass histogram. For all kinematical settings the total
width of the cut on random coincidences was 51 ns. The missing mass peak consist-
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ing of the true events and of the residual background is obtained from the 4.5 ns wide
cut on the coincidence time peak. The widths of the cuts differ and the corresponding
missing mass histograms contain different amounts of the background (random coin-
cidence) events. Hence, the background missing mass histogram has to be normalized
with the fW = 4.5/51 weight factor. The resulting histogram can then be subtracted
from the coincidence missing mass histogram.

Figure 6.8 — The missing mass distributions for the timing cut (black) and the correspond-
ing normalized background (red) are shown on the left side and the result of the background
subtraction is shown on the right side for a given value of the virtual photon polarization ε.

The missing mass histograms with the cut on the coincidence time peak (black),
the corresponding normalized backgrounds (red) and the results of the background
subtraction for the axialFF_306, axialFF_591 and axialFF_897a setting are presented on
the Fig. 6.8 and 6.9. For a particular kinematical setting the black and the red missing
mass distributions have the same width. The width of the distributions increases with
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increasing of the virtual photon polarization ε. The corresponding histograms for the
axialFF_897R and axialFF_897L setting are not shown since they are very similar to the
histograms of the axialFF_897a setting.

Figure 6.9 — The missing mass distributions for the timing cut (black) and corresponding nor-
malized background (red) are shown on the left side and the result of the background subtrac-
tion is shown on the right side a given value of the virtual photon polarization ε.

6.1.4 Radiation loss corrections

As can be seen, the missing mass spectrum has an asymmetric form with a gauss-like
left edge and a slow falling right edge. The right edge is called radiative tail, due to
radiation losses. There are two processes involved in these losses: the external and the
internal bremsstrahlung.

The internal bremsstrahlung or the Schwinger radiation is a process in which the
electrons radiate real or virtual photons in the vicinity of the target proton/protons. In
case of p(e, e′π+)n reaction, this process gives the largest contribution to the radiation
losses. The external bremsstrahlung includes all processes in which charged particles
emit photons either before or after reaction in the field of other nuclei. The probability
that the bremsstrahlung will occur is inversely proportional to the square of the particle
mass. In case of charged pions this effect is negligible and it only needs to be taken into
account for electrons. Since the bremsstrahlung photons are not directly measured
the individual data events can not be corrected for the radiation losses. Instead, the
radiative processes are modelled via computer simulation to obtain a good agreement
with the measurement. The procedure is in detail explained in [10] appendix D.
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6.1.5 Energy loss corrections

Without energy loss corrections the actual missing mass peak would be displaced to
the positive values, instead of being centred around the bin 0. This occurs because
of the energy loss of the reaction products when they travel through the target mate-
rial, target walls, snow on the target walls, air between the scattering chamber and the
spectrometer entrance, different foils and drift chamber gas. Consequently, the recon-
structed particle energy is lower than the particle energy at the site of their production.
All energy loss corrections are done via software, and most of them are done automat-
ically, except the correction due of the snow on the target walls. Although the target
chamber is held under a high vacuum at all times, the snow made out of residual at-
mosphere gases (nitrogen, oxygen, carbon dioxide, and water) will be formed on the
target walls, due to low temperature of the cryogenic target and the walls (around 22
K). The thickness of the snow may vary with the time and the amount of the energy
loss correction due to snow has to be accordingly adjusted. This will be demonstrated
in section 6.1.8.2.

6.1.6 Luminosity

The integrated luminosity L is defined as a product of two quantities; the surface den-
sity of the target nuclei NT and the number of electrons Ne which are hitting the target
during the time T:

L = NT Ne (6.6)

The Ne can be calculated from the beam current measurement in the following way:

Ne =
1
e

∫ T

0
I(t)dt (6.7)

where e is the unite charge, T is the duration of the measurement, I(t) is the beam
current. In this experiment the beam current I(t) was measured with a Förster probe
(fluxgate magnetometer), which is made out of two toroidal coils. The beam passes
through the coils and its current creates a magnetic flux in their ferrite cores. This
causes an offset to their hysteresis curve which is measured by an AC current signal
running through the coils. The magnitude of the signal is proportional to the beam
current. The probe is installed inside the acceleration section of the third RTM and
all recirculations of the beam will contribute to the induced signal. Therefore, if one
measurement of the current above 10 µA has an uncertainty of 0.3 µA, with n recir-
culations the uncertainty of the probe will be 0.3/n µA. The probe also has a second
measurement range for smaller currents, but the switching has to be done by hand.
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The surface density of the target nuclei NT can be calculated from:

NT =
ρx̄NA

M
(6.8)

where ρ is the density of the target material, x̄ is the average target length, NA is Avo-
gadro constant and M is the molar mass of the hydrogen atom. In some literature M
denotes the molar mass of the hydrogen molecule H2. In this case, the above formula
has to be multiplied by a factor 2.

A part of the "Cola" package [42], dedicated to the calculation of the integrated
luminosity is called Lumi++. This program also uses information from the data stream
to calculate the dead time. Namely, during the analog-to-digital conversion and the
data read-out electronics can not accept new events. This time is called the dead time.
The time during which the system can accept events is called live time in SOS and real
time in spectrometer A. These times have to be used for calculation of the Ne factor.
Taking into account the recorded beam current, the calculated dead time, the target
material and the target density the Lumi++ calculates the integrated luminosity for
each run.

6.1.7 Phase space

The reaction phase space is defined by the geometrical acceptance of the spectrometers
and by various experimental conditions at which the selected reaction was measured.
It cannot be calculated analytically, but it can be determined via Monte Carlo simula-
tion with the computer program Simul++ [42]. This program can simulate the accepted
phase space or can generate events according to a given model or cross section data. In
a simulation of the phase space the reaction products are generated isotropically in the
solid angle for a specified range of four-momentum transfer and centre-of-mass angle
for a given kinematics (type of reaction, beam energy, spectrometer angles, central mo-
menta of the spectrometers, collimators). The above specified ranges are larger than
the nominal spectrometer acceptances, to ensure a good behaviour of the simulated
data at edges. In the simulation of a two arm experiment, each particle of the pair has
to pass through the corresponding collimator and the particle momentum has to be
inside the range accepted by the corresponding spectrometer. If these conditions are
fulfilled, the event is recorded and the missing mass can be calculated too.

To ensure the consistency of the simulated and the experimental data the histogram
binning and the parameters of the different cuts used in the simulation have to match
exactly the ones used in the analysis of the experimental data.
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6.1.8 Correction factors and parameters

The correction factors and parameters are describing various experimental conditions.
Some of those conditions are chaining during the beam time, some of them are kine-
matic dependent and some remain constant during the time.

6.1.8.1 Liquid target density

The value of the liquid target density depends on the pressure and the temperature
inside the inner target loop. The changing of the density during the beam time was
investigated in 2004. It was observed that the density can not be considered as constant,
and that the changes of the density when turning the beam on and off, or increasing
and decreasing the beam current were significant [12]. It is also important to note that
for every experiment the target cell is in a different condition, which can change during
the cooling and especially when changing the beam current.

The dedicated computer program called Mezzo is used to create log files which
contain all detector and setup adjustments, as well as records of several sensors, among
which are the temperature and the pressure sensors inside the inner loop of the target
cell. The calculation of the target density is not performed automatically. It has to be
done during the analysis using the data from the Mezzo log files.

Figure 6.10 — Records of the beam current and the target temperature sensors for last 640
minutes of 24th of April 2011. The influence of the beam current on the target temperature can
be observed.

The accuracy of the calculated target density depends on the accuracy of the mea-
sured pressure and temperature. The pressure sensor is calibrated and screened from
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the radiation, and therefore it is reliable. The temperature is monitored by two sensors:
the sensor A before and the sensor B after the target cell. For all conditions the sensor
A shows a little bit smaller value of the temperature than the sensor B. When the beam
is on, the target material is heated and as expected the sensor B measures a higher tem-
perature. But the temperature difference is also present when the beam was off. This
implies an existence of a little offset in one of the sensors. Since only the sensor A is
calibrated, its measurements were used in the analysis.

A typical behaviour of the liquid target temperature, when turning the beam on and
off, can be observed on Fig. 6.10. When the beam is turned on a part of the liquid target
is heated, the temperature of the target rises very fast, and after some time saturates to
a stable value. If the beam is switched off, the temperature inside the target cell drops
rapidly to the old value.

In this analysis the target density is recalculated each time the temperature changes
more than 0.03 K, the pressure more than 2 mbar, smaller fluctuations were averaged.
This was done with the computer program "liquidDensity", which gives a density of
the liquid hydrogen for a given temperature and pressure according to [43].

6.1.8.2 Snow on the target

Due to a non-perfect vacuum inside the scattering chamber, the snow of residual gases
(nitrogen, oxygen, carbon dioxide, and water) will form on the cold surface of the
target cell. The snow does not affect the incoming beam, because the beam produces
enough heat to prevent formation of the snow at the beam entering spot. The same
applies to the beam exit spot. But the rest of the target cell surface will be covered with
the snow and reaction particles exiting the cell will suffer an additional energy loss,
which has to be corrected in the analysis [44].

The snow thickness can change with the time and for each kinematics it has to be
determined separately. It affects the position, the width and the shape of the experi-
mental and the simulated missing mass peak. The thickness is determined by varying
its value, until the shape and the position of the experimental and the simulated miss-
ing mass peak match as best as possible. The broadening of the experimental peak is
mainly a result of the vertex position dependence. For the simulated peak the broad-
ening is a result of the assumed energy loss and the assumed small angle scattering of
the reaction products [12].

The Fig. 6.11 demonstrates the effect of the snow thickness on the missing mass dis-
tribution of the axialFF_897a setting. The left figure shows the background subtracted
result of the analysis with the assumed 0.2 mm thick snow layer and the 1.5 mm thick
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Figure 6.11 — The influence of the snow thickness correction on the missing mass distribution
for the axialFF_897a setting. The left figure is an example of a good snow thickness estimate,
and the right figure shows a shifting of the missing mass peak left from the 0 MeV/c2 bin in
case of an overestimation of the snow thickness.

layer on the right figure, where it is evident that the snow thickness was overestimated
since the peak of the missing mass distribution is not centred at the bin 0, instead it is
shifted towards the negative values of the missing mass.

6.1.8.3 Position of the target cell

Before each experiment the target cell is mounted in the centre of the scattering cham-
ber at room temperature. During the cooling, due to the temperature stress, the cell
can be displaced from the central position. The amount of the displacement can not
be determined, because each spectrometer gives the target position which depends on
the spectrometer angle. There is also a possibility that the target cell centre and the ro-
tation centre of the spectrometers do not overlap. This can be corrected by the Z-offset
of the target.

The Fig. 6.12. shows the reconstructed vertex along the beam line (Z-coordinate) for
all particles in spectrometer A. The diameter of the target cell is 20 mm and ideally, the
Z-coordinate of the reconstructed vertex should be between −10 and 10 mm to ensure
occurrence of the reaction inside the target material. But due to the finite spectrometer
spatial resolution, even events with the reconstructed Z-coordinate outside the target
cell’s physical limits may have been produced inside the target material (right zoomed
Fig. 6.12). This has to be taken into account, when applying cuts on the reaction vertex.
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Figure 6.12 — The reconstructed Z-coordinate of the reaction vertex for all events in spectrom-
eter A. Figures in the second row are zoomed parts of the above distribution.

6.1.8.4 Resolution of the spectrometers

The large change in the spectrometer central momentum causes the sufficient change
in the resolution to alter the width of the experimental missing mass peak. This fact
has to be taken into account in simulations by adjusting parameters representing the
angular and the momentum resolutions of spectrometers. The measured SOS reso-
lutions [16] were available and they were held fixed for each kinematical setting. The
spectrometer A parameters were altered until the shape and the width of the simulated
peak corresponded to those of the experimental missing mass peak. The used values
do not necessarily correspond to the actual values of spectrometer A resolutions. The
parameters are summarized in table 6.1.
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Table 6.1 — Summarized resolution parameters used in the phase space simulation.

Setting
Spectrometer A, resolution SOS, resolution
momentum angular momentum angular

(GeV/c) (mrad) (GeV/c) (mrad)
axialFF_306 0.0011 22.0

0.0013 11.0
axialFF_591 0.0015 8.5
axialFF_897a

0.00015 5.8axialFF_897L
axialFF_897R

6.1.8.5 Total efficiency

The total efficiency correction factor is a product of several individual efficiencies. At
the top level is a coincidence efficiency. It is a probability that two correlated events
will be recognized as such and it quantifies the event-builder ability to synchronize
and combine the data from two spectrometers into a single data stream. The coinci-
dence efficiency for a two arm experiment can be determined by measuring the elastic
electron scattering cross section as a single arm experiment H(e, e′)p and as a double
arm coincidence experiment H(e, e′p). For the same kinematical setting, the cross sec-
tions in both experiments should be equal and the coincidence efficiency is a ratio of
those two cross sections. The value of εcoin = 0.996 was determined in [8].

At the spectrometer level we talk about the overall efficiency of a particular spec-
trometer, which is on the other hand a product of efficiencies of individual detectors.

For spectrometer A:

a) The efficiencies of scintillators planes in spectrometer A were systematically in-
vestigated in [8]. The three-detector method was used. In this method the ef-
ficiency of the middle detector is being determined and two outer detectors are
used in coincidence, acting as reference or normalization detectors. In the case of
the dE plane efficiency determination, the VDCs and the ToF plane acted as the
reference detectors, and in the case of the ToF plane efficiency, the dE plane and
the Čerenkov detector were the reference detectors. The results for spectrometer
A are summarized in table 6.2. The small scintillator efficiency deterioration is
caused by small voids at junctions of the scintillator paddles [8, 12]. The 100%
efficiency could be achieved by using a scintillator plane with overlapping pad-
dles, but then the particle identification by the energy loss method would not be
reliable enough. For this experiment the most important was the efficiency of the
ToF plane. It was rechecked and was determined to be 98.04± 0.03%.
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Table 6.2 — Efficiencies of the scintillator planes in spectrometer A [8].

dE plane (%) ToF plane (%) Total (%)

99.75± 0.01 99.78± 0.06 99.53± 0.07

b) For the Čerenkov detector we have to differentiate between two types of efficien-
cies. When the electron (or positron) identification is required, the efficiency is
simply the ratio of the number of detected electrons Ndet and the number of elec-
trons with momenta high enough to produce a Čerenkov light Ntotal. In the case
the Čerenkov detector is used as a veto detector, the efficiency is 1− Ndet/Nnosig,
where Nnosig is the number of particles which could not produce the Čerenkov
light, and Ndet is the number of particles which were detected. The Čerenkov
detector efficiencies were studied in [45] using the three-detector method. The
results are presented in table 6.3.

Table 6.3 — Efficiencies of the Čerenkov detector in spectrometer A [45].

Particles Electrons (%) Pions (veto mode) (%)

99.98 100

For the analysis of this experiment, the Čerenkov detector was not used for the
electron identification, because the acceptance of the Čerenkov detector is not
known precisely enough. Therefore, the efficiency of the Čerenkov detector was
not important in this particular case.

c) Performance of the VDC package is defined by two types of efficiencies: the
single wire efficiency and the overall efficiency. The VDC package accept par-
ticles inside a certain angle interval and depending on the angle a particle will
fly beside a corresponding number of signal wires. This number is not equal
for each particle and the three-detector method can not be used to determine the
efficiency. Instead, the data from the VDC is used by considering each signal wire
as an independent detector. For a particle, which has triggered a certain number
of signals in a VDC layer, the two outer wires with largest drift times are used as
reference wires. All wires in between are marked as "tagged", corresponding bins
in a "tagged wires" histogram are filled and the tagged wires are checked if they
have produced a signal. If an answer is positive, a corresponding bin in a "num-
ber of wire" histogram is filled. After accumulating enough events, the "number
of wire" histogram is divided by the "tagged wires" histogram and the single wire
efficiency histogram is obtained. A typical single wire efficiency histogram of the
x1 VDC layer is shown on Fig. 6.13. The averaged single wire efficiency was
around 99.26%.
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Figure 6.13 — Single wire efficiency of the x1 VDC layer in spectrometer A. The hole around
bin 31 corresponds to wire without any signals.

The overall efficiency of the VDC package is defined as a ratio of the number
of particles for which a trajectory was successfully reconstructed and the total
number of particles passing through the drift chamber package. The VDC layers
(x- and s-layers) do not work as independent detectors. For example, the trajec-
tory in x-coordinate is successfully reconstructed if at least three wires in x-layers
(x1 and/or x2) have produced signals. The same holds also for s-layers. There-
fore, the overall efficiency will always be higher than the single wire efficiency.
Even in case of a non-working or an inefficient wire, it is likely that the neigh-
bouring wire will provide the needed information. Because of the high single
wire efficiency, during the entire beam time, the overall efficiency of the VDC
package was considered to be 100%.

For SOS:

a) Contrary to the scintillator layers in spectrometer A, the scintillators in SOS are
not segmented and therefore there is no loss of efficiency in the junction of pad-
dles as in the case of spectrometer A. The efficiency of scintillators was inves-
tigated in the framework of [12]. During this experiment, the efficiency of the
scintillators was not rechecked again, but it was possible to verify the efficiency
of the scintillator 2 in the data analysis. Two cross section determinations were
performed: using the data from the scintillator 2 and without these data. The
difference between these two cross sections should reflect the efficiency of the
scintillator 2. Since the difference was only 0.1% and the statistical errors were
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about 10 times larger, the efficiency of the scintillator 2 was approximated to be
100%. This procedure could not be applied to scintillator 1 because it is used
in the trigger. However, since scintillators 1 and 2 are of identical material and
geometry, the same efficiency was also assumed for scintillator 1.

b) Because of the specific signal wire grouping in SOS’s drift cells, it is not possi-
ble to use the same method to determine a single wire efficiency, as used for the
spectrometer A VDCs. The following approach has been used: first, all wires
which have produced a signal are marked and corresponding bins of the "Num-
ber of wire" histogram are incremented by one. In order to enable some sort of
a normalization, the response of the signal wires is linked in wire pairs. In each
eight-wire-cell, signal wires are numbered from 0 to 7. If a wire w produces a
signal, its neighbouring wire will be marked as "tagged": for even w a neigh-
bouring wire is w + 1, for odd w a neighbouring wire is w − 1. Corresponding
bin of the "tagged wires" histogram receives an entry. If the tagged wire itself has
produced a signal a bin in the "eff.tmp" histogram gets an entry too. The single
wire efficiency histogram is obtained by dividing the "eff.tmp" histogram with
the "tagged wires" histogram [16].

Figure 6.14 — Single wire efficiency of the SOS X-chamber. The two edge wires of the eight-
wire-cell are less efficient than the middle six wires due to efficiency determination procedure.

This procedure suffers from the fact, that it is possible to have a particle which
crosses two eight-wire-cells, but triggers only one signal in one of the cells. Usu-
ally this holds for a top or bottom wire. Therefore, the single wire efficiency of
edge wires will be artificially reduced [16]. This effect is more pronounced in the
X-chamber (Fig. 6.14) than in the Y-chamber (Fig. 6.15). The averaged single wire
efficiency for the X-chamber was 89.89% and 97.26% for the Y-chamber.

65



Figure 6.15 — Single wire efficiency of the SOS Y-chamber.

Even due to the high values of averaged single wire efficiencies of both chambers
the overall efficiency of the SOS drift chamber package can not be considered to
be 100%, as it was in the case of the spectrometer A VDCs. One reason is that
the trajectory reconstruction algorithm accepts only events which have triggered
at least four and maximum ten signal wires. The lower limit insures a reliable
left-right decision and the upper limit rejects double events. The other reason is,
that the same area is monitored by two drift cells in the Y-chamber and by eight
drift cells in the X-chamber. Every drift chamber has a certain dead time, and the
eight cells of the X-chamber can handle higher particle rates than the two drift
cells of the Y-chamber. Therefore, the Y-chamber will be less efficient than the
X-chamber.

To enable the calculation of the SOS chamber efficiency, the "pdcD.cc" file contain-
ing the trajectory reconstruction algorithm was modified. A possibility to distin-
guish if a trajectory reconstruction in a particular drift chamber was successful or
not was added to it. If the trajectory reconstruction was successful for an event
in the X-chamber, the bin "42" in the "x-pattern" histogram was incremented by
one. For the successful trajectory reconstruction in the Y-chamber the same bin
"42" was incremented by one in the "y-pattern" histogram. If for the same event
the reconstruction was successful in both chambers, an entry was added to the
bin "1" in the "pcdOK" histogram. The efficiencies of individual drift chambers
can now be easily calculated. When calculating efficiency of the X-chamber, the
Y-chamber is used as a reference detector and vice versa. The overall efficiency is
product of the X- and Y-chamber individual efficiencies.

For each kinematical setting the SOS was placed at a different angle, the beam
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current was also changed several times during the same setting and therefore the
chambers were exposed to different particle rates. Because of that, the averaged
individual and overall efficiencies were calculated for each setting and the results
are summarized in table 6.4.

Table 6.4 — Summarized individual and overall efficiencies for each kinematical setting.

Setting X-chamber eff. (%) Y-chamber eff. (%) overall eff. (%)

axialFF_306 89.50 90.63 81.11
axialFF_591 92.40 89.99 83.15
axialFF_897a 95.89 89.46 85.78
axialFF_897L 93.96 86.13 80.92
axialFF_897R 95.18 88.82 84.53

6.1.8.6 Pion decay correction

The positive charged pions π+ are unstable particles with a lifetime of τπ = 26.033ns.
On their flight path through the spectrometer they can decay to a muon µ+ and a muon
neutrino νµ. The probability for this decay channel is 99.9877%. The pion decay can be
described by [10]:

Ndet
π

Ntg
π

= e−s/lπ =
1

Kdecay
(6.9)

where Ndet
π is the number of detected pions, Ntg

π is the number of created pions at the
target, Kdecay is the pion decay correction factor, s is the length of the pion flight path
and lπ is the pion decay length, which can be calculated in the following way:

lπ = τπβπc

(
Eπ

mπc2

)
= τπc

(
pπ

mπc

)
(6.10)

After applying all necessary cuts, the decay correction factor Kdecay is calculated for
each valid event. The determination of the pion decay length lπ is straightforward by
using 6.10, since the particle momentum pπ is measured by the spectrometer.

Calculation of the pion flight path length s is little more complicated and it is re-
alized in several steps. The assumption was made, that outside of the SOS dipole
magnet a particle travels on a straight line and inside the dipole magnet it travels on
a circular orbit of the radius R. The distance from the target centre and the SOS was
measured before the beginning of the experiment. The dimensions of the SOSs magnet
yoke interior and the detector package interior are very well documented.

The distance from the particle vertex to the edge of the magnet entrance and coor-
dinates of entering point into the magnet field are calculated first. The starting point
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and the direction of the particle are defined by the reconstructed target coordinates
(δp0, θ0, y0, φ0). This is followed by a calculation of the distance from the particle exit
point out of the magnetic field to the top plane of the scintillator telescope. The co-
ordinates of the particle exit point are calculated too. The information is provided by
the SOSs drift chamber coordinates (xch, θch, ych, φch). The values of xch and ych corre-
spond to projections of the particle trajectory on the top plane of the magnet yoke. The
final step is a calculation of the circular orbit length for the particle inside the magnetic
field. The coordinates of the entrance and the exit points are provided from the previ-
ous steps. The radius of the circular orbit is determined by the measured momentum
and by the value of the magnetic field. The sum of those three lengths is the pion flight
path length s. All formulas used in the above described steps are given in Appendix B.

A typical histogram of the particle lengths s is shown on Fig. 6.16 (axialFF_591
setting, all necessary cuts applied). The length of the particle trajectories inside the
SOS ranges from 1704 to 1991 mm.

Figure 6.16 — Distribution of the particle trajectory lengths in SOS. Data from axialFF_591
setting, all cuts applied.

When applying the decay correction to the valid events, one has to keep in mind
the following fact. Even with best cuts it is not possible to totally reduce the random
coincidence background to zero and every averaged Kdecay will be contaminated with
random coincidences data. The cuts are keeping this contamination small, and at the
same time they insure that even random coincidence particles behave "well" (they have
vertex inside the target, their momenta are inside the acceptance of the spectrometer
etc.).

In past experiments involving the p(e, e′π+)n reaction, the total number of valid
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coincidences was corrected with a single averaged Kdecay. As can be seen on Fig. 6.17,
the Kdecay (axialFF_591 setting) ranges from 1.279 to 1.387 with a certain distribution.
Therefore, different approaches of averaging were tested. In first approach the full
momentum acceptance of SOS (from −13% to 16%) was divided into 1 MeV/c wide
intervals, 29 in total. For each interval three histograms were created. Coincidence
missing mass histogram and Kdecay histogram were produced with cut on coincidence
peak, plus all other cuts. The background missing mass histogram contains data of the
timing background cut, plus all other cuts. The averaged Kdecay is calculated from the
data contained in a corresponding interval. The background missing mass histogram
is subtracted from the coincidence histogram and remaining number of coincidence
evens are corrected with averaged Kdecay. In the end, contributions from every interval
have to be summed. Another averaging approach was to divide the particle length s
histogram into 10 mm wide intervals and to follow the same procedure as described
above.

Figure 6.17 — Distribution of the decay correction factors. Data from axialFF_591 setting, all
cuts applied.

6.1.8.7 Muon contamination

The pion decay correction is valid if no muon contamination is present in the data.
Some muons can have momenta very close to that of a decayed pion. Those muons
cannot be distinguished from pions, by means of applying different cuts. In a proce-
dure of the decay correction, the muon contamination is also multiplied with a calcu-
lated correction factor. To prevent an overcorrection, the muon contamination has to
be determined by a Monte Carlo simulation.
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Figure 6.18 — Definition of target coordinate system (left) and the chamber coordinate system
(right), from [35].

For his diploma thesis [46], Miha Mihovilovič has developed a software for a sim-
ulation of the particle decay inside spectrometers A and B as the standalone program
SimDeacy and as a part of the standard A1 simulation program Simul++ [42]. Both
programs track the particles from the target through the spectrometers to the focal
plane and have an ability to distinguish between pions and in decay produced muons
(neutrinos are neglected).

In framework of this thesis the functionality of the simulation software (both SimDe-
cay and Simul++) was extended to include also the SOS. Only drawback of the new
software is that the simulated magnet field does not include the fringe fields. The SOS
has a circular dipole magnet with the 350 mm radius. Between the circular pole shoes
the magnetic field is uniform and has only one component. In the target coordinate
system, see Fig. 6.18, this means that only the component By is non-zero. But, at the
edges of pole shoes components Bx and Bz are not zero any more. These so-called
fringe fields have a focusing effect on particles with positive values of the θ0 angle and
a defocusing effect on particles with the negative θ0 in the y-direction. Because of that,
the SOS collimator has a shape of a trapezoid. The fringe fields were not included in
the simulation and a little discrepancy between the experimental and simulated data
can be expected.

Using the updated simulation software, a Monte Carlo simulation for the pion de-
cay in SOS was performed for each kinematical setting. The particles were traced
through the SOS, from the target to the read-out plane just above the third scintilla-
tor. The output of the read-out plane simulates the output of the drift chambers. It
gives four coordinates (x′ch, θ′ch, y′ch, φ′ch). When projected to the plane at the top plane
of the magnet yoke, they correspond to the chamber coordinates (xch, θch, ych, φch), us-
ing the transfer matrix the target coordinates and subsequent the missing mass can be
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reconstructed. The obtained missing mass histogram of the axialFF_591 setting for the
pion decay simulation is shown on the Fig. 6.19. The red distribution represents the
pions and the blue distribution, under the red one, represents the muons. It can be
clearly seen that there is a certain amount of muons whose reconstructed missing mass
distribution is partially overlapping the pion distribution. Exactly these muons can not
be excluded from the true events. Furthermore, the amount of the muon contamina-
tion also depends on the cut on the radiative tail of the missing mass distribution and
the muon correction factor has to be calculated for each missing mass cut separately.

Figure 6.19 — Monte Carlo simulation of the pion decay for the axialFF_591 kinematical setting.
Together with true events (red histogram), the missing mass spectrum contains also contami-
nation (blue histogram) produced by the misidentified muons. The left figure shows full range
of the distribution and the right figure shows the zoomed part of the missing mass distribution.

The amounts of the muon contamination and the corresponding correction factors
for the missing mass interval from −3 to 11 MeV/c2 are shown in table 6.5. From the
averaging of the pion decay correction factors on Fig. 6.17, a value of 1.333 is obtained.
This means that about 25% of the total number of the pions produced at the target
will be decayed into the muons and the neutrinos. According to results in table 6.5,
approximately 30% of those muons will be misidentified as the pions. All other muons
(approximately 70% of them) will either not be inside the missing mass interval, or
their trajectories will miss the second and the third scintillator and will not be detected.

In order to check the reliability of those results, the code with decay has been com-
pared to the code without decay by using the phase space simulation of the same kine-
matical setting. The first simulation was performed with the decay turned off: this
means that the code checks only if the particle has passed through the collimator and
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Table 6.5 — Muon contamination percentage obtained with the Monte Carlo simulation of the
pion decay for each kinematical setting and the corresponding correction factor for the missing
mass cut from −3 to 11 MeV/c2.

Setting Muon contamination (%) Correction factor
axialFF_306 7.674 0.92326
axialFF_591 7.276 0.92724
axialFF_897a 7.783 0.92217
axialFF_897L 7.663 0.92337
axialFF_897R 7.372 0.92628

has an appropriate momentum. The second phase space simulation was done with
the decay turned on, but the pion lifetime was intentionally changed to a high value
(>> τπ) to prevent the decay of the pion inside of SOS. In an ideal case the results
should be equal or at least differ very little. For all settings the first simulation has
always given about 3.6% higher values of the phase space. There can be several rea-
sons for this discrepancy. One of them is the fact that compared to the first simulation,
the second one tracks the particles even after the collimator, throughout the magnet to
the detector package. On this path all little imperfections sum up and produce the final
discrepancy. The value of the discrepancy is acceptably small and the decay simulation
is reliable enough to be used for the determination of the muon contamination.

6.1.9 Cuts

One of the biggest parts of the analysis consists of finding out on what quantities cuts
can be imposed and where exactly to place them. General purpose of the cuts is to
accept the true events and to reduce all kinds of background events. Some cuts cannot
be used in the simulation: either the variable is not simulated (detector signals) or the
variable is not described reliably by the simulation. These cuts have to be without the
loss of true events. Hence, a missing mass histogram is produced out of excluded data.
If a peak appears in this missing mass histogram around the bin 0, this means that the
cut was too "aggressive". The value of the cut has to be changed until the peak in the
missing mass histogram of the excluded data disappears. Small loss of true events is
only acceptable for cuts on spectrometer acceptances, since the same cuts are also used
in simulations. Finally, a missing mass histogram is produced out of data surviving all
determined cuts. The cut on this histogram defines the quantities used in calculation
of the cross section.

The following cuts were used in the analysis (some of them have been already in-
troduced):

a) Cut on the coincidence time peak, Fig. 6.5. For this cut it is most important to be
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as narrow as possible. Since it removes the biggest amount of the background.
The cut accepts only events inside an interval from −2.0 to 2.5 ns around the
coincidence time peak, which is centred around the zero channel and it is not
perfectly symmetric. This cut is the same for all kinematical settings.

Figure 6.20 — Electron momenta in spectrometer A vs. missing mass spectrum, setting axi-
all_855a, only the cut on the coincidence time peak was applied.

b) Cut on the random background in the coincidence time histogram, Fig. 6.5. The
events inside the intervals from −50.0 to −10.0 ns and from 7.0 to 18.0 ns are
used to remove the random coincidence background, which is present under the
coincidence time peak. The procedure of the random background subtraction
was in detail explained and demonstrated in section 6.1.3.

c) Cut on the momentum of spectrometer A. Fig. 6.20 shows a 2D histogram of elec-
tron momenta in spectrometer A vs. missing mass spectrum of the axiall_855a
kinematics with the coincidence timing cut. It can be observed that the electron
momenta corresponding to the missing mass peak are concentrated inside a cer-
tain interval, and they are not distributed inside a full range of the spectrometer
momentum acceptance. This small momenta interval was separated for each set-
ting and appropriate cuts were imposed on the momentum of spectrometer A.

d) Cut on the Z-coordinate of the reconstructed vertex in spectrometer A. Some of
the electrons can be scattered in the different foils and in the air between the scat-
tering chamber and the spectrometer entrance. The trajectory of such electron
can be changed and the reconstructed vertex can be outside the cryo target, see
Fig. 6.12. The background caused by such electrons can be reduced by cutting on
the Z-coordinate of the vertex. Accepted events have to be inside of the interval

73



Figure 6.21 — SOS target coordinates δp0 vs. θ0. Cuts on SOS acceptance are represented by
red lines.

−50 mm < Zv < 50 mm. This interval is wider than the target cell diameter.
Since the spatial resolution of the spectrometer is finite, the vertex of a reaction
occurring near the target walls could be reconstructed outside of the target. Cut-
ting on the physical dimension of the target would exclude these events.

e) Cut on the acceptance of SOS. This is the most complicated cut. The 2D histogram
of the SOS target coordinates δp0 vs. θ0 was obtained only with cuts a), c) and
d), see Fig. 6.21. A trapezoid shape, with truncated edges, can be observed. The
simulation of the pion decay indicated that the detector package should cause
this effect. Because of the complicated shape of the SOS acceptance, the imposed
cuts were in a form of linear functions: θ0 = a · δp0 + b. The cuts are chosen
to include as much of the acceptance as possible. This means, if a certain cut
would be changed to decrease the acceptance, the final cross section will not be
significantly changed, because the same amount of the true events and the cor-
responding phase space have been excluded. But, if a certain cut would increase
the acceptance, no new true events are included, but the corresponding phase
space is bigger and the final cross section would be significantly smaller. The
cuts which satisfy this requests are shown on Fig. 6.21 as red lines.

f) Cut on SOS drift chamber coordinates. Matthias Ding reported in his thesis [16],
that in case of particles passing very nearly the signal wires, the left-right decision
can turn out wrong. Instead of the real trajectory, a mirrored ghost trajectory
with the wrong angle sign is reconstructed. The same effect can also be observed
in this experiment on the histogram xch vs. θch, see Fig. 6.22. The correction
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Figure 6.22 — 2D histogram xch vs. θch of the SOS. The left figure shows the data without
the left-right correction: the stripes of missing data on the right side of central distribution
are due to the wrong left-right decision; the sign of the angle is reconstructed wrongly, and
the corresponding stripes of data appear in the lower right corner of the histogram. The right
figure shows the data including the left-right correction: compared to the left figure holes in
the central distribution are now filled with the data.

was implemented in the trajectory reconstruction program "pdcD.cc". The lower
right stripes were isolated and the decision regarding their angle sign was done
intentionally. After the correction the isolated stripes filled the vacancies in the
top right part of the left xch vs. θch histogram, see Fig. 6.22. And, most important
of all, the data in the selected stripes contained the true events.

On the left side of the distribution the effect of the wrong left-right decision can
not be seen clearly, as it can be on the right side, Fig. 6.22. One explanation is that
particles reaching the left side of the chamber do not have trajectories for which
the angle sign is easily reconstructed wrongly. And the pessimistic explanation
is, that the wrong reconstructed trajectories are hidden in a shaded area on the
left side and thus can not be observed.

g) Cut on SOS scintillators. The scintillator telescope of the SOS was designed to be
used as an ∆E− E telescope for the particle identification. The Fig. 6.23 shows a
2D histogram of energy deposition in scintillator layers dE2 vs. dE3. The bottom
left corner of the left histogram contains the minimal ionizing particles. In both
histograms, the left rising slope represents particles which have passed through
the last scintillator layer and the right falling slope contains particles which were
stopped in the last layer. The minimal ionizing particles were excluded with the
cuts on ADC channels dE1 > 260 and dE2 > 280.
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Figure 6.23 — 2D histogram of energy deposition in SOS scintillators dE2 vs. dE3. Left his-
togram includes minimal ionizing particles and the right histogram is with the cut which re-
moves the minimal ionizing particles.

h) Cut on the missing mass peak. For the calculation of the cross section the inte-
gration of the events in the experimental and simulated missing mass peak has
to be performed for the same interval. Therefore, the experimental and the simu-
lated missing mass peaks have to overlap in the shape and the position as well as
possible. First the experimental peak was centred around bin 0 by small changes
of the specified central momentum of spectrometer A and by the snow thickness
adjustment. The central momentum is defined by central magnetic fields. The
magnetic field of each dipole magnet is monitored by four NMR probes and by
one Hall probe. The NMR probes are located approximately 60 mm from the
spectrometer magnetic midplane [10]. The magnetic field values measured by
the NMR probes can differ from the values encountered by particles and this can
result in a little shift of the missing mass peak with respect to the bin 0. In simula-
tions, those two parameters were held fixed and only the resolutions (momentum
and angular) of the spectrometers were varied until the best possible matching of
those two peaks was obtained. In order to make the compassion of the histogram
shapes possible, the phase space missing mass distribution has to be normalized
with respect to the background subtracted missing mass distribution. The nor-
malization factor was defined as a ratio of the highest bins in both distributions.
In such approach the highest bins of both distributions will match perfectly [12].

The result of these procedures is shown on Fig. 6.24 for the axialFF_591 setting.
Similarly as reported in [12], the matching of the two missing mass distributions
is good but not perfect and the discrepancies can especially be seen in the radia-
tion tail region of the distributions and near the beginning of the peak’s left edge.
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Figure 6.24 — The missing mass distributions of the background subtracted data (black) and
corresponding phase space simulation (red) for the axialFF_591 setting. The phase space dis-
tribution was normalized with respect to the highest bin of the experimental distribution. The
left figure shows the full height of the distribution and the right a zoomed detail.

These can be caused either by inaccurate simulation of the radiation tail or by
some kind of background which was not removed by the subtraction and was
not included in the simulation, candidates for this background are muons [12].

Figure 6.25 — The missing mass distributions of the background subtracted data (black) and
of the muons form the pion decay simulation (blue) for the axialFF_591 setting. The total sim-
ulated distribution (pion + muon) was normalized with respect to the highest bin of the exper-
imental distribution. The left and the right figure show same distributions, they only differ in
ranges which are shown.

By using the Monte Carlo simulation of the pion decay introduced in section
6.1.8.7, it was possible to verify that the discrepancies are to some extent caused

77



by the muons. In similar normalization procedure as described above, the muon
missing mass distribution was prepared for comparison with the background
corrected data, see Fig. 6.25. Now we can see, that the muons cause the "foot" at
the beginning of the left edge of the data peak and also contribute a little to the
height of the radiation tail.

The muon missing mass distribution can also be subtracted from the experimen-
tal missing mass distribution. Together with the corresponding phase space dis-
tribution, the result is shown on Fig. 6.26. The "foot" in front of the left edge
has now fully disappeared (this is even a little too much corrected, since negative
values appear) and the discrepancy between the simulated and the experimental
radiation tail is now smaller, compared with Fig. 6.24.

Figure 6.26 — The missing mass distributions of the background and the muon subtracted
data (black) and corresponding phase space simulation (red) for the axialFF_591 setting. The
left figure shows the full range of the distributions and the right figure a zoomed part.

The integration interval begins at −3 MeV/c2, which was estimated to be a start-
ing point of the left edge of the missing mass peak for all kinematical settings.
Three interval end points were chosen: 11 MeV for the Rosenbluth separation, 6
and 16 MeV for estimations of systematic errors.

6.1.10 Experimental and simulated target coordinates

The effects of the cuts on the experimental data and the phase simulation were verified
by comparison of target coordinate histograms. To make the experimental and the
phase space histograms comparable, the phase space histogram bins were, for each
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target coordinate, normalized with ratio of the highest bins in the experimental and
the phase space histogram. When using this normalization method the height of the
distributions will not match exactly. One reason are statistical fluctuations both in data
and simulation. The other reason is the fact that the phase space simulation is not
weighted with any model, which would affect the height of particular bins, especially
the ones at the distribution edges.

Figure 6.27 — Dispersive target coordinates (δp0, θ0) of the experimental (black) and corre-
sponding phase space simulation (red) data for the axialFF_591 setting in SOS and spectrome-
ter A.

For the dispersive coordinates (δp0, θ0) it is important that their distribution inter-
vals match, since these coordinates are used in the calculation of the missing mass. Fig.
6.27 shows background corrected δp0 and θ0 experimental and phase space simulation
histograms for the axialFF_591 setting in SOS and spectrometer A. As expected, the
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distributions of δp0 and θ0 match in interval ranges for both spectrometers.

Figure 6.28 — Non-dispersive target coordinates (φ0, y0) of the experimental (black) and the
corresponding phase space simulation (red) data for the axialFF_591 setting in SOS and spec-
trometer A.

Fig. 6.28 shows, for same kinematical setting, the comparison of the experimental
and the simulated non-dispersive coordinates (φ0, y0) in SOS and spectrometer A. For
both spectrometers the simulated and the experimental y0 coordinate do not match
in the distribution range, since the simulation software does not have an option for
adjusting the resolution of this coordinate. In the case of SOS the ranges of the φ0

coordinate distributions do not match, due to transfer matrix effects. The decision
was made to perform the analysis with the SOS transfer matrix which reconstructs
the momentum with the best possible resolution, as this also affects the resolution of
the reconstructed missing mass. But this matrix is not optimal for the reconstruction
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of the non-dispersive coordinates. Therefore no cuts are made on the non-dispersive
coordinates of both spectrometers. The only thing in the analysis which is affected by
the non-dispersive coordinates is the calculation of the particle trajectory length in SOS
for the pion decay correction. In the non-dispersive direction the space for the passage
of particles in SOS is very slim. Therefore, a possible error in the length calculation
is very small and it is taken into account in a systematic error estimation for the pion
decay correction factor.

6.1.11 Estimation of the total systematic error

The total systematic error has several contributions. The value of each contribution was
determined separately and the method used for the value estimation will be described
in the following text.

a) Uncertainty of the luminosity ∆L. The procedure for calculation of the lumi-
nosity is described in the section 6.1.6. When calculating the uncertainty of the
luminosity ∆L, the beam current uncertainty ∆I, the target material density un-
certainty ∆ρ and the average target length uncertainty ∆x̄ have to be taken into
account. For the beam current uncertainty ∆I = 0.3/n µA formula can be used,
where n is the number of recirculations in the third RTM of MAMI accelerator.
The uncertainty of the target density ∆ρ comes mostly from the fluctuations of
the target temperature. The fluctuations of the target pressure have only a minor
influence on the uncertainty of the target density ∆ρ. The lowest and the highest
values of the temperature and the pressure fluctuations were used to estimate the
uncertainty of the density ∆ρ by using the program "liquidDensity". The relative
uncertainty of the average target length ∆x̄rel was taken to be 0.5% as in [10]. All
other inputs for luminosity determination were considered to be precise enough
to neglect their uncertainties.

∆L =

√√√√(∂L
∂I

∆I

)2

+

(
∂L
∂ρ

∆ρ

)2

+

(
∂L
∂x̄

∆x̄

)2

(6.11)

Using the equations defined in section 6.1.6 the uncertainty of the luminosity ∆L
follows (the relative error was calculated to be between 0.58% and 0.59%):

∆L =
T · NA · Z

e ·M

√
(ρ · x̄ · ∆I)2 + (I · x̄ · ∆ρ)2 + (I · ρ · ∆x̄)2 (6.12)

b) Uncertainty of the pion decay correction ∆Kdecay. Here, the uncertainty comes
from the pion momentum and the trajectory length reconstruction errors. The
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Figure 6.29 — 2D histogram ych vs. φch of the SOS. Two stripes of data coming from the central
distribution are due to the wrong left-right reconstruction.

momentum error ∆pπ value was estimated in a measurement of the quasielastic
reaction 12C(e, e′p)11B to be as high as 1.3 MeV/c [16]. The value of the length
determination error ∆s was not experimentally determined, a safe estimation of
2 cm was chosen instead. There are two reasons for such high value. The first
reason is the fact that some dimensions of the detector package are known with
limited precision. The second reason is the omitting of the left-right correction
for the Y-chamber, because the data with the wrong angle sign are not clearly
separated from the rest, as it can be seen on Fig. 6.29. The uncertainty of the
decay correction factor ∆Kdecay can be calculated by the following formula:

∆Kdecay =

√√√√(∂Kdecay

∂s
∆s

)2

+

(
∂Kdecay

∂pπ
∆pπ

)2

= Kdecay
mπ

c · τπ · pπ

√√√√(∆s)2 +

(
s

pπ
∆pπ

)2
(6.13)

or if a relative uncertainty is used:

∆Krel
decay = 100[%] · mπ

c · τπ · pπ

√√√√(∆s)2 +

(
s

pπ
∆pπ

)2

(6.14)

Fig. 6.30 shows a distribution of ∆Krel
decay for the axialFF_987a setting. Depending

on the momentum pπ and the pion path length s the relative uncertainty of the
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decay correction factor ∆Krel
decay takes different values. For the calculation of the

total systematic error a 0.54% value was used, as it represents the highest limit
for the ∆Krel

decay.

Figure 6.30 — Distribution of the relative uncertainty of the decay correction factor Kdecay for
the axialFF_987a setting.

c) Uncertainties of the muon contamination correction ∆µ and of the phase space
simulation ∆ph_sp. The uncertainty of this correction factor was determined from
statistical fluctuations in simulations of the muon contamination with a differ-
ent number of simulated events. The simulation with the 108 events served as a
reference. The upper and the lower event values were 1.1 · 108 and 0.9 · 108 re-
spectively. A relative error for the muon contamination correction factor of 0.23%
was obtained for all settings. With the same procedure the phase space relative
error of 0.12% was estimated too.

d) Uncertainty of SOS drift chamber coordinates ∆ch. The true events for which the
left-right decision was done intentionally make up 2.04% of the true events. This
correction only includes three drift cells of the X-chamber, for other five drift cells
this correction could not be done. Either the wrong reconstructed events lie in-
side the shaded area (see Fig. 6.22), or the effect is too small (or even non-existent)
to observe it on the left side of the shaded area. The 0.68% is the average number
of the true events per drift cell for which the left-right decision was performed
on purpose and this value is used as the estimate for a relative systematic uncer-
tainty for this effect.

e) Uncertainty of the cut on missing mass ∆mm. When calculating the cross section
for the p(e, e′π+)n reaction, the width of the cut on experimental and phase space
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missing mass peak has to be equal. The value of the obtained cross section should
not be dependent on the mass cut-off along the radiative tail, because for a given
cut the number of included true events should correspond to the amount of the
included phase space. As reported in [11] and [12], but also seen in this experi-
ment, expanding the width of the cut increases the value of the cross section, see
Fig. 6.31. What actually causes the mismatch is not yet fully understood. A rea-
son for such behaviour can be a non-perfect matching of the experimental and
the phase space radiation tails, caused by not precise enough determination of
different energy loss corrections. It is also important to notice, that high cut-off
values take into account bins which suffer from the high statistical errors, since
they contain a small number of the experimental and the simulated events.

Figure 6.31 — Dependence of the p(e, e′π+)n cross section on the missing mass cut. Although
the cross section should not depend on the value of the missing mass cut, the increase of the
cut-off value causes a small rise of the cross section.

For all kinematical settings a 11 MeV/c2 cut-off mass was used for the Rosenbluth
separation and the TL term determination. For each setting the cross section
was also calculated for the 6 and 16 MeV/c2 boundary cut-offs. The estimated
systematic error for the missing mass cut was determined by a standard deviation
method. Depending on the setting, the errors were between 2.4% and 3.2%.

f) Uncertainty of the snow correction ∆snow. Even with fine variations of the snow
thickness no perfect matching between the experimental and the simulated miss-
ing mass peak could be accomplished. The analysis was repeated with two
boundary values for the snow thickness: −0.2 mm and +0.2 mm from the op-
timal value. The calculated standard deviation was used as the estimate of the
systematic error of 0.09%.

84



The total systematic error is calculated as a square root of the sum of the squared
individual contributions:

∆total =
√
(∆L)2 + (∆Kdecay)2 + (∆µ)2 + (∆ph_sp)2 + (∆ch)2 + (∆mm)2 + (∆snow)2

(6.15)

6.2 Elastic measurements

Results of the elastic electron scattering on protons p(e, e′) are given in this section. The
cross section for this process is very well known, and a comparison of the experimental
data with the theoretical prediction serves only as a verification of spectrometer A
performance. Six different kinematical settings, listed in table 5.2, were measured.

The missing mass peak now appears at a place of the proton mass. The dead time
corrected luminosity L is determined with Lumi++ and the phase space Φ covered
by spectrometer A is calculated with Simul++. All efficiencies of spectrometer A are
known and the evaluation of the elastic cross section is straightforward:

dσel
dΩe

=
Ntrue

L ·Φ · εtotal (6.16)

The theoretical cross section is given by equation 2.32. The spline parameterization
of the electric and the magnetic form factors was used from [36]. The cross section of
the elastic electron scattering is plotted as a function of the electron scattering angle θe.
The theoretical cross section is plotted with a red line and the measured cross section
is represented by blue points with error bars. Only statistical errors of the simulated
phase space and of the measured data were used for the calculation of the error bars.

Comparisons of the experimental data and the theory are shown on Fig. 6.32. In
the middle of the spectrometer acceptance the agreement of the experimental data and
the theory is very good. Only at the edges there are bigger discrepancies because the
spectrometer acceptance for these angles no longer covers the full phase space. The
best agreement between the theory and the experiment was obtained for settings with
the highest beam energy. With a decreasing of the beam energy the agreement becomes
slightly worse. Due to high particle rate, the elastic measurement has to be performed
with low beam current (around 1 µA). This worsens the precision of the beam current
measurement by the Förster probe, which deteriorates even more with the decreasing
of the beam energy and the corresponding number of recirculations in the third RTM.
Therefore, for low beam energy settings (elastic_345a/b and elastic_450a/b) the lumi-
nosity is determined less precisely, causing the small discrepancy between the theory
and the experiment. But general, the spectrometer A performed very well.
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Figure 6.32 — The elastic cross sections p(e, e′) as a function of the electron scattering angle θe.
The experimental data is labeled by blue points, theoretical model is shown by the red line.
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7
Results and Outlook

In this chapter results of the analysis of the p(e, e′π+)n data will be presented. Starting
in 7.1 with a discussion of the final missing mass spectra obtained in the data analysis
for each kinematical setting and corresponding cross section. Results of the Rosenbluth
separation and the extracted TL term of the cross section are presented in section 7.2
and compared with selected models in section 7.3. Finally, the conclusion and the
outlook for further research are given in section 7.4.

7.1 Experimental results

For a decent Rosenbluth separation and an acceptable statistical error at least 5000 true
events per kinematical setting have to be measured. This condition was verified for
each kinematical setting by integrating only the background corrected missing mass
histogram over the analysis interval from −3 to 11 MeV/c2 (the data obey all other
cuts, but no corrections were applied). Table 7.1 shows that the "5000" goal was suc-
cessfully fulfilled for each kinematical setting. The time needed to achieve this goal
was different for each setting and was mainly influenced by the pion production rate
at a particular angle at which SOS was placed, by the value of the beam current (lim-
ited by the cooling power of the Philips machine) or by the maximum particle rate
which the detector packages of spectrometers can accept. The measurement time, the
average beam current, the dead time corrected luminosity and the phase space covered
by spectrometers in −3 to 11 MeV/c2 interval are also presented in table 7.1 for each
kinematical setting.

After repeating the data analysis and phase space simulation with the final, above
mentioned, cuts and adjustments, as well as applying all necessary corrections, the
cross section of the p(e, e′π+)n reaction was determined for each kinematical setting.
Here it is important to mention that from the procedures for determining the pion de-
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cay correction factor described in section 6.1.8.6, the cross section values in table 7.2
were calculated using the averaging over 1 MeV/c wide pion momentum intervals,
since the averaging over 10 mm wide particle length intervals gives only 0.08% differ-
ent values. The results are presented in table 7.2, together with the total, the statistical
and the systematic errors. In all kinematical settings the systematic error is about 3
times larger than the statistical error. The biggest contribution to the total system-
atic error comes from the missing mass cut on the radiation tail. Depending on the
kinematical setting, the relative missing mass cut error alone amounts to the interval
between 2.4% and 3.2%. The reason for such big error is the non-perfect overlapping
of the experimental and the simulated radiation tails (Fig. 6.26) caused either by sim-
ulation parameters and/or by low statistics in the radiation tail of the experimental
data.

Table 7.1 — Nrun is the number of runs or in other words the number of data files recorded for
a particular setting, Ncorr is the number of the true events after background subtraction for the
missing mass cut from −3 to 11 MeV/c2, Dead is the averaged dead time percentage, T is the
total time of data taking for the particular setting, Ī is the averaged beam current, Lcorr is the
dead time corrected integrated luminosity and Φ is the phase space accepted by the apparatus
for the missing mass cut from −3 to 11 MeV/c2.

Setting Nrun Ncorr Dead T Ī Lcorr Φ
(%) (h:min:s) (µA) (1/pb) (10−10 sr)

axialFF_306 221 7046 7.8 104 : 02 : 57 17.708 3126545 7.00198

axialFF_591 84 9860 6.5 40 : 54 : 43 20.968 1470661 17.4821

axialFF_897a 29 8179 5.4 13 : 08 : 58 7.961 181920 94.5037

axialFF_897L 41 10235 7.7 19 : 35 : 44 10.860 361032 80.5353

axialFF_897R 34 13379 6.5 16 : 44 : 32 9.917 285110 80.5124

Table 7.2 — The results of the p(e, e′π+)n cross section measurement at Q2 = 0.078 (GeV/c)2.

Setting dσ/dΩ?
π ± total error stat. error syst. error

(µb/sr) (µb/sr) (µb/sr) (µb/sr)

axialFF_306 4.91 ± 0.15 (3.1%) 0.06 (1.2%) 0.14 (2.9%)

axialFF_591 5.73 ± 0.21 (3.7%) 0.06 (1.1%) 0.20 (3.5%)

axialFF_897a 6.83 ± 0.24 (3.5%) 0.08 (1.2%) 0.23 (3.4%)

axialFF_897L 5.37 ± 0.18 (3.4%) 0.05 (0.9%) 0.17 (3.1%)

axialFF_897R 8.53 ± 0.27 (3.2%) 0.07 (0.8%) 0.26 (3.1%)
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7.2 Determination of the L, T and TL terms

For the extraction of the L and T terms from the total cross section dσ/dΩ?
π of the

charged pion electroproduction at Q2 = 0.078 (GeV/c)2 and W = 1094 MeV the Rosen-
bluth method was used. The values of the cross section in parallel kinematics were
plotted as a function of the transverse virtual photon polarization ε, see Fig. 7.1. As
expected from the equation 2.20 data points lie on the straight line.

Figure 7.1 — Rosenbluth separation.

Table 7.3 — The T, L and TL terms of the p(e, e′π+)n cross section at Q2 = 0.078 (GeV/c)2 and
W = 1094 MeV.

Cross section value ± total error stat. error syst. error
term (µb/sr) (µb/sr) (µb/sr) (µb/sr)

dσT 3.91 ± 0.26 (6.7%) 0.10 (2.6%) 0.24 (6.1%)

dσL 3.20 ± 0.47 (14.7%) 0.16 (5.0%) 0.44 (13.8%)

dσTL -0.86 ± 0.09 (10.5%) 0.02 (2.3%) 0.08 (9.3%)

Using the linear regression the total cross section dσ/dΩ?
π was separated into the L

and T terms, the linear regression was performed three times to include the influence
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of the total, the statistical and the systematic error separately, see table 7.3. If no errors
are included for the dσ/dΩ?

π data, the linear regression gives relative errors of 3.4% for
the T term and 6.3% for the L term.

Models in next section define the factorization of the total cross section into cross
section terms slightly different from those stated in equations 1.1 and 2.19. The models
use only ε in the factorization. ε?L is not used [47]! Hence, the TL term, presented in
table 7.3, was calculated by using:

dσTL

dΩ?
π
=

dσL

dΩ?
π

∣∣∣
Φπ=0◦,θ?π=18.7◦

− dσR

dΩ?
π

∣∣∣
Φπ=180◦,θ?π=−18.7◦

2
√

2ε(1 + ε)
(7.1)

7.3 Comparison of experimental results and model pre-

dictions

The results for the L, T and TL terms of the total cross section were compared with
results of three theoretical models, which can be accessed via web interface [47].

The first model is the Dubna-Mainz-Taipei model or simply DMT2001. The cal-
culations are done within a meson-exchange dynamical model describing most of the
existing pion electromagnetic production data up to the second resonance region. The
model uses potentials derived from an effective chiral Lagrangian [48]. Further details
about the model can be read in [48–50].

The second model is based on the partial-wave analysis with a Mainz unitary isobar
model MAID. The model is constructed with nucleon resonances and a non-resonant
background. From the first version in year 1998, the unitary isobar model has been
improved several times. Hence, the version MAID2007 [51] includes a full set of total
13 nucleon resonances for energies below 2 GeV with transverse electric, transverse
magnetic and Coulomb couplings. The resonances are described by appropriately uni-
tarized Breit-Wigner forms. The non-resonant background is described by the pion
electroproduction potential containing contributions from the Born terms described by
an energy-dependent mixing of pseudovector and pseudoscalar πNN coupling and a
t-channel vector meson exchange. The Q2 dependence of the s- and u-channel nucleon
pole terms of the background is described by the form factors from [52]. At electromag-
netic vertex of the pion-pole a monopole form for the pion form factor was applied, at
the vertex of the seagull term a dipole form for the axial form factor, and the standard
dipole form factor was used for the vector-meson exchange. The background is uni-
tarized using the K-matrix procedure. Parameters are obtained by both single-energy
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and global fits of the world data base of pion photo- and electroproduction [51].

The third model is the Chiral MAID (χMAID) [53]. It provides calculation of the
pion photo- and electroproduction in Lorentz-invariant baryon chiral perturbation the-
ory up to and including order q4. The low-energy constants are fixed by fitting exper-
imental data in all available reaction channels. In a web-based application calcula-
tion of a complete amplitude is avoided due to long computing time. The input of
χMAID is restricted to multipoles up to and including l = 4 (G waves). All observ-
ables are derived from the multipoles which have been computed beforehand for all
reaction channels. The calculation of the multipoles is performed for an energy range
W = 1073.3− 1190 MeV, and for electroproduction through Q2 = 0.3 (GeV/c)2 [53].
The loop contributions and their parameters have fixed values and they cannot be
changed via web interface. The contact diagrams at O(q3) and O(q4) enter analytically
and the corresponding low-energy constants can be changed arbitrarily. More details
can be found in [53].

Table 7.4 — The T, L and TL calculations based on selected models.

Model dσT dσL dσTL
(µb/sr) (µb/sr) (µb/sr)

DMT2001 4.38 3.33 -0.79

Maid2007 4.39 4.22 -0.98

χMAID 4.73 2.89 -1.11

Figure 7.2 — The experimental and the model predictions for the T, L and TL terms.

The prediction of the theoretical models for T, L and TL pion electroproduction
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terms at Q2 = 0.078 (GeV/c)2 and W = 1094 MeV is presented in table 7.4. Here it is
important to mention that χMAID results were obtained using low-energy constants
which were adjusted for the past charged pion electroproduction experiments [53].

For more convenient comparison the experimentally obtained terms with the total
errors were plotted on the same graph together with the model predictions, see Fig. 7.2.
All models overestimate the value of the T term. In the case of the DMT2001 and the
Maid2007 the overestimation is around 10.7% and around 17.3% for the χMAID. On the
other hand, in the case of the L term the predictions of the χMAID and the DMT2001
are very near to the experimental value, but the Maid2007 predicts a somewhat higher
value. For the TL term, the DMT2001 prediction is inside the error bar, MAID2007 is
very near to the bar and χMAID is slightly more outside the bar.

7.4 Conclusion and Outlook

The electroproduction of positively charged pions on the proton has been measured at
the invariant mass W = 1094 MeV and four-momentum transfer Q2 = 0.078 (GeV/c)2.
The scattered electron was detected in the spectrometer A in coincidence with pro-
duced charged pion detected in the SOS. For the first time the complete analysis of
the pion data measured with SOS was successfully performed for five kinematical set-
tings. This included introduction of SOS specific corrections, as well as a new Simul++
option for Monte Carlo simulation of pion decay in SOS. The statistical errors of the
measured cross sections were between 0.8% and 1.2% and the systematic errors were
estimated to be between 2.9% and 3.5%.

By using the Rosenbluth method the total pion electroproduction cross section was
separated into longitudinal and transversal cross sections, which suffer from relatively
high total error 14.7% and 6.7%, respectively. In addition, the longitudinal-transversal
interference cross section was also extracted, having total error of 10.5%. The exper-
imental values have been compared with predictions of three selected models. For
the transversal cross section the models overestimate the experimental value by less
than 17.3%. In case of longitudinal component the predictions of the χMAID and
the DMT2001 are inside the experimental error bar, but the Maid2007 gives 24.2%
larger value than the experiment. DMT2001 and MAID2007 predict the longitudinal-
transversal interference cross section term very close to the experimental value,
whereby the DMT2001 prediction is somewhat better. Here, the prediction of χMAID
is approximately 22.5% higher. Again, χMAID results were obtained by using low-
energy constants optimized for previous pion electroproduction experiments [53].

In future there are many possibilities to reduce rather high systematic errors. For
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example, new transfer matrices for the drift chambers would improve the reconstruc-
tion of non-dispersive coordinates (φ0, y0) and related quantities for both spectrom-
eters. In case of spectrometer A the work is in progress. Measurement with the thin
carbon foils placed one after another was already performed, and at the time when this
thesis is written the data is being evaluated. Similar calibration measurement should
also be performed with SOS. Another thing which should reduce the systematic error
is creation of the field map for the SOS dipole magnet. This would allow adding the
magnetic fringe fields into the simulation and the particle behaviour inside the SOS
would be reproduced more accurately.

The extracted transversal cross section at W = 1094 MeV and Q2 = 0.078 (GeV/c)2

is a data point, which defines the behaviour of the axial nucleon form factor GA at low
Q2. With the SOS it is possible to detect pions with momenta less than 113 MeV/c and
this gives us opportunity, to determine the behaviour of the GA at even lower Q2 in
future experiments.

At the reaction threshold the longitudinal cross section is dominated by the induced
pseudoscalar form factor GP. Since this experiment was performed approximately 15
MeV above the reaction threshold, we have determined the longitudinal cross section
term close enough to the threshold and obtained a first Q2 point for extraction of the
induced pseudoscalar form factor GP. Further experiments are needed to obtain the
longitudinal cross section at additional Q2 values.

The precise measurement of the weak form factors will allow more precise deter-
mination of the weak axial nucleon current. The electromagnetic form factors, which
define the vector current of the nucleon, are already known with a high precision. All
together will contribute to the more detailed description of the nucleon structure and
the proprieties which are derived from it.
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A
Cuts and analysis parameters

This section contains full summary of all cuts and parameters used in the analysis of
the p(e, e′π+)n reaction measurement at Q2 = 0.078 (GeV/c)2.

Table A.1 — Global and kinematical setting depended cuts used in the analysis of the exper-
imental data. Only the kinematical setting depended cuts were also used in the phase space
simulations. TA−SOS refers to the corrected time spectrum of the coincidence TDC, Zv is the
Z-coordinate of the reconstructed vertex in spectrometer A, dE1 and dE2 denote an ADC value
of the energy deposition in a certain scintillator layer of the SOS, mmiss is the missing mass, E′

is the energy of the scattered electron, θ0 and δp0 are dispersive target coordinates of SOS.

Global cuts, same for all kinematical settings
Coincidence cut (ns) -2.0 ≤ TA−SOS ≤ 2.5

Background cut (ns) -50.0 ≤ TA−SOS ≤ -10.0
7.0 ≤ TA−SOS ≤ 18.0

Vertex cut Zv (mm) -50.0 ≤ Zv ≤ 50.0
SOS scint. cut (chan.) dE1 > 260 and dE2 > 280
mmiss cut (MeV/c2) -3.0 ≤ mmiss ≤ -11.0

Kinematical setting depended cuts, momentum acceptance

Setting Spectrometer A SOS
E′ (GeV) θ0 (mrad), δp0 (%)

axialFF_306 0.12127 < E′ < 0.14822 θ0 ≥ 0.775·δp0 - 15.1145
axialFF_591 0.21582 < E′ < 0.26378 θ0 ≥ -0.75·δp0 - 12.75
axialFF_897a

0.5805 < E′ < 0.7095
θ0 ≤ 0.375·δp0 + 7.0

axialFF_897L θ0 ≤ -2.0·δp0 + 30.0
axialFF_897R θ0 ≤ 1.9·δp0 + 20.8

95



Table A.2 — Summarized parameters of the each kinematical setting used in the analysis and
the resolutions of the parameters used in simulation of the phase space. E is the energy of the
beam, ε is the transversal polarization of the virtual photon, pe is the central momentum of
the spectrometer A obtained from the magnetic field measurement and the second number is
a correction needed to move the experimental missing mass peak at the position of the bin 0,
θe is the angle at which the spectrometer A was set, pπ and θπ are corresponding values for the
SOS, ρsnow is the snow density and d is the snow thickness.

Kinematical setting axialFF_306
Beam Spectrometer A SOS Target/Snow

E (MeV) pe (MeV/c) θe (◦) pπ (MeV/c) θπ (◦) ρsnow (g/cm3)
ε ∆pe (MeV/c) ∆θe (mrad) ∆pπ (MeV/c) ∆θπ (mrad) d (mm)

345 134.750 - 0.4 80.70 113.005 22.42 0.4
0.3065 1.1 22.0 0.13 11.0 0.2

Kinematical setting axialFF_591
Beam Spectrometer A SOS Target/Snow

E (MeV) pe (MeV/c) θe (◦) pπ (MeV/c) θπ (◦) ρsnow (g/cm3)
ε ∆pe (MeV/c) ∆θe (mrad) ∆pπ (MeV/c) ∆θπ (mrad) d (mm)

450 239.8 - 0.12 50.30 113.011 31.79 0.4
0.5913 1.5 8.5 0.13 11.0 0.2

Kinematical setting axialFF_897a
Beam Spectrometer A SOS Target/Snow

E (MeV) pe (MeV/c) θe (◦) pπ (MeV/c) θπ (◦) ρsnow (g/cm3)
ε ∆pe (MeV/c) ∆θe (mrad) ∆pπ (MeV/c) ∆θπ (mrad) d (mm)

855 644.698 -0.45 22.50 112.999 42.93 0.4
0.8970 0.15 5.8 0.13 11.0 0.2

Kinematical setting axialFF_897L
Beam Spectrometer A SOS Target/Snow

E (MeV) pe (MeV/c) θe (◦) pπ (MeV/c) θπ (◦) ρsnow (g/cm3)
ε ∆pe (MeV/c) ∆θe (mrad) ∆pπ (MeV/c) ∆θπ (mrad) d (mm)

855 644.762 -0.45 22.50 109.995 32.79 0.4
0.8970 0.15 5.8 0.13 11.0 0.2

Kinematical setting axialFF_897R
Beam Spectrometer A SOS Target/Snow

E (MeV) pe (MeV/c) θe (◦) pπ (MeV/c) θπ (◦) ρsnow (g/cm3)
ε ∆pe (MeV/c) ∆θe (mrad) ∆pπ (MeV/c) ∆θπ (mrad) d (mm)

855 644.698 -0.45 22.50 109.990 53.18 0.4
0.8970 0.15 5.8 0.13 11.0 0.2
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Table A.3 — Density ρ (g/cm3) of a hydrogen target after a given date, which is given as two
last digits of a year, month, day, hour, minutes, seconds (yymmddhhmmss).

axialFF_306 axialFF_591 axialFF_897R
date ρ (g/cm3) date ρ (g/cm3) date ρ (g/cm3)

110421154954 0.0687422 110427171200 0.0685444 110430153712 0.0687533
110422043000 0.0687291 110427173000 0.0684654 110430154012 0.0686361
110422084700 0.0689232 110427183000 0.0684324 110430155836 0.0685837
110422090500 0.0687810 110428032000 0.0684126 110430163012 0.0687663
110422093106 0.0685199 110428075700 0.0683064 110430163712 0.0686882
110422094006 0.0687940 110428100600 0.0687924 110430164212 0.0685706
110422095106 0.0686248 110428103630 0.0685837 110501000000 0.0685180
110422100900 0.0686639 110428105300 0.0685575 110501005400 0.0685574
110422103000 0.0686900 110428115800 0.0685312 110501014800 0.0685706
110422150600 0.0686770 110428134900 0.0685049 110501043100 0.0688311
110422182100 0.0686639 110428143800 0.0684785 110501052932 0.0686622
110422201400 0.0686509 110428203200 0.0684521 110501054600 0.0685967
110423000000 0.0686769 110429000000 0.0684125 110501071000 0.0685705
110424030800 0.0687151 110429060000 0.0683860 axialFF_897a
110424042512 0.0688059 110429082000 0.0687533 date ρ (g/cm3)
110424053936 0.0687215 110429090440 0.0685574 110501103000 0.0688051
110424081554 0.0687993 110429091500 0.0684917 110501105900 0.0686621
110424155754 0.0689863 110429092700 0.0684521 110501124000 0.0686229
110424161254 0.0688187 110429095200 0.0684124 110501140700 0.0688569
110424224012 0.0689734 110429105800 0.0683859 110501155000 0.0687402
110424231512 0.0687733 110429115430 0.0688827 110501160900 0.0686490
110425000000 0.0687343 axialFF_897L 110501173800 0.0687143
110425180024 0.0689347 date ρ (g/cm3) 110501174000 0.0686490
110425183524 0.0688961 110429161900 0.0689215 110501182100 0.0686098
110425204642 0.0687147 110429164200 0.0687194 110501194800 0.0685770
110425223542 0.0686886 110429193900 0.0687012 110502000000 0.0686228
110426043400 0.0686625 110429204042 0.0686360
110426085430 0.0689089 110429215000 0.0686099 elastic_345a and elastic_345b
110426103118 0.0687016 110430051000 0.0685706 date ρ (g/cm3)
110426110006 0.0686755 110430080042 0.068636 110427112906 0.0688829
110426112454 0.0689282 110430085700 0.0685837 elastic_450a and elastic_450b
110426121318 0.0686755 110430100000 0.0685574 date ρ (g/cm3)
110426143418 0.0686494 110430115000 0.0685443 110430145412 0.0688440
110427000000 0.0686232 110430143218 0.0687404 elastic_855a and elastic_855b
110427112906 0.0688829 110430143730 0.0686753 date ρ (g/cm3)

110430144012 0.0685706 110421104000 0.0689230
110430145412 0.0688440
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B
Trajectory length determination in SOS

The calculation of the pion trajectory length s is made in four steps. First the length
from the target to the entrance inside the magnetic field is calculated, in this step the
entrance coordinates are obtained too. Then the length from the top plane of the mag-
net yoke to the particle exit out of the magnet field is determined together with exit
coordinates. The third step is a calculation of the length from the top plane of the mag-
net yoke to the top plane of the scintillator telescope. The final step is determination
of the particle trajectory inside the magnetic field. The total length s is the sum of
mentioned contributions. In the following text each step will be explained in detail.

The reconstructed target coordinates (δp0, θ0, y0, φ0) and a position of the magnet
are needed for the determination of the distance from the target to the entrance inside
the magnet st−m. Starting from the definition of the target coordinates (θ0 and φ0), see
Fig. 6.18, we can write:

tan θ0 =
x
z

tan φ0 =
y
z

(B.1)

The length r of a vector~r in a 3D Cartesian coordinate system can be expressed as:

r2 = x2 + y2 + z2 (B.2)

The definition B.1 and B.2 can be used to express components of the Cartesian system
(x, y, z) in terms of target coordinates (θ0 and φ0):
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x = r

[
1 +

tan2 φ0

tan2 θ0
+

1
tan2 θ0

]−1/2

or substitution x = r · a

y = r

[
1 +

tan2 θ0

tan2 φ0
+

1
tan2 φ0

]−1/2

or substitution y = r · b

z = r

[
1 + tan2 θ0 + tan2 φ0

]−1/2

or substitution z = r · c

(B.3)

Hence, the position of the particle, which is emitted from the target with start/target
coordinates (y0, θ0, φ0), is in the Cartesian coordinate system defined by (r · a, r · b +
y0, r · c).

The entrance inside the magnet, in the target coordinate system, is defined with:

x2 + (z− Z0)
2 = R2 (B.4)

where Z0(= 1131.6 mm) is the position of the SOS magnet centre and R(= 350 mm) is
the radius of the magnet pole shoes.

The length from the target to the entrance inside the magnetic field can now be
calculated by using equations B.3 and B.4:

a2 · r2 + (c · r− Z0)
2 = R2

(a2 + c2) · r2 − 2cZ0 · r + Z2
0 − R2 = 0

(B.5)

We obtained a quadratic equation in r, which can be easily solved: B.4:

r1/2 =
2cZ0 ±

√
(−2cZ0)2 − 4(a2 + c2)(Z2

0 − R2)

2(a2 + c2)
(B.6)

From the two solutions for r, our problem is described with the one, which has the
minus sign in front of the square root term:

st−m = rt−m =
cZ0 −

√
(cZ0)2 − (a2 + c2)(Z2

0 − R2)

(a2 + c2)
(B.7)

Keeping in mind the sign of angles θ0 and φ0, the particle entrance coordinates
inside the magnetic field can also be calculated now:
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xm−in = rt−m · a (i f θ0 > 0) or − rt−m · a (i f θ0 < 0)

ym−in = rt−m · b + y0 (i f φ0 > 0) or − rt−m · b + y0 (i f φ0 < 0)

zm−in = rt−m · c

(B.8)

For the calculation of the particle length sj−m from the top plane of magnet yoke
to the point of exit from the magnetic field, the chamber coordinates (xch, θch, ych, φch)

and a position of the SOS dipole magnet are used. The calculation is performed in the
detector coordinate system, see Fig. 6.18. In this coordinate system the position of the
particle is defined with:

x = xch + z · tan θch

y = ych + z · tan φch

z = z

(B.9)

The edge of the magnetic field, in the detector coordinate system, is also defined with:

x2 + (z− Z0)
2 = R2 (B.10)

but here the position of the SOS magnet centre is Z0 = −608 mm.

The intersection of the particle trajectory and the edge of the magnetic field is ob-
tained by combining the equation for x coordinate B.9 and the equation B.10:

(xch + z · tanθch)
2 + (z− Z0)

2 = R2

(1 + tan2 θch) · z2 + (−2Z0 + 2xch tan θch) · z + x2
ch + Z2

0 − R2 = 0

(B.11)

Solving the quadratic equation B.11 following solutions are obtained:

z1/2 =
−(−Z0 + xch tan θch)±

√
(−Z0 + xch tan θch)2 − (1 + tan2 θch)(x2

ch + Z2
0 − R2)

1 + tan2 θch
(B.12)

This particular problem is described with solution B.12 which has plus sign in front of
the square root term:

zj−m =
(Z0 − xch tan θch) +

√
(−Z0 + xch tan θch)2 − (1 + tan2 θch)(x2

ch + Z2
0 − R2)

1 + tan2 θch
(B.13)
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The particle exits the magnetic field at the point defined by:

xm−ex = xch + zj−m · tan θch

ym−ex = ych + zj−m · tan φch

zm−ex = zj−m

(B.14)

Finally, the length from the top plane of magnet yoke to the point of exit from the
magnetic field is now:

sj−m =
√
(xch − xm−ex)2 + (ych − ym−ex)2 + z2

m−ex (B.15)

The calculation of the length sj−scint from the top plane of the magnet yoke to the top
plane of the scintillator telescope is rather straightforward, because in the z coordinate
this distance equals 237 mm:

sj−scint =
√
(237 · tan θch)2 + (237 · tan φch)2 + 2372 (B.16)

The final step is determination of the trajectory length sm inside the magnetic field.
The entrance B.8 and the exit point B.17 are given in different coordinate systems, there-
fore we will first of all transform the exit coordinates into the target coordinate system:

xtg
m−ex = −1 ∗ (zm−ex + 608.0)

ytg
m−ex = ym−ex

ztg
m−ex = 1131.6 + xm−ex

(B.17)

In target coordinate system the magnetic field of the SOS dipole magnet has only
one component, namely ~B = B ·~y. Therefore, the magnetic field will affect the particle
trajectory only in the dispersive plane, defined by coordinates x and z (movement in y
will not be affected by this magnetic field). We continue with calculation of the straight
line distance between the entrance and the exit point in the dispersive plane:

din−ex =

√
(xm−in − xtg

m−ex)
2 + (zm−in − ztg

m−ex)
2 (B.18)

The radius Rm of the trajectory inside the magnetic field is defined by the momentum
p and the magnitude of magnetic field B:

Rm =
p · 1012

c · B [mm] (B.19)
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To obtain Rm in millimetres p has to be in GeV/c, c is the speed of light in m/s, B has
to be in units of T. Now we can calculate the β angle which a particle makes when
travelling on a circular trajectory of a radius Rm from the entrance to the exit point:

β = 2 · arccos

√
R2

m − (din−ex/2)2

Rm
(B.20)

The arc length in the dispersive plane is now:

sarc = β · Rm (B.21)

and the length of the particle inside the magnetic field is:

sm =

√
s2

arc + (ym−in − ytg
m−ex)

2 (B.22)

Finally, the total length s of the particle inside the SOS is a sum of B.7, B.15, B.16
and B.23:

s = st−m + sj−m + sj−scint + sm (B.23)
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