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Abstract

A high-resolution study of the (e, e’p) reaction on *He was carried out at the Institut
fiir Kernphysik in Mainz, Germany. The high quality 100 % duty factor electron
beam, and the high-resolution three-spectrometer-system of the A1l collaboration
were used. The measurements were done in parallel kinematics at a central mo-
mentum transfer |¢] = 685 MeV/c, and at a central energy transfer w = 334 MeV,
corresponding to a value of the y-scaling variable of +140 MeV /c. In order to enable
the Rosenbluth separation of the longitudinal o7 and transverse o response func-
tions (as defined in [13]), three measurements at different incident beam energies,
corresponding to three values of the virtual photon polarization €, were performed.
The absolute (e, e’'p) cross section for *He was obtained as a function of missing
energy and missing momentum. A distorted spectral functions and momentum dis-
tributions were extracted from the data, using the ccl prescription for the elementary
off-shell e — p cross section (see ref. [14]).

For the two-body breakup channel the experimental results were compared to the
theoretical calculations performed by Schiavilla et al. [45] and Forest et al. [48],
and to the earlier experimental momentum distributions measured at NIKHEF by
van den Brand et al. [52] and the new results from MAMI by Florizone [23]. For
the continuum channel, recent calculations for the *He spectral function by Efros et
al. [55] were used to study discrepancies between the theory and the experimental
results.

A Rosenbluth separation was performed for both the two-body breakup and for con-
tinuum channels. The ratio oy /or was determined and compared with predictions.
The measurements show no significant strength corresponding to the (e, e'p) reaction

channel for missing-energy values E,, > 45 — 48 MeV.
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Chapter 1

Introduction

1.1 Why Electron Scattering?

Electron scattering can be used to study various properties of matter. The
important property of the electromagnetic interaction is that it is weak, compared
to the nuclear force: a coupling constant of ~ 1/137 means that the perturbation
theory can be developed to describe its effect.

Thus, the first main advantage of the electron scattering compared to a nu-
clear probe is that the electromagnetic interaction is perfectly described by quantum
electrodynamics (QED), providing a calculable framework for the interpretation of
electron scattering experiments.

The second one is that nuclear matter is practically transparent to the electro-
magnetic interaction, so that the entire nuclear volume can be probed uniformly.

Thirdly, electrons as point particles may probe different distance scales by
changing the momentum transfer. It is also very important that the energy and
momentum transfer are related, but differ from each other as distinct from reactions
with real photons, where energy and momentum transfer are equal. This allows,
for example, one to study the spatial distribution of the nuclear currents, for any

excitation of the nucleus.



The disadvantage of the electron scattering is that the electron mass is small
relative to the mass of a nucleus. Thus, it can be easily deflected during the in-
teraction with a nuclear volume, and radiate virtual or real photons. Consequently
complete calculations of the radiative processes must be performed in order to ex-
clude the radiative contribution to the measured cross section. This procedure can

becomes the major source of systematic uncertainty in the measured cross section.

1.2 History

One way to study the internal structure of an object, such as an atom, nucleus
or other sub-nuclear particle is to scatter other particles from it and detect the
reaction particles. The particles used as the probe, the electrons in our case, must
have a wavelength comparable with the geometric size of the investigated object. For
example, in order to study the spatial distribution of electrons in atoms, (typically
~ 107"%m) a beam of electrons with an adequate resolving power has to be used,
otherwise the electrons would ”see” atoms as a point-like objects. It is easy to obtain
a coarse estimate of the incident electron momentum p that satisfies the following

requirements. From the de Broglie relation A = h/p:
pe~hic-2r/107" m = p~ 12 KeV/e (1.1)

where hc &~ 200 x 10° eV - fm. Electrons with such momentum can be treated as
non-relativistic particles (3 ~ 0.02) with a kinetic energy T' ~ p*/2m ~ 140 eV.

Electron scattering was first used to study the quantum aspects of atoms in
1914, when Frank and Hertz in ref. [10], confirmed the presence of quantized energy
levels in atoms by inelastically scattering 200 eV electrons from helium atoms. The
scattered-electron spectrum showed not only a peak at 200 eV corresponded to elas-
tic scattering, but also two other peaks at 179 eV and 177 eV. These two additional
peaks correspond to an inelastic process where electrons gave 21 and 23 eV to the

helium atoms, thus providing evidence of quantization in atoms.



Similar experiments such as the classical a-scattering experiment by Ruther-
ford in 1909, revealed the size of the nucleus of the atom. Here a-particles scattered
from a thin Aw foil, led to the first realistic atomic model. In this model the atom
consists of point-like electrons interacting via the Coulomb force with each other,
and with the point-like nucleus.

As accelerator technology developed, it became possible to provide electrons
with energy sufficiently high to probe the nucleus. In the 1950s Hofstadter and
collaborators at HEPL performed a series of electron-scattering experiments which
revealed the finite extents of the atomic nucleus. They used 126 MeV electrons
to measure the cross section for elastically scattered electrons from Awu, and ob-
served that it was significantly below the point-nucleus prediction. They introduced
a new factor called the formfactor, which characterizes the spatial extension of the
nuclear charge density. This factor provides corrections to the simple Rutherford
formula.

In 1963 Hofstadter published the charge density distribution of *C, which
showed that the nucleus is not point-like, but has a charge radius approximately
1—2 fm.

Again, it is easy to estimate the order of magnitude of the electron momentum
required to study the spatial charge distribution in the nucleus, using the de Broglie

relation:

he - 27

P 2T m

~ 600 MeV /e (1.2)

In 1955 Fregeau and Hofstadter in ref.[11] published a spectrum of inelastically
scattered electrons from '"C' where three peaks, in addition to the elastic peak, were
identified as a sequence of quantized energy states, similar to those observed in

atoms.
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Figure 1.1: The cross-section behaviour and reaction mechanisms in inclusive electron

scattering

1.3 Inclusive (e,¢’) cross section

The cross section for inclusive electron scattering is shown in Figure 1.1 as a
function of the energy transfer w, and a fixed value of the momentum transfer ¢. At
successively higher values of w the following reaction mechanisms can be identified:
a) The elastic peak (shifted from zero by recoil effects).

b) In the region w < 20 MeV, narrow peaks appear in the spectrum, which corre-
spond to excitation of discrete nuclear states.

¢) Near w & 20 MeV several broad peaks are visible representing the nuclear giant
resonances. There result from collective excitations of the nucleons in the nucleus.
d) Above the giant resonance region is the quasi-elastic (QE) peak, the region of
interest in the present work. It is located at w = Q*/2m*, where m* is the effective

mass of a nucleon inside nucleus, and corresponds to a process where an individual



nucleon is knocked out of the nucleus. Due to the Fermi motion of the nucleons
within the nucleus it is not as sharp as it would be for a nucleon at rest.

An estimate can be made from the Heisenberg uncertainty principle of the
magnitude of the bound-nucleon momentum:

he- 2
2-R

Ap = ~ 150 MeV /e (1.3)

where R is the nuclear radius, (taken as 2 fm).

e) The first peak beyond the quasi-elastic peak corresponds to the A resonance,
which was first observed in m — N scattering. It is the lowest-energy baryon reso-
nance.

f) The cross-section region marked as N* is the region of other baryon resonances
corresponding to excitations within individual nucleons.

g) The cross section in the deep inelastic region result from scattering from the

nucleon constituents: quarks and gluons.

1.4 This Experiment: Motivation

This work is a part of systematic study of the quasi-elastic kinematic region
using simple and calculable nuclear systems as >*He (see ref. [1]). The first part
of the measurements was successfully analysed by R. Florizone [23], whose results
are used for comparison in Chapter 6 of this thesis. Florizone measurements were
performed in the quasi-elastic region (close to the top of the quasi-elastic peak) on
both *'He nuclei. This measurement was limited by the “He nucleus.

The *He nucleus is a unique and interesting nuclear system. First, this nucleus
is a system of only four nucleons, so that theoretical calculations based on nucleon-
nucleon (N-N) interaction models are possible. Second, one may expect the onset
of many-body nuclear effects for this nucleus. Third, the nuclear density for *He
is very high, so that various effects of the strong interaction between more than

two nucleons may be significant for this nucleus than for less tightly bound nuclear



systems.
The kinematical conditions selected for the experiment (so-called “dip” kinematics)
emphasized the role of meson exchange currents (MEC) and virtual A-resonance
excitation in the (e,e’p) cross section. These processes may lead to larger transverse
strength than quasi-free nucleon knockout, which dominates near the quasi-elastic
peak. In order to estimate the role of MEC and A-resonance excitation in the
total (e,e’p) cross section, longitudinal/transverse (L/T) cross-section behaviour was
studied for both two-body and continuum reaction channels.

Therefore, the most important physical problems discussed in this thesis are

the following.

1) The nature of the strength for the high-missing-energy kinematic region.

In the earlier (e, €'p) experiments on helium and *C' (see ref. [2] - [7]) unexpectedly
large cross sections for nucleon knockout were observed at high missing energies.
In reference [6] (MIT/Bates) the measured “C(e, e’'p) cross section was used to
extract the longitudinal (Ry) and transverse (Rp) response functions. The mea-
sured strength in the high missing-energy region (F,, > 50 MeV') was found to be
purely transverse, with Ry equal to zero (see Figure 1.2). A possible explanation
for this phenomenon is that the nuclear interaction between two or more nucleons
(multi-body current) play a significant role.

In this experiment significant efforts were made to reduce the statistical and sys-
tematic uncertainty of the (e,e’p) cross section measured in the high-missing-
energy region. This should give a clear answer as to whether the significant
strength observed at high missing energies belong to the (e,e’p) reaction mech-

anism, or to the some background process.

2) The second important question involves how the ratio for longitudinal /transverse
components for (e,e’p) cross section behave as a function of y-scaling, missing en-
ergy, and missing momentum.

Separation of the structure functions for (e,e’p) cross sections for the *H, *He
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Figure 1.2: From ref.[6], the R; and Ry responses of the '*C/(e, €/p) cross section

and “He was performed by Ducret et al [8] (Saclay) for an extended range of the
momentum transfer ¢. The longitudinal (S7"”) and transverse (S77), "experimen-
tal” spectral function were measured, and the ratio S;'7/S77 for the two-body
breakup channel was found to be close to PWIA predictions for ¢ values similar to
the current measurements for 2H and *He, but significantly below the predictions
for “He, as shown in Figure 1.3.

Our experiment allows the Rosenbluth separation to be made for the structure
functions of the (e,e’p) cross section, not only for the two-body breakup channel,
but also for the continuum. In other words, we should be able to answer the

questions to whether the L/T ratio for the two-body breakup and the continuum
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Figure 1.3: Ref. [8]: S7™" (L) and S77 (T) as functions of ¢ (in MeV/c) for “He compared
to calculations of R. Schiavilla (R.S.) [9]

channels for nucleon knockout from *He is different from that calculated using the
simple PWIA model or not.

3) the purpose of these studies is also to achieve better statistical and systematic
accuracy for results already available in this kinematic region. This would allow a
better understanding of the reaction mechanisms involved in the knockout (e,e’p)
reactions, by comparing the measured cross sections with modern theoretical cal-

culations, which go beyond the simple PWIA picture.

1.5 Thesis content

This chapter is followed by:

- Chapter 2, which contains a short theoretical overview, together with some kine-
matical definitions used in the data analysis;

- Chapter 3 describes the experimental setup of the A1 Mainz collaboration and the
MAMI electron accelerator. Some details about the kinematics of the coincidence
(e, €'p) measurements are also provided;

- Chapter 4 describes in detail all the calibration measurements with carbon and

helium targets that were used to determine the spectrometer properties and to



normalize the (e,e’p) cross section;

- Chapter 5 includes details of the analysis of the coincidence (e,e’p) data;

- Chapter 6, contains the results presented in figures and tables;

- Chapter 7, the final one, gives a brief summary for the results obtained in this
experiment;

- Appendices A, B, C and D describe some important details for the new computer
codes used in the data analysis, and give tabulated information for the calculated

density of the helium target.



Chapter 2

Theoretical overview

2.1 Nucleon knockout reactions

By using electrons with energies between 0.5 and 1 GeV various aspects
of nuclei structure, such as momentum distributions, can be effectively studied in
nucleon knockout reactions. The general diagram of the (e,e’p) reaction is shown
in Figure 2.1. The electron arm of the reaction is characterized by the 4-vectors of
the incident electron, k; = (B, k;), and the scattered electron kr = (Ey, k}) The
proton arm is described by the 4-vector of the detected proton p, = (E,,p,). The
values of these parameters are measured during the experiment, and are determined
with an accuracy limited by the spectrometer’s resolution.

The other 4-vectors required to describe the (e,e’p) reaction are the target-
nucleus momentum py = (Ey4, py), the residual-nucleus momentum pp = (Eg, pp),
and the 4-momentum transfer ¢ = (w, ). In the laboratory reference frame the
target is at rest, and the 4-vector of the target nucleus reduces to p4 = (My,0).

By definition, the 4-momentum of the virtual photon is:

q=rk —k;=(w,q), (2.1)

10
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Figure 2.1: General diagram of the (e,e’p) reaction

where the energy transfer w = F; — Fy, and the 3-vector of momentum transfer is
7=k;— k} The 4-momentum transfer is space-like where ¢* = —Q* = w*—|7]* < 0;
its positive value is defined as Q*. In Figure 2.1 the angle of the detected proton
with respect to the direction of ¢ is labeled as 6,,. The kinematics were selected
such that 6,, = 0 when ¢ is parallel to the direction of the detected proton. This is

the so-called "parallel” kinematics.

2.2 y-scaling

In the simplest version of the impulse approximation for the QE scattering,
the inclusive cross section can be factorized as an elementary electron-nucleon cross

section for a moving nucleon, times the structure function f(y):
AL
dwd$2,

X (Z0ep + Noew) f(y) (2:2)

This function f(y) depends on the nucleon momentum distribution parallel to ¢.

For the A(e,e’p)B reaction, energy conservation balance can be written as:
E'p—i—EB:MA—i—w (23)

where M, is the mass of the target nucleus and E, is the total proton energy, Fp

is the total energy of the recoil system including the internal excitation energy.
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This can be rewritten by using particle momenta as:

\/ P2+ M2+ \/ph+ Mj =My +w (2.4)

where p,, is the proton momentum, and pg is the momentum of recoil nucleus. The
missing momentum p,,, which is equal to the 3-momentum of the recoil nucleus
PB, is defined as:

Pm =D =0~ D, (2.5)
In the Plane Wave Impulse Approximation (PWTA), described in more details in the
following sections, the missing momentum is equal to the initial nucleon momentum
p; (Eq. 2.20 and Figure 2.4). Using this definition, the energy balance can be
modified to:

w= @+ )2 + Mg+ /17 + (Mp)2 = M, (2.6)

w=1/(q+y)>+ M2+ \/y*+ (Mp)? — M, (2.7)

where the variable y is defined to be the minimum value of the initial nucleon
momentum consistent with energy conservation.

The sign of the y-scaling variable is positive (negative) for large (small) energy
transfer w. Thus, a large negative value for y, corresponds to high momentum
components antiparallel to ¢. They correspond to population of the low-w side of
the QE peak. Large positive values for y, correspond to the dip region, (between
QE and A peaks) and involve large-w processes that involve pion production or
excitation of baryon resonances.

The QFE peak occurs when y = 0, thus

WQE:\IQQ‘FMI?"‘MB—MA (28)

2.3 Missing energy

In reference [12] the missing energy E,, is defined as:

E,, =M, + Mgz — M, (2.9)



13

Figure 2.2: PWBA of the (e,e’p) reaction

From this definition and Eq.2.4 the following expression for missing energy can be

derived:
E=w— (\fr3+ M = M) — (\/ + M} — Mp) (2.10)

Due to historical reasons a slightly different missing-energy definition is used in
electron scattering discussions. An approximation is used where Mp =~ M,_4,
where M 4_; is the mass of the product nucleus. Thus, the final missing energy

expression is:

E,=w- (\/p% + M7 - M,) - (\/pZB + M3 — My ) (2.11)
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Figure 2.3: PWIA of the (e,e’p) reaction

2.4 Plane Wave Born approximation

The leading-order, one-photon-exchange diagram (first Born approximation),
for electron scattering in shown in Figure 2.2. Because the electromagnetic coupling
constant « (~ 1/137) is small, higher order terms are suppressed compared to the
single photon exchange process. In this approximation, called Plane Wave Born
Approximation (PWBA), the cross section can be written as (see ref. [13]):

dbo 9 627'['

d0.dQdwdp, P20

[O’T + eor, + \€(1 + €)orprcosp + eorpcos2¢ (2.12)

where the flux of virtual photons I', and the polarization € are defined as:

|

=1 +2—tan Z] ! (2.13)
_ o Eld 1 (2.14)

2m2 E Q%1 — ¢
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detected proton

Pi

Figure 2.4: Initial proton momentum p; in PWIA

The response functions o, o, 07, and opp are related to the various components

-

of the nuclear current, .J:

2
op = 2?"]0'2 (2.15)
op = T[>+ [T (2.16)
Q° 1/2
orp cosp = 2(—)"“Re ( J§(Jy — J_
i cos = 2(12) P Re (T3 (T = T)
orr c0s2¢ = —Re (J1,J )

where J, is the longitudinal component of the nuclear current, and .J., are the
transverse components.
Sometimes also slightly different definition is used, where the longitudinal and

transverse components of the nuclear current are called
R, = |J0|2 (2.17)

Ry = |Ju|” + 7] (2.18)
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where Rp is equal to the previously defined op, and Ry, differs from o by a kine-
matical factor 2 - Q*/".

As mentioned before, in the present kinematics, protons are detected in a
direction parallel, or nearly parallel, to the 3-momentum ¢, and thus 6,, ~ 0. The
interference structure functions or;, and o7y are both proportional to sin(f,,), and
therefore vanish in parallel kinematics, so that in parallel kinematic the cross section
contains only longitudinal and transverse responses:

d%o el
=, T
dQ2.dQ,dwdp, 2|4

|:0T + EO’L] =K -T'[or+eoq] (2.19)

where K is a kinematical factor. Measurements of the experimental cross section
with two or more different values of ¢ allows determination of both the longitudinal
and transverse structure functions o; and op from Equation 2.19. This is the so-

called Rosenbluth Separation.

2.5 Plane Wave Impulse Approximation

In the Plane Wave Impulse Approximation (PWIA) a virtual photon is ab-
sorbed by a single proton, which leaves the nucleus without further interaction, and
is detected as illustrated in Figure 2.3. In such a case the missing momentum is

equal to the initial proton momentum within the nucleus p;, as shown in Figure 2.4:

—

P =P =q— D)= —D; (2.20)

The (e,e’p) cross section in the PWTA is expressed as:
do

0.0, o B 2.21
dQededpedpp ppaeps(pza m) ( )

An experimental spectral function, which is the probability of finding a proton of

momentum p; inside the nucleus, can be determined from the measured (e,e’p) cross

section as:
1 dbo

erp . =
S (pza Em) p%o-ep dQededpedpp

(2.22)
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where o, is the off-shell electron-proton cross section.

In the data analysis presented in this work, the ccl prescription of de Forest
[14] was used to model o,, in the above equation. The electric and magnetic nucleon
form factors were calculated according to the parameterization of Simon [15].The
elementary ep cross section for knockout reactions is off-shell because the effective
mass of the nucleon is not equal to its invariant rest mass, due to its Fermi motion

within the nucleus.

Remark

In this work, the PWIA is used as a main framework for the data interpreta-
tion. The experimental (distorted) spectral functions and momentum distributions

were extracted using the PWIA form of the cross section.



Chapter 3

Experimental details

Overview

The electron scattering measurements reported in this thesis were performed
at the 855 MeV Mainz Microtron. Electrons of energies 570.11, 675.11 and 855.11 MeV
and beam currents 20 - 30 uA were used.

The scattered electrons and product protons were detected using the three-
spectrometer-system of the A1 Mainz collaboration. Spectrometer A was the electron-
arm spectrometer, Spectrometer B was used for protons detection and Spectrome-
ter C was the luminosity monitor.

The Microtron technical overview and the beam parameters are given in Sec-
tion 3.1. In addition, important beam-control procedures, such as the beam rastering
calibration, calculations of the total charge collected at the target, and control of
the horizontal and vertical beam-spot positions are described.

General information about the optics and design of the magnetic spectrome-
ters is presented in Section 3.2. In this section the properties of the collimators for
each spectrometer and the individual detectors in the focal-plane detector package
are also described.

Section 3.3 is dedicated to description of the high pressure helium target,

18
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and Section 3.4 gives a short account of the specific trigger conditions used in this
experiment. A short overview of the data acquisition system is also provided.
In Sections 3.5 some details about the kinematic conditions for the (e,e’p)

measurements are given.

3.1 Electron beam

3.1.1 MAMI Electron Accelerator

MAMI is a continuous-wave (CW) electron accelerator with 100 % duty factor.
It consists of three microtrons (Figure 3.2) connected in series, with a 3.5 MeV linac
as the injector (Figure 3.1). The first section (MAMI Al) delivers a 14.35 MeV
electron beam after 18 re-circulations. This beam is injected into MAMI A2 which
delivers 180 MeV electrons after 51 re-circulations. The final microtron, MAMI B,
accelerates the electron beam from 180 MeV to 855 MeV in 90 beam re-circulations
of 7.5 MeV. Electron beam can be delivered for each even numbered return path of

MAMI B, so that:
E =180 + 2n - 7.5 MeV (n = 1...45) (3.1)

where E is the final beam energy [in MeV], n is a path number. MAMI B can deliver
a maximum current 110 pA. The lengths of the accelerating sections of these three
microtrons are 0.80, 3.55 and 8.87 meters, with a corresponding energy gain of 0.6,
3.2 and 7.5 MeV per section. The beam-energy spread due to synchrotron radiation
is 30 keV (FWHM), and it is measured with an absolute accuracy of +160 keV .

In contrast to earlier linear electron accelerators, which produce a pulsed
electron beam, the CW beam delivered by MAMI has no pulse structure (besides
its microstructure due to the HF electric field used in the accelerating cavities).
The microstructure exists also in the beam of a pulsed accelerator. For coincidence

measurements such as are reported in this thesis, the signal-to-noise ratio is one
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Figure 3.1: Mainz Microtron and the experimental halls

of the most important parameters. The advantage of a CW beam becomes clear
by comparing the signal-to-noise ratio %% for a pulsed beam to that for a CW
accelerator (see reference [18]):

Ncoinc Fd
~Y
Nacc [ave

where N,yin. is the number of true coincidence events, N,.. is the number of acci-
dentals, F}; is the duty factor and I, is the average beam current. The difference
between a CW beam and 1% duty factor linac corresponds to a factor of 100 in the
signal-to-noise ratio for the same beam current. Thus a CW beam allows one to
study reactions which would be impossible to study with a pulsed beam, due to the

small size of the cross section and high accidental coincidence background rates.
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3.1.2 Beam Monitoring

A system of magnets delivers the beam from the last microtron into the Spec-
trometer Hall (Figure 3.1). The electron beam diameter used in experiments is
approximately 0.5 mm (FWHM), and its absolute position can be determined with
an accuracy of 0.5 mm by remotely monitoring the beam image on BeO or ZnS
screens.

Accurate knowledge of the beam position was crucial for the calibration mea-
surements of elastic scattering from carbon or helium. The strong angular depen-
dence of elastic cross sections requires an accurate knowledge of the central scattering
angle of the spectrometer, and thus of the beam coordinates at the target. It will
be shown in detail in Chapter 4, that even a 0.5-1 mm shift of the beam position
from zero can change the measured cross section by 2-4 %.

The average absolute beam position was measured using the beam cavities
(described in details in reference [16]) installed at the beam line, a few meters before
the scattering chamber. The calibration constant for the beam cavity, used to esti-

mate the average beam position was obtained from [28]. Deviation of the horizontal
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beam position Ax from its zero value was calculated as:

Az =C(T) - (3.2)

~l =

where C(T') is the calibration constant (but in reality a function of temperature),
U is the cavity output in Volts, and [ is the beam current in pyA. The temperature
dependence of C(T') is unknown and, therefore the accuracy of the resulting Az
value is also uncertain.

For measurements with cryogenic targets the beam is rastered, often at 2.5-
3.6 kHz in the both vertical and horizontal directions. This helps to avoid damage
of the target cell walls, and reduces the dependence of the target density on beam
current, by dispersing the heat deposited by the beam over a larger area. The
rastering is done by a number of coils installed in the beam line. The rastering
amplitudes are adjusted using a visual beam spot on the ZnS target. This calibration
is dependent on the beam energy and has to be repeated whenever the beam energy
is changed. The actual position of the beam-spot, relative to the undeflected beam
position, is determined for each event, and included into the data stream. In this
experiment all measurements with the helium cryogenic target were performed with
a beam rastering amplitude of +3mm in the horizontal and £2mm in vertical
directions, as shown in Figure 3.3.

The beam-current value was obtained using the multi-turn Forster probe
installed at MAMI B (see reference [17]). It consists of two toroidal coils that
surround the electron beam, and measure its absolute magnetic field. Due to the
large number of measurements (equal to the number of beam re-circulations) and
negligible beam intensity losses, the accuracy of these measurements is very high

and the absolute uncertainty in the charge collected at the target is ~ 0.1 % .
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Figure 3.3: Beam rastering in both horizontal x and vertical y directions
3.2 Magnetic Spectrometers

Optics and Design

The Spectrometer Hall used by the Al collaboration, contains three magnetic
spectrometers called A, B and C, which are shown in Figures 3.1 and 3.4. The
properties of these spectrometers are summarized in Table 3.1.

Spectrometers A and C are similar, and consist of quadrupole, sextupole and
2 dipole magnets (QSDD). They are characterized by a large solid angle, and point-
to-point focusing in the dispersive plane (z | §) = 0. This makes x,.,; independent

of the initial angle 6y, and ensures good momentum resolution (~ 10~*). Both
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Figure 3.4: Magnetic spectrometers

spectrometers A and C have parallel-to-point focusing in the non-dispersive plane
(y | y) = 0, so that Yy, is independent of the initial position y,. Parallel-to-point
focusing in the non-dispersive plane allows optimal angle determination, but reduces
the position resolution at the target.

Spectrometer B has point-to-point focusing in both planes, and as a result
has high position resolution at the target, but smaller solid angle and momentum

acceptance. It consists of a single dipole magnet.

Detector package

For each spectrometer the detection system included two vertical drift cham-
bers (VDCs), triggered in the electron and proton spectrometers by a coincidence

signal derived from two arrays of plastic scintillators. These scintillators were also
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Figure 3.5: Detector package

used for particle identification by measuring specific energy losses. Two VDCs,
placed in the focal surface, measured four focal-plane coordinates for each detected
particle, and thus permitted full reconstruction of the particle trajectories. The
scintillator array is followed by a gas Cherenkov detector used for electron identi-

fication (see Figure 3.5). The Mainz experimental setup is described in details in
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spectrometer A B C
configuration QSDD | D QSDD
maximum momentum [MeV/c] | 735 870 551
max. centr. momentum [MeV/c] | 665 810 490
maximum induction [T] | 1.51 1.50 1.40
momentum acceptance (%] | 20 15 25
solid angle [msr| | 28 5.6 28
horizontal acceptance [mrad] | £100 | £20 +100
vertical acceptance [mrad] | £70 +70 +70
long-target acceptance [mm] | 50 50 50
scattering angle range [°] | 18-160 | 7-62 18-160
length of central trajectory [m] | 10.76 12.03 | 8.53
momentum resolution <10*|<10*| <10
angular resol. at target [mrad] | <3 <3 <3
position resol. at target [mm] | 6 1.5 6

Table 3.1: Properties of the magnetic spectrometers

reference [19].

3.2.1 Collimators

Each spectrometer has a number of available collimators designed to allow
measurements with point and extended targets. The solid-angle value listed for
Spectrometers A and C in Table 3.1 is the maximum solid angle, obtained using
the 28 msr collimator. These collimators are used only for measurements with point
targets. Spectrometer A, for example, has two other collimators 15msr and 21 msr
for extended targets.

The spectrometers were designed such that the collimators fully define their

angular acceptance. The solid angle, as defined by the collimator geometry, and
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the distance from the target to the collimator, is the real acceptance value of the
spectrometer. In the measurements presented in this thesis, the 21 msr collimator
for an extended target was used in Spectrometer A, a 5.6 msr collimator in Spec-
trometer B and a 22.5 msr collimator in Spectrometer C.

The collimator for Spectrometer B consists from four independent parts which
can be moved separately. Therefore, the angular range defined by this collimator can
be assymmetric about the central scattering angle. Additional information about

collimation of Spectrometer A and B is given in Appendix A.

3.2.2 Vertical Drift Chambers

Each vertical drift chamber consists of two x-planes (dispersive) and two s-
planes (non-dispersive). The VDCs are used to measure focal plane coordinates and
the angles of detected particles. Each plane of the VDC has a series of parallel wires
positioned between two parallel conducting planes. The wire plane is connected to
ground potential, and the cathode foils are set to a negative high voltage (5.6 —
6.5 kV). The distance between adjacent signal wires is 5 mm, and particles crossing
the VDCs at angles close to 45°, hit on average four cells in the s-plane, and five
cells in the z-plane (see multiplicity in Figure 3.6). The number of wires varies
between 300 and 400 for the s and z-planes, depending on the spectrometer (Figure
3.6). The efficiency of a single plane is normally between 97 % and 99 % and
depends strongly on the high voltage, and specific ionization of the particle for the
gas mixture (Ar+isobutane). The total efficiency for four of the VDCs planes is
close to 100 %.

3.2.3 Scintillators

Each spectrometer has two scintillator planes. For Spectrometers A and C,
each plane consists of 15 segments each 45cm x 16 em. For Spectrometer B there

are 15 individual segments of area 14c¢m x 16 em. The small segment size reduces
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Figure 3.6: Multiplicity, number of wires and drift time in VDC

light losses and background rates, and allows good timing resolution. The thickness
of the first layer is 3 mm (NE 102A plastic) and the second layer is 10 mm (NE
Pilot U plastic). The second layer usually provides the fast timing signal, except in
cases where heavy particles with low energy have to be detected. For Spectrometers
A and C, each scintillator segment is viewed by two photomultipliers (PMTs) on
opposite sides. For the short segments of Spectrometer B only one PMT is used per
segment, (Figure 3.5).

Using two layers of AF scintillators allows particle identification via measure-
ments of the energy loss of particles with different specific ionizations. Separation of

pions from protons can be readily achieved, however it was not possible to separate
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electrons and pions since their specific energy losses are too similar. To achieve this

a Cherenkov detector is used.

3.2.4 Cherenkov Detectors

The threshold Cherenkov gas detector follows the scintillation detectors (Fig-
ure 3.5), and is used to discriminate between minimum-ionizing particles (electrons
and pions), and to remove the cosmic background contribution in single-arm mea-
surements. Cherenkov light is generated in the radiator gas (Freon 114) with an
index of refraction close to 1.0013. The Cherenkov angle ., can be determined
from the simplified equation cos (fcpe,) = 1/(n - 3), where n is the refraction index
and [ is the particle velocity in units of ¢. For the known refraction index, the
threshold [ value is determined to be 0.9987, which for electrons or positrons means
momentum ~ 10 MeV /¢, and for pions ~ 2700 MeV /c. Cherenkov light is collected
by a number of mirrors, which reflect light to the PMTs. Special light-collecting
funnels at the entrance of the PMTs are used to collect as much light as possible.

The efficiency of the Cherenkov detector is ~ 99.98 %.

3.3 Helium Target

Hardware

The Helium target used in this experiment was a high pressure (17-20 bars)
and low temperature (20-21 K) *“He cell. The target cell was originally a cylinder
with an internal radius equal to 4.00 cm and made from a high strength A17075 alloy
(details are in Table 3.2). The wall thickness of the target cell was approximately
230 &+ 10 um. After a high pressure test (~36 bar) the radius of the cell increased
slightly to 4.05 cm.

This cell formed an integral part of the cryogenic loop shown in Figure 3.7.

Warm helium gas was cooled in the cryogenic loop after passing through a liquid-
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Figure 3.7: Helium cryogenic loop
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Figure 3.8: The helium-target density as a function of the beam current for two different

densities of the helium gas

H, heat exchange. The liquid-hydrogen was delivered from the Phillips compressor

through a long (~12 m) transfer line which was kept at the temperature of LN,.

Gas circulation inside the cell was provided by a fan installed inside the loop at

the top of the heat exchanger. When the loop was filled with the cold helium gas,

the operation of the fan kept the whole system in equilibrium. Three resistors (T¢

and Ts; in Figure 3.7) installed inside the target loop were used to monitor the

temperature of the helium gas. They are located at the entrance and the exit of

the target cell (T¢), and at the bottom of the target loop (T's;). This latter resistor
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can also be used as a heater to warm up the target loop quickly. Video cameras
installed in the Spectrometer Hall allowed the gauges for measuring gas temperature

and pressure to be monitored from the counting room.

Helium-density fluctuations

The electron beam deposits some energy in the He target, thus heating the
gas along the beam. Consequently the density of the helium target depends on
the beam current. This dependence had been measured by Kuss [20] for a lower
pressure (13-14 bars) helium gas target. In Figure 3.8 one can see (lower curve) a
strong dependence of the gas density on the beam current. This occured despite
beam rastering amplitudes (7x7 mm) which were suppose to reduce local heating
effects. In the measurements presented in this thesis (dashed line) the beam rastering
was 6x4 mm and the density reduction was only 5 % for a 30 uA beam current.
This can be explained by a better performance of the new cryogenic system in the

A1l Spectrometer Hall.

Helium-target thickness

The average density of the helium gas in the target loop, as a function of
temperature and pressure, can be estimated using the ideal gas equation. The
gas density, pg., is 0.00017846 [g/cm?] (Ty = 273 K; Py = 1bar). Thus, the
helium gas density py. is equal to 0.00017846 - PV;/V. This gives a ‘He density of
0.0426 [g/cm?] for the pressure (P = 17.5 bar) and temperature (T = 20 K) used in
this experiment. This value is in very good agreement with the helium gas density
extracted from the elastic scattering data for the low beam current (details are in

Table 4.5, Chapter 4).
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Element | % | Z | M | eff.thickness [um]

Cu 1.6 [29|63.5 | 3.7

Mg |25]12 243|538

Cr 0.3 |24 52 0.7

Zn 5.6 30654129

Al 90 | 13 | 27 207

Table 3.2: Material (Al17075) of the target cell

3.4 Data Acquisition System

The magnetic spectrometers detect all charged particles in the defined mo-
mentum range. When a particle passes through the individual detectors of the
spectrometer, it deposits part of its energy and generates a response. The signals
from these detectors are processed by the trigger circuit (see Figure 3.9) depending
on the defined trigger condition. In general, the minimum trigger condition requires
a hit of one of the AF scintillators (PMT noise is suppressed by requiring a coinci-
dence between the two PMTs viewing each scintillator).

The signal from each PMT is split; one goes to the leading-edge discriminator
(LeCroy 4413), and the other, via a delay (~ 550 — 800 nsec depending on which
spectrometer), to the ADC. This delayed signal arrives at the ADC in coincidence
with the first signal that has passed the whole logic circuit, and an interrupt is
generated to trigger digitalization in the ADCs, and the readout sequence (Figure
3.9). Each spectrometer operates independently, with multiple triggers allowing pre-
scaling of various combinations of events. Processing of trigger signals is done by
a programmable lookup unit (PLU) which allows different combinations of trigger
conditions to be used.

During the (e,e’p) measurements, a specific trigger combination called " ab_MIT”
was used. This allows single-event detection in all spectrometers, and coincidences

only between Spectrometers A and B. This was done to avoid any coincidence events
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Figure 3.9: The detector system: a particle first crossing VDCs, then dE and ToF detec-
tors (which are the 15 and 2"? scintillator layers), the Cherenkov detector (Cer) and the

Top scintillator

between Spectrometers B and C and Spectrometers A and C. The minimum trigger
condition for each spectrometer was a coincidence of two segments in the two AFE
scintillator layers. The scaling-factor values were set to obtain a 10-20 Hz single-
event rate in Spectrometers A and B, in addition to the coincidence data which were
collected without any pre-scaling.

Spectrometer C was used as a luminosity monitor in the present experiment,
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Figure 3.10: Experimental setup as it was used for the (e,e’p) measurements

and the number of electrons detected in this spectrometer defined the statistical
uncertainty in the helium-density calculations. In Spectrometer C the minimum
trigger condition also included a signal from the Cherenkov detector. This was nec-
essary because of high background (non-electron) rates in this spectrometer. Thus,
the scaling factor for Spectrometer C was set to obtain at least 20-25 Hz of singles,
and provide enough data for the helium density calculations.

The Mainz experiment control system (ECS), and data acquisition system
MECDAS [22], provided the software for diagnosing, controlling and for data han-
dling. On-line and off-line analysis were done with the Mainz COLA++ code [21].
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Kinematic 1 | Kinematic 2 | Kinematic 3

Boearn  [MeV] | 570.11 675.11 855.11
€ 0.160 0.373 0.603
] [MeV/c] | 685 685 685

- [deg] | 109.22 77.11 53.23
68 . [deg] | 18.99 29.03 37.54
PA..  [MeV/c] | 236.09 341.09 521.09
PB. [MeV/c] | 790 790 790

Table 3.3: “4He(e, ¢/p) measurements
3.5 “4He(e, e'p) experiment

Details of the kinematics used to measure the *He(e,e’p)X reaction are given in
Table 3.3. Spectrometer B was used as a proton detector, Spectrometer A defined the
electron arm of the reaction, and Spectrometer C was used as a luminosity monitor,
(Figure 3.10). The reason of this selection was that only Spectrometer B could
analyse the required high-momentum protons. The measurements were performed at
a fixed 3-momentum transfer of ¢ = 685 MeV/c. The energy transfer w was selected
to be 334 MeV, corresponding to the high w side of the QE peak (wop = 242.7 MeV
according to the definition given in Equation 2.8). The value of the y-scaling variable
corresponding to the required energy and momentum transfer was +140 MeV/c (see
Eq. 2.7).

The measurements were performed at three different beam energies in order
to obtain three independent points with different virtual-photon polarization e, thus
allowing Rosenbluth L/T separation to be performed. The proton spectrometer
angles were chosen to agree with the definition of "parallel” kinematics, (where the
momentum of the detected proton p, is parallel to the 3-momentum transfer §).

In reality this condition is true only for the central value, and 6,, spans the range
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Figure 3.11: The angle ,, between the proton momentum p’and 3-momentum transfer ¢

between 0 and 5 degrees due to the finite angular acceptance of Spectrometer B
(Figure 3.11). The missing-energy and missing-momentum range covered in these

kinematics is slightly different and is shown in Figure 3.12.
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Chapter 4

Calibration of Experimental

Components

4.1 Overview

This chapter reports calibration measurements made with carbon and helium
targets, which were performed to ensure the quality of the principal experiment of

this thesis, viz. the coincidence (e,e’p) data.

4.1.1 Calibration of the Spectrometers

Sections 4.2 and 4.3 describe the measurements with a point carbon target,
where the following properties of the magnetic spectrometers and the whole setup
were studied:

a) angular and momentum resolution for both Spectrometer A and B (Section 4.2);
Good angular and momentum resolution are important factors, which define, for
example, several systematic uncertainties contributing to the (e,e’p) cross sec-
tion error. The accuracy of the angular software cuts and corresponding angular
acceptance values; the missing-energy and missing-momentum resolution are de-

pendent on the angular and momentum resolution of the spectrometers.

39
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b)

Measurements with a sieve slit were made in order to study the angular resolution
of Spectrometer A at high detected momentum, and to correct the offsets of the
VDCs in the standard matrix elements for an extended target, used in the analysis
of the (e,e’p) data. These measurements provided an answer as to whether the
standard matrix elements for an extended target are still valid in the saturation
region of the spectrometer, or in other words, whether the angular resolution of
Spectrometer A becomes worse than its nominal value.

Although Spectrometers A and B are characterized by high momentum and an-
gular resolution, additional studies were required since at one kinematical setting
for Spectrometer A, and at all kinematics for Spectrometer B, the momenta of
the detected particles were at the limit of the spectrometer’s acceptance. This is
the region where strong saturation effects, resulting in a reduction of the spec-
trometers momentum resolution, were observed in both spectrometers.
Measurements with a point carbon target were used to develop a new correction
procedure for such physical variables as the kinematically-corrected momentum
and missing energy. This compensates for non-linear aberrations of the detected
momentum. In addition, the definition of the kinematically-corrected momen-
tum is introduced.

The new offsets of the VDCs for the back-tracing matrix for Spectrometer A
were calculated. Use of the standard matrix elements for Spectrometer A in the

saturation region was confirmed.

absolute normalization (Section 4.3);

The absolute cross section for elastic scattering '2C/(e, e’) was measured and com-
pared to the theoretical predictions. It was done to investigate the possible ac-
ceptance and efficiency losses for both Spectrometers A and B. It was important
to know whether the cross section value for a simple point target can be repro-
duced in the present measurements. The 2C' nucleus was selected, since there are

many high quality cross section measurements performed by various laboratories.
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Moreover, an accurate MEFIT code [29] for the calculation of the elastic scatter-
ing cross section was available.
The measured elastic cross section values were found to be in a good agreement

with the theoretical predictions.

c) trigger scintillators efficiency (Section 4.4).
These measurements were performed to study the observed focal-plane inefficiency
for the electron arm spectrometer. The high-voltage values of the PMTs were not
properly adjusted, so that some of the scintillator segments had an efficiency for
electron detection of less than 100 %. The relative efficiency of each scintillator
segment was obtained, using the quasi-elastic '2C/(e, €’) scattering, and a correc-

tion factor was introduced to compensate the observed efficiency loss.

4.1.2 Helium-Target Density Measurements

The measurements of *He(e, ¢') elastic scattering were used to determine the
absolute density of the helium gas target (Section 4.5). The accuracy of this value
directly affects the accuracy of the measured absolute (e,e’p) cross section, thus a
reliable value for the target density is crucial for the absolute normalization of the
experiment.

The target density was calculated, with a systematic uncertainty of 2.6-3 %
by comparing the experimental cross section to that calculated using a new Monte-
Carlo program, which is based on the published elastic form factors for *He (see also
Appendix B). These target-density values were used as the reference values for the

calculations of the helium-target density during the (e,e’p) measurements.
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4.2 Angular and Momentum Resolution of the Spec-

trometers

4.2.1 Elastic C(e,e¢’) Measurements with the Sieve Slit in

Spectrometer A

Overview

There measurements were used to solve two independent problems:

1) the correct offsets of the VDCs in a standard matrix for an extended target, cal-
culated for a central momentum of 495 MeV/c for Spectrometer A were obtained.
A good knowledge of these offsets is important, since this matrix is used in all data
analysis of (e,e’p) and elastic calibration measurements on helium. There are a
number of software cuts made in the data analysis, and the angular acceptance of
the spectrometers is partially or completely defined by these. Thus, uncertainty in
the offset values creates a systematic uncertainty in the (e,e’p) absolute cross section
value, and this should be as small as possible. Moreover, the accuracy of the offsets
is particular important for elastic scattering from *He, due to the strong angular
dependence of the measured cross section. Recall it is this measurement which is
used to determine the absolute density of the helium target used in the (e,e’p) mea-
surements.

2) The angular resolution of Spectrometer A was measured at a central momen-
tum value of 652.5 MeV/c. The angular resolution of Spectrometer A is important
since poorer resolution would cause an increase of the systematic uncertainty of the
absolute (e,e’p) cross section value, due to uncertainties resulting from the angular

software cuts used in the data analysis.
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Figure 4.1: The sieve slit picture at Epeqm = 495.11 MeV. The fit of yo and ¢y was done

for the central hole only.
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Figure 4.2: Sieve slit picture at Fpeqm = 630.11 MeV.

Measurements and results

Measurements with the sieve slit [30] were performed using Spectrometer A
at two beam energies (495.11 and 630.11 MeV). During these measurements the
absolute beam position was determined as 0 &+ 0.1 mm in both the horizontal and
vertical directions, using the information from the beam cavities (see Chapter 3).
Any uncertainty in the beam position creates an uncertainty in both the vertical
and horizontal angles equal to A = 0.1/Ry ~ 0.16 mrad, where Ry ~ 600 mm is the

distance to the collimator of Spectrometer A. The value of this uncertainty is thus
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an order of magnitude smaller than the nominal angular spectrometer resolution
(3 mrad), and was neglected.
Epeorn = 495.11 MeV

A narrow (0.3 MeV) cut was placed about the elastic peak to reduce the
background contribution and to select events which pass through the sieve slit holes
without any re-scattering. The position of the carbon target along the beam line
was +1 mm towards the beam dump. Therefore, the VDCs offsets were adjusted
to keep the 6, and ¢, coordinates at zero, and yy ~ 2z - sin (6y) at -0.5 mm
(Figure 4.1). Only the central hole of the sieve slit, which defines the real central
scattering angle of the spectrometer, was used to make offset adjustment. Again,
only events from the central hole were used to define the y, offset, because of the
dependence of gy, on the other coordinates, Figure 4.1.
Eypeorn = 630.11 MeV

During these measurements the central momentum of Spectrometer A was
set to 652.5 MeV/c, which is close to the value used in one of the measurements of
the elastic scattering cross section from helium. At this central momentum value,
which is close to the maximum, saturation effects in the momentum spectra are very
strong. No significant angular aberrations are visible in Figure 4.2. The angular
resolution at the edges of the acceptance, and at the center of the sieve slit is the
same, and equal to ~ 2mrad (FWHM), which is the nominal value. That means
that the standard matrix elements can be safely used at higher central momenta for

Spectrometer A.

Summary

In the measurements with the sieve slit, the new offsets of the VDCs for Spec-
trometer A were calculated.
No signs of the angular resolution deterioration were observed during the mea-

surements with the sieve slit in the saturation region of Spectrometer A. The mea-
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sured angular resolution was ~ 2 mrad, which is close to its nominal value.

4.2.2 Momentum corrections

Two independent correction procedures for the detected and kinematically —
corrected momentum are described below.

The first one is a standard correction, which compensates the angular de-
pendence of the particle’s detected momentum by introducing a new variable called
kinematically — corrected momentum.

The second correction is new. It can be applied to the momentum already
corrected for angular kinematic broadening, or in case of the (e,e’p) measurements,
to the missing-energy value, in order to compensate dependence of these variables

on the focal plane 0;,., coordinate (see Figures 4.5 and 4.6).

Angular Kinematic Broadening

Due to the finite angular acceptance of the spectrometers, the detected mo-
mentum of elastically scattered electrons is dependent on the scattering angle. This
is the so-called momentum kinematic broadening. By introducing a new variable,
normally called kinematically — corrected momentum, one can remove this depen-
dence (Figure 4.3). The final energy of an elastically-scattered electron is defined

by the Equation:
E;

E(0) =
() 1—1—5—;-32'7129/2

(4.1)

where E;(f) is the energy of the elastically-scattered electron, 6 is the scattering
angle, F; the initial electron energy, and M4 the mass of the target nucleus. For rela-
tivistic electrons the momentum p ~ F, and the kinematically-corrected momentum

Prin Was calculated as:

Prin = D — p(0) + p(fo) (4.2)
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where 0, is the central scattering angle of the spectrometer, and p is the momentum

of the elastically-scattered electron.

Kinematically-corrected momentum aberrations

The '“C/(e,e') elastic measurements were performed using Spectrometer A
(Kinematic 1 and 2) and Spectrometer B (Kinematic 3), details are in Table 4.1. The
standard matrix elements for an extended target (qsdda495.mx12 and belam495.ml1x9),
obtained at 495 MeV/c central momentum, were used for the analysis of the data.
In Kinematic 2 and 3, the momenta of the particles are in the saturation regions
of the spectrometers, and the kinematically-corrected momenta become dependent
on 0 yeq (Figure 4.5). This dependence is found to be a combination of first and
second-order aberrations of py;,. Therefore p;;, was corrected according to the

equation:
Pkin = Pkin + A- (efocal - ngcal) + B - (efocal - e}ocal)2 (43)

where 9?00&1 and 9}0(;@1 are constants, and A and B are the empirical coefficients
which were obtained in an iterative procedure by optimizing the width of the elastic

line. The definitions of all these variables are fully explained in Figure 4.6.

Summary

The correction procedure used to produce the kinematically-corrected electron
momentum (Equation 4.3) was found to be reliable. The momentum corrections
worked properly over the whole range of electron momenta. This can be seen in
Figure 4.10, which shows the momentum of scattered electrons from *C'(e, ¢’) after
kinematic correction and correction for 0y, aberrations. All excited 12C states
have similar resolution, and there is no indication that at higher excitation energies
these corrections create non-linear effects. The same procedure was used to correct

the missing energy spectra for measurements of helium elastic and (e,e’p) reactions.
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Figure 4.4: The '“C(e,e') data analysis

4.3 Absolute (e, ¢’) cross section for elastic scat-

tering

The purpose of these measurements is to study the absolute efficiency of
the experimental setup. To do this, the absolute *C'(e,€) cross sections for elastic
scattering, averaged over the spectrometers acceptance, are extracted and compared
to the theoretical predictions based on a large number of published experimental
data. This procedure provides an independent test of the hardware and software
systems and helps to estimate the possible systematic normalization error.

The simplified overview of the analysis steps is presented in Figure 4.4.
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4.3.1 Theoretical 'C(e,e’) Elastic-Scattering Cross Sections

The predicted C elastic scattering cross section was obtained from the phase-
shift code MEFIT (see ref. [29]). In this program a large collection of the world’s
measurements of elastic scattering from the '*C is used as an input. Some other
experimental parameters, such as the angular acceptance of the spectrometer 40,
and +¢,,,, the central scattering angle of the spectrometer, the beam energy, and the
target thickness have to be defined in the program input. The program determines
the charge density through a fit of a large number of the experimental data points,
including an additional point where the prediction of the cross section for elastic
scattering is required. At this additional kinematic point the cross section value
is set to 1.0 and assigned very large error bars, so that any influence of this value
on the fit is avoided. The program output is the cross section at this point for
elastic scattering (in units fm?/sr) averaged over the experimental acceptance of the
spectrometer, and corrected for Coulomb distortions and energy loss in the target.

It is assumed that scattering occurs at the middle of the target. The calculated

values of the elastic cross section dgg{ are given in the Table 4.1.

4.3.2 Measured 'C(e,e’) Elastic-Scattering Cross Sections

Cross-section definition

A 32.5mg/em?* carbon foil with an isotopic abundance of ~98.9 % C' was
used as the target for these measurements. The carbon purity was better than
99.95 % and the density was 1.8 g/cm?. The experimental cross section was calcu-

lated according to the Equation:

daemp _ 1026 % Ncor ' AC’ *Neyr

dS2 ASlspec' (Qtot>'pC"NA' (]-_Teff>'6tot

de

(4.4)

where

N, = number of counts, corrected for the radiation by ALLFIT
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A = 12.0 [g/mol] the mass of the target

ness = effective scaling factor (see Eq. 4.5)

AQ;pe. = spectrometer solid angle in [sr]

Qot = total charge [in C]

¢e = 1.602 x 10! [C] elementary charge

pc = 0.03211 [g/em?] the density of the '*C' isotope in the target
N, = 6.022 x 10* [1/mol] Avogadro number

T.rs = effective dead time (see Eq. 4.6)

€0t = detector efficiency

Radiative corrections

Radiative corrections for the elastic scattering cross section were performed
using the existing ALLFIT code [24]. A sample of the Carbon elastic peak after
the ALLFIT fitting procedure is shown in Figure 4.9. In this code, the elastic
line is treated as an asymmetric hyper-Gaussian in the central region, with two
exponential tails; there are nine fitting parameters. ALLFIT also makes a correction
for the ionization energy loss of the beam electrons, assuming that the scattering
occurs in the middle of the target. This corrected beam-energy value is also used in
calculations of the radiative corrections.

External and internal bremsstrahlung, and Landau straggling were taken into
account in calculating the radiative tail. The target thickness along the beam line
was used as an input parameter for the calculations of external bremsstrahlung
and Landau straggling of the incident and scattered electrons. ALLFIT output
includes important fitting parameters such as 2, the percentage of the data used
in the fit, the values of the fitting parameters for the peaks and the background,
and the absolute and statistical error. All these values were used to monitor the fit
quality, and to optimize and reduce errors in the fitting procedure. The final output

of ALLFIT is the elastic cross section in fm?/sr units corrected for the radiation.
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Luminosity calculations

Some elastic events were detected as random AB coincidence events, and
were assigned deadtime and scaling factors corresponding to these AB coincidence
events. This effect was corrected for by introducing an effective scaling factor 7./,
and deadtime 7.7, calculated from their single and double values weighted by the

corresponding number of the events in the particular run:

Nsingle *Nsingle + Ndouble * Ndouble

= 4.5
e Ndouble + Nsingle ( )
- o Nsingle * Tsingle + Ndouble * Tdouble (4 6)
</ Ndouble + Nsingle

The total charge collected, and the dead-time values, were calculated using the

Mainz COLA++ program.

Software cuts

The criterion for selection of the elastic events was a coincidence between
a hardware scintillator trigger and a signal in the Cherenkov detector. In Kine-
matic 3, an additional software cut ¢, = £19 mrad was applied to make the
horizontal acceptance of Spectrometer B symmetric, and to properly match the

MEFIT symmetric angular input.

Trigger inefficiency

It was shown in Chapter 3, that the trigger scintillators are divided into
small segments. When a particle crosses the edge of a segment, the path through
the scintillator is shorter than normal, and the energy deposition in the segment is
less. This reduction in the deposited energy leads to a reduction in trigger efficiency.
This effect is clearly seen in the case of quasi-elastic measurements (see Figure 4.11),
described below in detail. In this figure the coordinate = of the scintillator plane

is a projection of the focal plane x coordinate onto the position of the scintillators
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in the spectrometer. In Kinematic 2, a reduction of trigger efficiency in the regions
between the scintillator segments was observed, and in this case the reduction in
detector efficiency was accounted for in the cross section calculations. The trigger
inefficiency was estimated as an average number of events lost in projection of the

elastic line to the x-scintillator plane.

Corrections of the spectrometers angular acceptance

The position of the 'C' target was 4+1mm along the z axis, and known with
an accuracy of £1mm (Figure 4.7). These values were obtained during the target
alignment with theodolites before the measurements. It is clear from Figure 4.7
that the central scattering angle, and the range of horizontal angles accepted by the
spectrometer varies for different target positions. The Monte-Carlo code DUM P
(details are given in Appendix B) was used to obtain the correct range of the hori-
zontal angles d)%,ﬁ” and ¢y corresponding to the target position shifted by +1mm
(see Table 4.1). These values were used to calculate a symmetric horizontal angular
acceptance of the spectrometer £¢,,, as:

(Digt" + Pigi”)

|:|:¢tgt| = 2

The change in the central scattering angle #,, due to target displacement, is thus

equal to |¢y,| — |¢"]. The correct central scattering angle also can be calculated

from the formula:
0z - sind,

gcent = 90 + Ro (47>

where 6, is uncorrected central scattering angle, dz is the absolute shift of the carbon
target from the zero position, and R, is the distance to the collimator of Spectrom-
eter A or B from the target (see Figure 4.7). The solid angle of the spectrometer
AQ can be calculated as:

AQ=~4 |¢tgt| : |9tgt|
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Kinematic 1

Kinematic 2

Kinematic 3

By [MeV] | 495.11 630.11 810.11
central momentum [MeV/c] | 492.6 652.4 790
o [deg] | -4.392 -4.357 -1.089
o [deg] | 4.241 4.270 1.089
01yt [deg] | 4.0095 4.007 4.011
Ocent £ Drge [deg] | 30.056+4.317 | 27.023+4.314 | 18.006+£1.089
solid angle AQ [msr] | 21.044 21.067 5.323
beam position Az [mm] | 0.35+0.5 0.0+0.5 0.1£0.5
total charge [mC] | 3.214 1.875 4.476
Dead time (%] 1 9.0 8.2 4.4
Scaling factor 59.95 22 119.65
trigger efficiency (%] | 100.0 99.7 100.0
doesp (1073 fm?/sr] | 0.4884 0.1619 1.120
dovs (1072 fm?/sr] | 0.5140 0.1576 1.149
10eap /do, 0.950 1.028 0.975

Table 4.1: The summary for the '%C/(e, €/) elastic measurements

4.3.3 Experimental Uncertainty of the Measured Cross Sec-

tion

The systematic uncertainty of the experimental cross section is defined mostly

by the target thickness uncertainty, the uncertainty in the central scattering angle,

and results from the target and the beam-position error (see Table 4.2 and Fig-

ure 4.7).

The target thickness was estimated by measuring the target dimensions and

weight (ref. [27]). The uncertainty in these measurements led to an absolute un-

certainty of the target thickness of +2 %, but the real target thickness at the beam
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Figure 4.7: The '%C(e, ¢') elastic data; the correction of the central scattering angle of the

spectrometers

spot was unknown. It is possible that after usage the target suffers some radiation
damage from the high beam currents, and the target thickness near the beam posi-
tion may differ from its average value.

The error in the cross section due to the uncertainty in the target position
was determined from the change in the cross section calculated by MEFIT code
for a target displaced from its central position by £1mm. The same procedure was
used to estimate the changes in the cross section due to the other large source of sys-
tematic error: the uncertainty in the horizontal beam position on the target. This
was monitored using the beam cavities (see Chapter 3). For small scattering angles,
knowledge of the horizontal beam position is more important than knowledge of
the absolute z coordinate of the target, due to the relation between both values by

dz = dx/tan(by) (see Figure 4.7). The uncertainty in the horizontal beam position
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Figure 4.8: Summary of '%C'(e,¢’) elastic measurements

was taken as £0.5 mm, based on observed beam-position drifts using a ZnS target.

The ALLFIT error is the sum of the statistical error and the fitting error. The
last is normally small for a good quality fit. The ALLFIT error was significant only
for Kinematic 3, where the target and beam-position errors were small due to the
much longer distance from the target to the collimator of Spectrometer B: ~ 314 c¢m,
compared to 60.5 cm for Spectrometer A.

The accuracy of the MEFIT predictions is estimated to be +1 %, which
is the average uncertainty for the experiment values of the elastic C'(e,€’) cross
section, that are used as input for the cross section calculations. This particular

uncertainty was not taken into account when the absolute error of the experimental
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Kinematic 1 | Kinematic 2 | Kinematic 3

e 1.28 1.16 1.4
fit sum [%] | 100.00 100.07 99.98
ALLFIT error [%] | 0.51 0.74 0.86
target-thickness error  [%] | 2.0 2.0 2.0
charge error [%] | 0.1 0.1 0.1
dead-time error [%] | 0.1 0.1 0.1
target-position error  [%] | 1.9 2.5 0.45
beam-position error  [%] | 1.8 2.2 0.4
beam-energy error (%] | 0.7 0.7 0.7
total error (%] | 3.4 4.0 2.4

Table 4.2: The summary of the fit quality parameters from ALLFIT and the individual

uncertainties contributed to the total error of the 12C(e, ¢’) elastic cross sections (+Ac /o)

cross section was calculated.

The deadtime, and the charge collection errors were negligible (~ 0.1 %) each.

Summary

The strong dependence of the elastic scattering cross section on the central
scattering angle of the spectrometers, and large uncertainties in the target and
beam positions, made it difficult to achieve better than 2-3 % agreement between
the individual experimental results and the theoretical calculations. Nevertheless,
the average cross section value is in good agreement with the MEFIT predictions
(see Figure 4.8). This result confirms the absence of any significant undetected
efficiency losses in the detector systems of both Spectrometers A and B, and the

validity of the data analysis procedure.
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o [MeV | 810.11 | 810.11 | 810.11 | 810.11
I [deg] | 45.0 | 45.0 |45.0 |45.0
Central momentum [MeV/c] | 585 615 645 675

total charge [mC] | 4.196 | 4.101 | 1.339 | 6.512
Dead time (%] | 8.7 8.7 9.095 | 8.31
Scaling factor 4 4 2 4

Table 4.3: The 2C(e, ¢') quasi-elastic kinematics

4.4 Quasi-elastic 'C(e, ') Measurements

The purpose of these measurements was to study the relative trigger efficiency
of the individual scintillator segments of Spectrometer A. During the experiment,
the same measurements were used "on-line” to correct the scintillator PMTs high
voltages and increase the efficiency of a number of the scintillator segments.

To do that, Spectrometer A was set to the kinematic region corresponding to
the QE peak. The QE scattering cross section changes smoothly over the acceptance
range of the spectrometer, so that a large part of the focal plane is uniformly covered
by scattered electrons: analogous to a "white noise” spectrum. In a few steps (see
Table 4.3) with different central electron momenta for the spectrometer, the whole
focal plane was studied, and the relative efficiency of all the scintillator segments

was determined. This is the so-called d-scan of the focal plane.

Data analysis

As in the case of elastic data analysis, only a coincidence of the hardware
scintillator trigger with a signal from the Cherenkov detector was used as the se-
lection criterion for real QE events. In order to compare measurements made with

different, central momenta, the raw counts, V,,,, in the momentum spectrum were
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corrected for deadtime, scaling factors and luminosity:

Nraw “Neyr

N =
/I Qtot' (1_Teff)

(4.8)

where N, is the number of raw counts in each bin of the histogram, 7., is the
scaling factor, 7, is the deadtime, and @, is the total charge collected [in mC].
As a result of these corrections, the effective number of counts N, is pro-
portional to the QE scattering cross section. The value of N, must be the same
for a given momentum value if the triggering efficiency for each scintillator segments
is the same. The full momentum range of Spectrometer A is shown in Figure 4.12.
The error bars shown on the plot are the statistical uncertainty in the corresponding

number of raw counts in a particular histogram bin.

Results

In Figure 4.12 the following important features of the momentum spectra
behaviour are clear:
1) The 585 MeV/c data points deviate from the other settings in the momentum
range between 610 and 640 MeV/c. A similar effect is seen in the 615 MeV//c data
between the 645 and 665 MeV/c. This inefficiency in the scintillator trigger comes
from the inefficiency (~ 9 %) of segment #12 in the first dE layer of Spectrometer
A (see Figure 4.11).
2) The data points taken at a central momentum of 675 MeV /c are systematically
shifted from the other measurements, due to an incorrect momentum reconstruction

at this high detected momentum.

Summary

The relative efficiency of the scintillator segments was studied. The inefficiency
of one particular dE segment was observed and estimated to be 9 %. In the analysis

of the coincidence (e,e’p) data, this inefficiency was taken into account by weighting
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each event triggered in paddle #12 by a factor w; = 1/¢;, where ¢; is the efficiency

of this scintillator segment.

4.5 Elastic electron-scattering measurements on ‘He

4.5.1 Introduction

The temperature and pressure of the helium gas inside the helium-target loop
can be used to calculate an average helium density in the system to an accuracy
~ 5 %. The real density of the helium target in the area along the beam cannot be
calculated in such a way, due to its dependence on the beam current (see Figure 3.8).
In order to obtain the thickness of the helium target the following procedure was

used:

- measurements of the elastic scattering cross sections *“He(e,e’) were made for the

same beam-energy values as were used to collect the (e,e’p) coincidence data,;

- the theoretical elastic cross section was calculated for each kinematic, and the
absolute thickness of the helium target during these measurements was determined
by comparing the measured results to the predicted values.

The experimental cross sections were extracted from the elastic data with ALLFIT
code, using the first estimate of the helium-target density, and then adjusting the
experimental cross section value to the calculated cross section by varying the

initial helium density in ALLFIT.

- Spectrometer C was positioned at a fixed angle with a fixed central momentum
setting during the elastic, and the (e,e’p) measurements. By using the target
density obtained from the elastic data as a reference value, and the number of
events detected in Spectrometer C, the real thickness of the Helium target during

the (e,e’p) measurements was calculated.
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Figure 4.11: The z-scintillator plane in the “C(e,e’) QE measurements; the efficiency

losses at the edges of the scintillator segments are well seen (top); a low efficiency of the

whole segment (bottom)
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4.5.2 Theoretical helium-elastic cross section.

The theoretical cross sections for elastic scattering were calculated with a new
C++ Monte-Carlo code called DUMP (described in Appendix B). These results and
those obtained from reference [23] calculated with the modified version of AEEXB
are compared in Table 4.4. For this comparison, it was assumed that the beam ras-
tering amplitudes x and y were +3.5 mm. The target displacement along the beam
line was taken as —2mm as in reference [23]. From Table 4.4 it is clear that the
differences between the results calculated by these two programs are less than 0.4 %.
The one exception is the value for *He at Ej.qm = 675.11 MeV. The statistical error
in the results included in Table 4.4, and calculated with DUMP, is between 0.1 and
0.2 %. The statistical accuracy of the AEEXB predictions is unknown.

Calculations of the elastic cross section were based on the experimental values
of the form factors obtained from reference [25], which provide a parameterization
of the magnetic and charge form factors of “He and ®He. The Rosenbluth Equation

was used in [25] (h = ¢ = 1) to present the cross section as:

(%M%)M S [% +tan®(0/2)] - % (4.9)

(4.10)

o a\2cos*(
(EZZ_Q>M - <QZE1> siné@ﬁi 1+ %slinZ(Q/Q)

where m is the proton mass, Z = 2, F, is the beam energy, ¢* is the 4-momentum
transfer and 7 = 14 ¢?/4M?. For *He, ;n = 0 and M = 3727.41 MeV; so that in this
case the only term left in Equation 4.9 involves the charge form-factor F.. The ‘He

data in [25] were fitted with the form-factor parameterisation:
Flg) = (1 - (a2q2)6)e*b2q2 (4.11)

where the value of a was fixed as 0.316 fm, and the best-fit value for b was 0.675

fm. For *He this parameterisation is correct for ¢*> between 0.2 and 3.7 fm 2.
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‘He ‘He

Ebeam [MeV] | 540.11 | 675.11 | 855.11 | 540.11 | 675.11 | 855.11
Spectrometer A A B A A B

O, cat [deg] | 40 35 24.99 | 40 35 24.99
AQ.;; AEEXB [msr] | 17.834 | 18.124 | 4.783 | 17.848 | 18.241 | 4.784
AQ.;; DUMP [msr] | 17.854 | 18.169 | 4.798 | 17.854 | 18.169 | 4.798
%ﬁfﬂﬁ 0.9989 | 0.9975 | 0.9967 | 0.9997 | 1.004 | 0.9970
de AEEXB [10°fm?/sr] | 1.558 | 1.012 | 3.521 | 2.282 | 1.449 | 5.190
do pUMP [107°fm?/sr] | 1.563 | 1.004 | 3.529 | 2.2938 | 1.4487 | 5.208
Doaeens fdopiare 0.9968 | 1.008 | 1.002 | 0.9949 | 1.0002 | 0.9965

Table 4.4: Results from AEEXB and DU M P Monte-Carlo codes

4.5.3 Experimental ‘He(e,e’) cross section

Cross-section definition

Experimental cross sections were calculated according to the Equation:

AT ery

a2

where

= 10%° x

Ncor ' AHe “Nefr

A

Qtot

spec ' ( e ) *PHe * NA : (1 - 7—eff> " Ctot

N,,, = number of counts, corrected for radiation by ALLFIT

Ap. = 4.0 [g/mol] mass of the target

ners = effective scaling factor

AQyp.. = spectrometer solid angle in [sr]

Q:or = total charge [in C]

¢e = 1.602 x 107" [C] elementary charge

pre [g/cm?] = density of the ‘“He target

N, = 6.022 x 10* [1/mol] Avogadro number

7.r; = effective dead time

(4.12)
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€0t = detectors efficiency

The ‘He elastic scattering measurements were performed at three beam en-
ergies (Table 4.5). Analysis of the helium elastic data were essentially the same
as for carbon as shown in Figure 4.4. The only difference was that the theoretical

cross sections averaged over the spectrometers acceptance were obtained from the

Monte-Carlo program DUMP instead of MEFIT.

Software cuts

The same software cuts as for carbon were used to select elastically-scattered
electrons. Coincidence between the scintillator trigger and a signal from the Cherenkov
detector was required for background suppression.

It has been shown in reference [23] that significant acceptance losses in Spec-
trometer A occur for an extended target if the value of |y, > 2cem. It was also
mentioned that the |¢,,;| < 75mrad cut avoids such acceptance losses. This cut
was used in the data analysis of all measurements with Spectrometer A, and in the
Monte-Carlo simulation of the elastic helium cross section, and calculation of the

effective solid angle of the spectrometer.

Background from the target cell

Another important issue was the background from the Al walls of the tar-
get cell. There are two possible ways to subtract this from the helium elastic line.
First, one can apply a cut on the z target coordinate and reduce the contribution
from the walls to practically zero. By doing this cut we would introduce additional
systematic uncertainty into the target density, which could be large, and dependent
on the accuracy of z coordinate reconstruction. The second way is to fit the back-
ground with a polynomial, and subtract its contribution from the Helium data in
ALLFIT (as it is shown in Figure 4.15). This method requires a knowledge of the

background behaviour under the elastic peak. In order to understand the shape
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Figure 4.13: The “He elastic peak in Kinematic 2 projected at z scintillator plane; the

trigger inefficiency is visible near z = 395,460 and 550 mm

of the background, measurements with an empty Al cell were performed and anal-
ysed. In all elastic kinematics, the background from the walls was well described
by a linear functional dependence and the polynomial parameters were close to the

corresponding parameters in the ALLFIT background fit (Figure 4.16).

Data corrections and normalization

Due to the significant contribution of random AB coincidence events to the
single elastically scattered electrons, the effective scaling factors and deadtime were

calculated according to Equations 4.5 and 4.6. The total charge collected, and the
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dead-time values were calculated using the Mainz COLA++ program.

The kinematically-corrected momentum py;, was corrected from the aberra-
tions caused by its dependence on .., in the same way as for carbon, according
to Equation 4.3. The effect of this correction is shown in Figure 4.14.

Significant losses of the scintillator trigger efficiency, due to the "edge effect”
described in the previous sections, were observed in the case of Kinematic 2 (Figure
4.13). In calculations of the elastic cross section this effect was allowed for by using

an efficiency less than 100 %, as it is shown in Table 4.5.

Reconstruction of the target cell position

The target cell was not well centered along the beam line, and its position
was determined in the following way:

- the absolute position of the empty cell mounted at the target ladder was mea-
sured with theodolites, and found to be 42 + 1 mm in the direction of the beam
dump. The measurements with the empty Al cell in Spectrometer B were used to
determine the position of the real target cell.

- In data analysis with COLA++ code, the z coordinates of both walls of the
empty cell were reconstructed, and the position of the center of the empty cell was
determined (4+2mm in z direction). The reconstructed diameter of the empty cell
was found to be equal to its real value.

- After such a ”calibration”, the helium elastic-scattering measurements with the
real target cell were analyzed, and the target position found. It was shifted by

(=3 £ 1) mum along the beam line.

Radiative corrections

Again ALLFIT code was used to calculate the value of the radiative correction
for the elastic cross section. The only difference from the analysis of the carbon data

was the presence of the target cell. Therefore, in ALLFIT, a full-target thickness
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mentum corrected for 0,c, aberrations (left) and the kinematically-corrected momentum

without such correction (right)
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Figure 4.15: The *He elastic peak in Kinematic 1 (solid line); the background from the
Al target cell (dashed line)

along the beam line, including the thickness of the Al walls, must be used as an
input parameter in the calculation of external bremsstrahlung from the incident
and outgoing electrons. Thus, an effective “He + Al target thickness was calculated

(Table 4.5).

4.5.4 Experimental uncertainties

Details of the calculations to the error in the helium-target density are sum-
marized in Table 4.6. The major contribution to this error was the uncertainty of

the experimental ‘He form-factor used to calculate the cross section for particular
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Kin.1 Kin.2-0 | Kin.2-1 | Kin.3
Eheam [MeV] | 570.11 | 675.11 | 675.11 | 855.11
Ocent [deg] | 39.03 32.68 32.68 25.57
beam rastering [mm] | 3 x 2 3x2 3x2 3x2
Ztarget [mm] | =3+1 | -3+1 |-3+1 |-3+1
total charge [mC1] | 6.241 5.182 5.182 6.183
Dead time (%] | 6.11 10.1 10.1 10.11
Scaling factor 89.648 | 130 130 63.99
Trigger efficiency (%] | 99.8 99.0 99.0 100.0
"He+Al density [g/em?] | 0.05604 | 0.05598 | 0.05624 | 0.05822
‘He abandance 0.9444 | 0.9443 | 0.9447 | 0.9471
Al abandance 0.0556 | 0.0557 | 0.0553 | 0.0529
doth [10°fm?/sr] | 1.9217 | 3.0586 | 3.0586 | 4.1689
Solid angle [msr] | 17.8696 | 18.2919 | 18.2919 | 4.0121
Neorr [counts/mC] | 13938.82 | 12125.39 | 12125.39 | 6718.55
Nempty [counts/mC'| | 238.38 178.48 178.48 98.89
Ngr [counts/mC] | 13700.44 | 11946.9 | 11946.9 | 6619.66
ANgT (%] | 0.35 0.4 0.4 0.5
‘He density [g/cm?®] | 0.04012 | 0.04006 | 0.04032 | 0.04230

Table 4.5: Summary of the *He(e, ¢/) elastic measurements

kinematical conditions. In reference [25], the total error corresponding to each form-
factor value F,(¢?), is provided. Therefore the uncertainty in the calculated elastic
cross section due to error in the form-factor F,, and the corresponding helium-target
density error, was calculated as Apgy./pg. = Acjo ~ 2 - (AF./F,).

The statistical error was relatively small (~ 0.5 %) and had no real effect
on the total absolute error. The quality of the fitting procedure was very good,

resulting in a total ALLFIT error of 0.55-0.65 % .
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The sensitivity of the extracted helium density to the absolute position of the
target cell was estimated by changing the target position by £1mm in the Monte-
Carlo calculations and extracting the density again with the new theoretical cross
section value and the new spectrometer effective solid angle. The difference in the
helium density, extracted in this way was small (~ 0.5 %). This was partially because
the change in the calculated cross section was compensated by the change in the
spectrometer solid angle. However, even the change in the calculated cross section
itself, due to a 1 mm shift of the target cell, was still only 0.7 %. For Spectrometer
B the change in solid angle due to a 1 mm shift of the target cell was negligible, but
the calculated value of the average cross section changed by approximately 0.4 %.

The uncertainty in the target density due to the £160 keV uncertainty in the
beam energy was estimated by changing the input beam-energy in the Monte-Carlo
code, and calculating a new value of the theoretical cross section with this changed
beam energy.

The target-density error due to the software cuts was estimated by calculating
the target density for the 6,,, = £60mrad cut for the case of Kinematic 1. The
value of this uncertainty was found to be 0.38 %.

At Epeam = 675.11 MeV two independent sets of matrix elements (the standard
gsdda495.mx12 and the new qsdda665.mx! for high momenta) were used to extract
the helium-target density. They correspond to Kinematic 2-1 and 2-0 in Table 4.5.
The value of the deduced helium density using the different matrix elements differed

by just 0.65 %, which is insignificant compared to the total density error.

4.5.5 Spectrometer C

Spectrometer C was positioned at the same angle (120 degrees) during the
whole experiment. Its central momentum was fixed at 340 MeV/c. This allowed the

spectrometer to be used as a monitor of the luminosity during the experiment.
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Kinem.1 | Kinem.2-0 | Kinem.2-1 | Kinem.3

e 1.0 1.2 1.0 1.1

fit sum [%] | 99.98 100.12 99.97 100.02
ALLFIT error [%] | 0.5 0.56 0.54 0.64
*He form-factor error  [%] | 1.3 1.5 1.5 1.3
angular-cut error (%] | 0.4 0.4 0.4 0.4
beam-energy error [%] | 0.2 0.2 0.2 0.2
charge error [%] | 0.1 0.1 0.1 0.1
dead-time error [%] | 0.1 0.1 0.1 0.1
target-position error  [%] | 0.5 0.5 0.5 0.4
total error Ap/p (%] | 1.5 1.7 1.7 1.5

Table 4.6: The contribution of the experimental uncertainties to the total error of the

‘He target density (+Ap/p)

Software cuts

A number of software cuts were made to isolate the electrons scattered from
the helium target. A coincidence between the scintillator trigger and the Cherenkov
ADC signal in the range between 200 and 1500 channels was required. The momen-

tum range was limited to between 300 and 380 MeV /c.

Helium-target density

The number of counts detected by Spectrometer C is proportional to the
helium-target density. After some corrections explained below, this number was used
to calculate the helium-target density during the (e,e’p) coincidence measurements.
The raw number of counts in spectrometer C was first corrected for the deadtime

and luminosity:
N’I”CLU)

Qiot * (1 - Teff)

Ny = (4.13)
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Figure 4.16: The measurements with the empty Al cell; Kinematic 1. First two histograms
show a large range of the background under the elastic helium peak (positioned at approx.
550 MeV) and outside it. For the first (second) histogram the target mass equal to the *He
(Al) mass was used to perform the kinematic calculations. The bottom histogram shows

the background only under the elastic helium line (including the radiative tail.

where N,,, is the number of events detected in Spectrometer C after all the cuts,

Quor 1s the total charge collected [in mC] and 7.;; is the deadtime. In a similar

way, the measurements with the empty Al cell were analyzed, and the value N2
corr

was extracted . The final value, Nj.", used as a reference number for the target-

density calculations for the (e,e’p) measurements, corresponds to the number of
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counts detected in Spectrometer C from the helium nuclei alone:

Nie" = Neorr = Negit™ (4.14)

corr

4.5.6 Summary

The helium-target density at all three beam energies used in the (e,e’p) coin-
cidence measurements was extracted with an absolute error 2.6 — 3 %. During the
measurements, the efficiency of the Phillips compressor was failing, with a corre-
sponding loss of cooling power to the target. Small gas leaks through the valves in
the ‘He part of the gas system were also detected . As the result of these two effects
the density of the helium gas was less for measurements done at Ey,,,, = 570.11 MeV
than for those made at Ej.,,, = 855.11 MeV, which were measured first. The mea-
surements at 675.11 MeV were done with a target cell refilled after the emergency
break. This was necessary due to failure of the compressor leading to an increase
pressure in the system. Thus this last measurement cannot be compared with the

previous ones in order to check consistency of the target-density values.



Chapter 5

Analysis of the coincidence (e,e’p)

data

5.1 Introduction

In this chapter the analysis of the (e,e’p) data is described. It consists of sev-
eral sections covering all important issues concerning the data handling, software
cuts, and radiative corrections.

Section 5.2 covers matters related to the missing-energy spectra structure, and
describes corrections used to improve the missing-energy resolution.

In Section 5.3 all software cuts used to reduce the background contribution to
the measured (e,e’p) cross section are explained in detail. The helium-target density
calculation procedure using the reference-density values for the helium gas is also
described. Finally, the w-cut used to match the range of the energy-transfer values
for the three (e,e’p) kinematics, and to ensure a quality of the L./T Rosenbluth sep-
aration is mentioned.

The definitions and calculation steps for the experimental five and six-fold
differential cross section, the spectral function, and the proton momentum distribu-

tions are given in Sections 5.4 - 5.6.

79



80

GEANT MONTE-CARLO COLA++

detection volume calculations raw data analysis

software cuts software cuts

histogramming histogramming

2-dim (Em, Pm) histogram 2-dim (Em, Pm) histogram 2-dim (Em, Pm) histogram
detection volume foreground background
HBOOK ASCII ASCII
MBOOK HISTMAN
Conversion code operations with histograms MBOOK Conversion code

l accidental-corrected cross section

RADCOR
radiative corrections

radiative-corrected cross section

HISTMAN
operations with histograms

l normalized cross section

PAW++
plotting

Figure 5.1: Analysis of the (e,e’p) data
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At the end of the chapter all questions concerning the radiative unfolding pro-
cedure using RADCOR code, and radiative corrections in general, are discussed in
Sections 5.7 - 5.8.

A summary of kinematic information for the (e,e’p) measurements is available
in Table 3.3. The major analysis steps are shown in Figure 5.1. The analysis of the
raw data was performed using the Mainz COLA++ code, which was used for the
data reduction, software cuts, background suppression, and histogramming. The
output produced by COLA++ in the form of 2-D (E,,, p,,) histograms for the fore-
ground and background yield was first converted into ASCII format, and then into
the MBOOK format that is used in the HISTMAN package.

The detection-volume calculations were made with the new GEANT Monte-
Carlo code (see Appendices A and C). This code was used to apply the same software
cuts as in the analysis of the (e,e’p) data, and for the histogramming of the results of
a simulation. The HBOOK output from GEANT was converted into the MBOOK
format acceptable by the HISTMAN program, which was used to do all operations
with histograms (adding, subtraction, scaling and slicing).

The experimental cross sections were radiatively unfolded using the RAD-
COR code. As an alternative, the AEEXB Monte-Carlo code with the implemented
theoretical model of the two-body-breakup and continuum channels of the (e,e’p)

reaction, was used to simulate the radiative tails in the detected kinematic region.

5.2 Missing-energy spectra

Structure of the missing-energy spectra

The missing energy was calculated according to the definition given in Equa-
tion 2.11 in Chapter 2. The raw missing-energy spectrum is shown in Figure 5.2,
as a 1-D projection of the 2-D (E,,, p,,) histogram. The dominant feature in this

spectrum results from the two-body breakup (‘He(e, ¢'p)* H) reaction channel which
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is positioned at a missing-energy value of 19.8 MeV. Two other reaction channels,
which create continuous strength starting from their threshold values, are the three-
body breakup *He(e,e'p)nd, and four-body breakup *He(e,e'p)pnn. They have

relatively small strength and cannot be separated one from the other.

Missing-energy resolution

The missing-energy resolution can be determined from the two-body-breakup
peak in the spectrum. The full width of this peak is determined by the total reso-
lution of the experimental setup, and was used as an input parameter in the opti-
mization procedures described below.

For the case of high proton momenta, as were detected in Spectrometer B,
the matrix elements (0 | 0) of the standard 495 Mel matrix are no longer correct,
as was shown in Chapter 4 for the kinematically-corrected momentum of elastically
scattered electrons. This causes broadening of the two-body breakup peak, due to
the dependence of the missing energy on 0y,.,, and also leads to an energy assign-
ment different from its 19.8 MeV value. Similar problems were mentioned previously
in the description of the analysis of the elastic scattering from carbon and helium
in Chapter 4. In order to optimize the resolution of the missing-energy spectrum,
the dependence of F,, on 07,., was corrected to 1°" order (by a linear term) using
Equation 4.3. The two-body-breakup peak before and after this correction is shown
in Figure 5.3a.

The other factor, which deteriorates missing-energy resolution, is the energy-
loss by ionization of the incident electrons, scattered electrons, and protons, in
the helium gas and the Al walls of the target cell. This energy loss also led to a
re-distribution of (e,e’p) events in the whole missing-energy spectrum due to fluc-
tuations from the average value (Landau fluctuations). This problem will be dis-
cussed below, together with other radiation effects, such as internal and external

bremsstrahlung.
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Kinematic 1 (570.11 MeV)
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In COLA++4, the energy-loss corrections are handled by calculating the aver-
age energy-loss per unit length, for the particle. This uses the Bethe-Bloch formula,
for the actual path length of the particles through the target cell. In case of the re-
strictive cut on the z,.,; coordinate (explained below), the difference in path length
through the target cell for particles with different vertex positions along the beam
line, is not large. Therefore, the energy-loss caused only a minor dependence of F,,
on the vertex position within the target cell. After the energy-loss corrections, the
(e,e'p) events in the missing-energy spectrum corresponding to two-body breakup,
no longer had any dependence on their vertex position along the beam line (see
Figure 5.4).

After these two corrections the resulting value of the missing-energy resolution

was ~ 0.7 MeV (FWHM) (Figure 5.3b).

5.3 Software cuts and background reduction

5.3.1 Overview

In order to select only events coming from the (e, ¢'p) reaction on *He, a num-
ber of software cuts were applied. For the electron-arm spectrometer this meant
separating scattered electrons from the background formed mostly by negative pi-
ons. As was mentioned in Chapter 3, the difference in the energy deposition by
electrons and pions in the scintillator segments is small, since they are both in the
minimum-ionizing region. A clear separation of the scattered electrons from pions
was possible using a software cut to select those events with a signal in the Cherenkov
detector.

In Spectrometer B, which was the proton-arm detector, the raw ADC spectra
in the scintillator segments contain a significant background of positive pions and
deuterons (see Figure 5.5a). Practically all background events were removed after

a coincidence timing cut, together with the Cherenkov cut in Spectrometer A as
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Kinematic 1 (570.11 MeV)
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Kinematic 1 (570.11 MeV)
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Figure 5.4: Two-body-breakup peak after correction for energy loss and 6., dependence

shown in Figure 5.5b. Thus only protons detected in coincidence with an electron
remained in the spectrum.

The large part of the remaining background in the E,, spectrum was a result
of particles re-scattering from the Al windows of the scattering chamber. This was
removed by applying a £50 mrad (£70 mrad) cut on the vertical angle 6, in Spec-
trometer B(A).

A cut on the reaction vertex coordinate z,.,;, equal to +2 c¢m, was used to limit,
the acceptance by both spectrometers to a region which was fully defined by the
collimator geometry. This cut removed most of the background contribution from

the walls of the Al target cell.
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Kinematic 1 (570.11 MeV)
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Florizone [23] reported a large acceptance loss in Spectrometer A when an
extended target was used, for a horizontal spectrometer angle |¢,,| > 75mrad.
Thus, a cut on this angle of |¢,,,| < 75 mrad was applied to limit the spectrometer
acceptance.

In addition, the momentum acceptance of Spectrometer A was limited to
+10 % and Spectrometer B to +7.5 % corresponding to their nominal acceptance

values (see Chapter 3).

5.3.2 Coincidence timing
ToF corrections

The raw coincidence timing is about 10 nsec wide (Figure 5.6a). In the analysis
with COLA++, the raw timing was corrected for a number of factors which caused
its broadening:

1) the individual TDC offsets for the segments of the scintillator layer, which defines
the coincidence timing (in this measurement the second dFE layer) were adjusted

so that the width of the coincidence-timing distribution was minimized;

2)the time required for photons to reach PMTs viewing each scintillator segment
was calculated, and a corresponding correction to the coincidence timing was in-
troduced. This time depends on the non-dispersive coordinate value ¥, and
the effective speed of light in the scintillator material, which is ~ 1.4 times less
than the ¢/n value obtained from the known refraction index value. Dependence

of the timing signal on the pulse height in the scintillator was decreased.

3) the time-of-flight for a particle with velocity 3 to travel from the target to the
focal plane detectors was taken into account.
Although for most of (e,e’p) events the coincidence timing was a Gaussian dis-

tribution with a FWHM of 1.4 nsec (Figure 5.6b), some events fall outside this peak,
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)
—
c .
8 1041 real coincidences
© -
10 3 —
102~ random events
10 —
1
o ] | \
-30 -20 -10 0 10 20 30 40

Coincidence time, [nsec]

Figure 5.7: Coincidence timing; the foreground and background windows are shown



91

coincidence time, [nsec]

P
1200

ol L
(0] 200 400 600 800 1000 1400

X-scint. plane, [mm]
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near the edges of the scintillator segments

as shown in Figure 5.7. This non-Gaussian part of the timing distributions comes
from particles crossing the scintillator layers near a gap between two scintillator
paddles. In this case the pulse height in either paddle is reduced, and a shift in the
coincidence timing is observed. The combination of such events in both spectrome-
ters leads to long (up to 10 nsec) tails at both sides of the coincidence peak, which
can be observed in Figure 5.7. In Figure 5.8, where the coincidence timing is plot-
ted as a function of the focal plane coordinate x — scintillator plane, the individual
scintillator segments are evident. Narrow vertical lines correspond to events hitting
the edges of the scintillator paddles. By using a wide (£6nsec) timing cut in the

data analysis, most of these events were included in the foreground yield.
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Foreground and background yield

It is clear from Figure 5.7 that the number of ”true” coincidences N,.,. can be
determined as:

Ntrue — Nreal - Nrand (51)

where N, ., is a number of events inside the 6 nsec timing cut on the coincidence
peak, and N,,,q is a sum of events from two 6-nsec-wide windows in a region far

away from the coincidence peak, (see also Figure 5.7).

Loss of (e,e’p) events in the ToF cut

A small number of coincidence (e,e’p) events were outside the +6 nsec timing
cut. The inefficiency due to this cut was estimated from the ratio of the two-body-
breakup strength outside the ToF window, to the total number of detected (e,e’p)
events (see Figure 5.9). The absolute value of this inefficiency is 0.3 — 0.4 % for all

kinematics.

5.3.3 Background processes

In the coincidence-time spectrum (Figure 5.10) one can see two peaks separated
by approximately 6 nsec. The left peak is due to detection of a proton in coincidence
with a 7.

In Kinematic 1, (see Table 3.3) negative pions with momentum equal to
the central momentum of Spectrometer A (p2,, = 236 MeV/c) have a full energy
E.- = \/m ~ 274 MeV, and a corresponding velocity [een.: =~ 0.86. The
time-of-flight for particles with a velocity 3 through Spectrometer A is equal to t4 ~
Leent/(0.3 - 3) [nsec], where the length of the central trajectory for Spectrometer A
iS Leens =~ 10.8m. It is clear that an approximate time-of-flight difference between
electrons and pions is approximately AT = 3.33 Leons - (B~ — [r-) & 5nsec. In

reality, this value is a slightly larger (6 nsec) since most of the pions were detected
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on the low-momentum side of the focal plane, and have momenta lower than the
central value. By requiring the signal from the Cherenkov detector to be non-zero,
practically 100 % of the (7~ +p) coincidences can be removed from the coincidence-

time spectra, as shown in Figure 5.10.

5.3.4 Cut on target length

The helium target cell has a diameter ~ 8 cm, which cannot be fully used in
the (e,e’p) data analysis. Only half of the target thickness was used, and the vertex
coordinate z,.,; was limited to a |z,e¢| < 2cm range. First of all, it was necessary
to limit the spectrometer coordinate 1, to a range where the acceptance of the
spectrometers is well-understood and defined by the collimator geometry. At the
same time, this cut safely removes the major background contribution from the Al
walls of the target cell.

The behaviour of the missing-energy spectrum at high missing energies is clear
from Figure 5.11a, where the results for three different z,.,, cuts are shown. The
spectra look very similar for the 425 mm and £20 mm cuts, and show a significant
reduction of the measured strength for F,, > 50 MeV . This is an indication that
cutting more closely than 420 mm would not improve the background at high miss-
ing energies. A tighter cut would simply increase the statistical uncertainty of the
results by reducing the data available for analysis.

The same conclusion is reached from the reconstructed position of the target-
cell walls from the data taken with the empty Al cell. The +2cm region of the re-
constructed z-coordinate histogram for (e,e’p) events is almost zero (Figure 5.11b).

The fraction of coincidence Al(e,e’p)X events remaining in the measured (e,e’p)
data was estimated from the measurements with the empty cell, where the same
software cuts were used. After the 20 mm cuts on the vertex coordinate z,.,;, the
number of events detected in the missing-energy spectrum from interactions in the

cell walls was scaled according to the total charge collected at the target in both
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Kinematic 1 (570.11MeV)
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measurements. Using such a procedure, the portion of Al(e,e’'p)X events in the

collected (e,e’p) data was found to be less than 0.1 %.

5.3.5 Background contribution from the scattering chamber

windows
The source of the background

The scattering chamber was built with a narrow (50 mm wide) Al window as
shown in Figure C.1. Particles passing through this window suffer multiple scatter-
ing and energy loss due to ionization and radiation processes. This caused deflection
of some electrons and protons (which were originally outside the spectrometers ac-
ceptance), to be detected in Spectrometers A and B. Since these particles lost energy
in the Al they were observed mostly in the high-missing-energy region. If the ver-
tical position of the scattering chamber was misaligned relative to the beam line,
the effect of re-scattering becomes more visible and more difficult to remove. This
re-scattering was observed for the first time during the (e,e’p) measurements with
SHe. It appears as a large bump in the high missing-energy region, where practi-
cally no strength was observed before. This effect was very significant due to the
lower proton momenta detected in Spectrometer B, and a significant misalignment
(-8 mm) of the scattering chamber. For *He, the average energy-loss for protons
in the 1.8-cm thick Al window, when detected in Spectrometer B is ~ 15 MeV.
Consequently, this background appeared in the missing-energy region of the three
and four-body breakup channels, where the statistical uncertainty is relatively large.
This caused problems in identifying it.

The missing-energy and angular dependence of this background in Spectrom-
eters A and B was studied using measured (e,e’p) data, and GEANT simulations of

the (e,e’p) reaction.
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Spectrometer B

Modeling of the experimental setup using GEANT was used to study both
the significance of this background process at different missing-energies, and the
efficiency of the software cuts used for its reduction. Details of the new Monte-
Carlo code are given in Appendices A and C.

In Figure 5.12, one can see the results of simulations for the two-body-breakup

reaction channel

e+'He e +p+3H .

Each picture contains the missing-energy spectrum for the fully opened collimator of
Spectrometer B, and the missing-energy spectrum obtained for one of the four differ-
ent positions of the vertical collimator (60, 55, 50, and 45 mrad). In all these plots,
an enhancement of the number of detected events at E,, & 37 MeV, corresponding
to protons losing energy in the scattering chamber, is visible. The collimator po-
sitions are equivalent to cuts on the vertical angle 95,5 of the same absolute value.
None of these cuts is 100 % efficient, but the number of background events was
reduced significantly already by a +50 — 55 mrad cuts.

The optimum value of the cut is |0f,| < 50 mrad, which effectively suppresses
re-scattering and does not unnecessarily reduce the volume of the (e,e’p) data.

A similar background study was carried out for the measured missing-energy
spectra. This was done by selecting (e,e’p) events detected in the range of the vertical
angles 95,5 close to the limit of the spectrometer acceptance, as shown in Figure 5.13.
The missing-energy spectra selected for tht ranging between 60 and 70 mrad, show
significant strength around FE,, ~ 34 MeV, comparable with three-body breakup.
This additional strength disappears only for |9£t| < 50mrad, providing additional

confirmation of the effectiveness of this cut.
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Figure 5.12: Simulated missing-energy spectra : solid line - collimator B is opened by
70 mrad in the vertical direction. Hatch style histograms contain the missing-energy spectra
for the different values of the vertical acceptance: 60, 55, 50 and 45 mrad. The scattering-

chamber position is -3 mm in the vertical direction
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Spectrometer A

Electrons detected in Spectrometer A can also be scattered from the window
of the scattering chamber. Because the electron mass is much less than the proton
mass, the radiation losses become very important. Protons lose energy only due
to ionization losses in the Al window and thus the majority of the background
events appear in some defined missing-energy region (see Figure 5.15b and 5.16b).
Electrons on the other hand can radiate much more energy in the form of one or
more hard photons, and therefore contribute to the background at much higher
missing energies.

In the measured (e,e’p) data, the background from the scattered electrons
was clearly observed as a broad peak at missing energies up to 70 MeV. This is
shown in Figure 5.14, where the (e,e’p) events were selected by the software cut
0190 > 70 mrad. This background shows a clear dependence on the momentum of the
detected electrons (see Figure 5.15a, 5.16a and 5.14). At higher electron momenta,
the background is less, in agreement with the dependence on the multiple scattering
angle 6 ~ 1—1), (p is the scattered momentum). In Kinematic 3, for electron momenta
near 550 MeV /¢, this type of background disappears in both the experimental data

and the Monte-Carlo simulations.

Summary

The angular, and missing-energy dependence of the background due to parti-
cles scattered from the scattering-chamber window and detected in both Spectrom-
eters A and B was studied. It was found that the major part of this background
can be excluded from the final results by introducing two software cut on the ver-
tical angle of both spectrometers. For Spectrometer B the value of this cut was

02,] < 50 mrad, and for Spectrometer A a value |6f3,| < 70 mrad cut.
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Figure 5.17: Tmage of Spectrometer B collimator (E,, > 50 MeV")

5.3.6 Background at F,, > 50 MeV

In reference [23] significant strength was observed at E,, > 50 MeV due to
re-scattering of protons from the collimator edges of Spectrometer B with momen-
tum around 500 MeV/c. In order to study the importance of this effect in these
measurements, the particle’s coordinates in the spectrometer systems were recon-
structed at the collimator positions for both Spectrometer A and B. Using the vertex
coordinates at the target and the distance to the collimators, the horizontal x and
vertical y coordinates of the particles were reconstructed according to Equations
B.6 and B.7. An additional software cut of E,, > 50 MeV was used to select only
the high-missing-energy region, where the larger contribution of the background was
expected.

The resulting image for the collimator of Spectrometer B is shown in Fig-
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ure 5.17. The distribution of (e,e’p) events is purely random, with no indication
of peaking near the collimator edges. The vertical acceptance of Spectrometer B is
defined in this case by a cut on 0, equal to £50mrad. A similar uniform distri-
bution of coincidence electrons was observed in Spectrometer A. From these results
it was possible to conclude that most of the events at high missing-energies are not

the result of scattering from the edges of the collimators.

5.3.7 Thickness of the helium target

Calculation technique

The single arm (e,e’) data from Spectrometer C were used to extract the
helium-target thickness for the (e,e’p) runs, using the reference value of the helium
density calculated for elastic scattering from helium at the same beam energy (see
Chapter 4). The number of raw counts detected in Spectrometer C was corrected
for the deadtime 7., scaling factor 7.y, total charge collected at the target Q.

Thus the corresponding N,,,, values were calculated as:

Nraw Nefs

Ncorr = 5 /1 -
Qtot(l _Teff)

(5.2)

where N, is the number of events detected in Spectrometer C due to scattering
from both *He gas and Al walls of the target cell. The contribution of the walls was
subtracted from N, according to Equation 4.14. These final values, called Nj:",
are given in Tables D.1, D.3 and D.5. The density of the helium gas was calculated
for each individual (e,e’p) run by comparing these Ng." values with the reference
value from the elastic scattering measurements:

p(e,e’p) — pelast x Nc}c{fr (6, elp)
He fe ™ NHe (elast)

corr

(5.3)

The helium density p%% in Tables D.1, D.3 and D.5 was obtained from the density

values corresponding to individual runs weighted by the charge collected during
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these runs as follows: .
Z pZHe . Q?B
Pife = (5.4)

n

> QM

=1

where n is the total number of runs.

Experimental uncertainty

The absolute uncertainty in the helium-target density for the each (e,e’p) run

was determined as :
Aplt ™~ A + AN (5.5)

e'p)
e

The total absolute error Apg was calculated by weighting the individual errors

with the charge collected during the n individual runs:

Z Apj‘[e : QZAB
= 5
T

=1

5.3.8 w-cut

The (e,e’p) measurements were performed at three different beam energies,
so that the absolute values of the detected electron momenta and corresponding
w values were also different (see Figure 5.18). The experimental results obtained
for these kinematics in the form of (F,,, p,,) histograms are compared in Chapter 6.
Since the experimental cross sections are reduced to a function of these two variables
only, (e,e’p) events with different w values can contribute to the same (EZ,,p.,) bin.
Therefore, in order to compare the resulting cross section for different kinematics in
the same kinematical region of the QE peak, an w-cut which matches the acceptance
for all measurements was used (see Figure 5.18).

The w-range was limited to between 310.4 and 357.6 MeV, which corresponds
to the acceptance of Spectrometer A for Kinematic 1. As a result of this cut, the

(E,., Pm) phase-space became almost identical for all kinematics, Figure 5.19.
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5.4 Six-fold differential cross section

Cross section definition

The experimental six-fold cross section was determined as:

d° N[EL,, ph] - Ape
A L — B Pl - A —(5)
dQ2ed€2,dpedp, (%) “Na - pre - (1= ot) - €0t - AV (EL,, D)
The cross section unit is: [%]

where

Ay, is the Helium mass in [g/mol]
AB is total charge collected in [C]
¢. = 1.602 x107"[C] (the elementary charge)
N, is the Avogadro number in [1/mol]
Nior 18 weighted dead-time value
€0t 18 & total efficiency of the setup
pie is the helium-target density in [g/cm?]

AV (EL,, ph) is the detection volume in [m]

The detection volume AV (E!  p%) was calculated with the new GEANT Monte-
Carlo code described in Appendices A and C as:

Ndet(E;wpfn)

AV(E,,,p),) = N

Ap. Ap, AQ, AQ, (5.8)

where Ny is the number of events detected in bin (FE.,,ph), Niias is the total
number of events generated in the full volume Ap. Ap, AQ, AQ, sampled in the
simulations. This volume was selected to include the entire experimental momentum

and angular acceptance ranges of the spectrometers.

Absolute normalization of the measured cross section

Calculation of the cross section requires knowledge of the total charge col-

lected at the target, the full data-acquisition deadtime, the total efficiency of the
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experimental setup and the helium-target density.

The helium-target density was calculated from the values obtained for each
(e,e’p) run according to the Equation 5.4. As for the elastic data analysis, the total
charge collected at the target, QP and dead-time values 1; corresponding to the
individual runs, were calculated using the COLA++ code. These dead-time values
were weighted by the charge collected at the target during these runs, and the final

dead-time value 7,,, was obtained as:

> i Q%AB
=1
Mot = — (5.9)
> QP
=1
The efficiency value ¢, was introduced to compensate for the loss of (e,e’p)
events as a result of the ToF-cut (see Section 5.3.2). The inefficiency of this cut was
calculated as a fraction of (e,e’p) events in the two-body breakup peak that were

outside the 12 nsec coincidence window.

5.5 Five-fold differential cross section

For the two-body breakup reaction channel, the observed missing-energy spec-
tra contain peaks with a width determined by the experimental energy resolution;
but in reality they are d-functions. Thus, this reaction channel can be described by
five kinematic variables only: one of the six variables mentioned above is redundant.
However, due to the additional dependence of the two-body-breakup cross section
on the missing energy, the measured strength must be integrated over the missing-
energy region, where we expect this strength to be non-zero.

Thus the cross section for this reaction channel is obtained by integrating the

six-fold cross section over the selected region of the missing energy F; < E,, < Fjy

d’o B2 dbo 1
/ (5.10)

Q. dQdp, g, A92.d, dp.dp, | L=

as:
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where the Jacobian |88ET:| was calculated from the definition of E,, from Equa-
tion 2.11 as:

OEw o | Dp DB
op, E, ppyEp

(5.11)

where Ep = /p% +m?_; and m,_; is the mass of the A-1 nucleus, as defined in
Chapter 2.
In order to perform these calculations the six-fold cross section differential in
missing energy is calculated first as:
d°c N[E,, D] - Apre

=10* x (5.12)
A0Sty dpdEr, (%e0) - N~ pare - (1= 1it) - tot - AViao E, i)

de

where AV,.(E.,, pi,) is the detection volume calculated in the same way as the de-

tection volume used in Equation 5.7, but weighted by a factor |‘€g37;j’| :

AVigo(EL Dh) = Ap. Ap, AQ, AQ, (5.13)

where each event Ny, (E%, pl,) is weighted by |‘5g37;j’|. As the last step, the five-fold

cross section is calculated by integrating over the defined range of missing energy:

o B i Ao AE (5.14)
A dQ,dp, — 4= dQ.dQ,dp.dE,, ~ " '
Ey

5.6 The experimental spectral function

The experimental (“distorted”) spectral function can be extracted from the
experimental cross section according to Equation 2.22. In data analysis it was ob-
tained using a formula similar to Equation 5.7, except that the detection volume

was weighted by the factor pf, “Oept
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) ) N EZ e A e
S(EL pl) = 10% x — Pl A W
(%) “Na - pre (L= 1ot) " €10t - AVep (B3 1)

The detection volume was calculated as:

Nc(izft(E;mp;J

A‘/:ap(Ei ; ) = Nivial

m>Pm Ap. Ap, AQ, AQ, (5.16)
where N7 (EL,, ph,) for each event during the Monte-Carlo simulations was weighted

by the pf, “Oep-

The proton momentum-density distribution

Integration of the proton spectral function S(F,,, p,,) over the missing-energy
region corresponding to one of the reaction channels, gives the proton momentum

density distribution p (p,,) for this channel:
Em2

p(Pm) = / S(Epspm) dE,, (5.17)

Emi
In the next chapter, the proton-momentum distributions ps4(p,,) for the three-
body and four-body-breakup reaction channels will be calculated by integrating the

measured spectral function over the missing-energy region between 25 and 45 MeV.

5.7 Radiative corrections with RADCOR

5.7.1 Introduction

Electrons can be easily deflected in the electromagnetic field of the nucleus,
and radiate both real and virtual photons. This radiation creates an unwanted back-
ground in the missing-energy spectrum, and produces errors in the measured (e,e’p)

cross section. Much of the strength in the low missing-energy region of the spectrum
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is shifted to higher missing energies, creating visible strength in the uncorrected raw
spectra.

The average energy loss of the incident electron beam (~ 0.3 MeV'), scat-
tered electron (~ 0.5 MeV) and protons (~ 0.9 MeV) due to ionization of the
target medium was taken into account in the raw data analysis using COLA+4+.
Other physical processes, which lead to a re-distribution of the (e,e’p) events in the
measured (E,,, P,,) phase-space, such as external and internal bremsstrahlung and
Landau straggling, were corrected separately using the RADCOR program. Correc-
tions due to external and internal bremsstrahlung are described below in detail. The
correction factor for Landau straggling was equal to 1.000 for both electrons and
protons in the experimental kinematic range, and is not discussed in this thesis. The
RADCOR version at Mainz, written by Rokavec [34], was used. This incorporates
improvement in the calculation of external bremsstrahlung (see also ref. [23]) by

taking into account the contribution from the walls of the Al target cell.

5.7.2 Schwinger radiation

The question of the radiative corrections to electron-scattering data caused
by virtual photons was intensively studied between 1950 and 1970. Figure 5.20
shows some of the diagrams describing the emission and re-absorption of virtual
photons. Diagrams A) and B) are the electron self-energy diagrams, and lead to
mass and electron wave function renormalization. Diagram C) describes the vertex
renormalization and D) is the ”vacuum polarization” (photon self-energy) diagram,
which modifies the photon propagator and renormalizes the electron charge.

Schwinger [35] showed that in an experiment performed with a finite energy
resolution AFE, the elastic scattering process is indistinguishable from the process
in which a soft, real photon (of energy k < AFE) is emitted in the electromagnetic
field of the target nucleus involved in the elastic scattering. One thus has to include

in the cross section calculation (and the radiative correction) the diagrams from
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Figure 5.20: Radiative correction diagrams for electron-nucleus scattering

Figure 5.21 in which one soft, real bremsstrahlung photon is emitted following the
electron-nucleus interaction. Diagrams C) and D) of Figure 5.21 are proportional
to a factor of 1/M, where M is the nuclear mass, and being small are not taken
into account in most of the cases. Therefore the experimental cross section for the
elastic scattering below the AFE cut-off energy can be written as

do(AE)  do™

o = g (1-6) (5.18)

where % is a theoretical cross section, and ¢, is the Schwinger correction for elastic
scattering [36]. In case of the (e,e’p) process the correction factor for Schwinger

radiation proposed by Penner [37] was used in RADCOR:

657‘50,1

Ky=—
b 1 + 51)1'7'1‘,

(5.19)
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Figure 5.21: Diagrams for photon emission during electron-nucleus scattering

The contribution of real photons was taken as:

5real -

2 fn

e

)1 (5.20)

where AFE is the resolution cut-off energy and b, n and ¢,¢" have the following

definitions:
2w 0
=14+ —sin?(=
b + s (2)
2E; ., 0.
n= 1+ WSZTL (5)

i =’ = (7)°
The contribution of virtual photons was taken as:

arld
S = 2 =t o LT 2
virt 6[nm2 ] 18 6 2

Lo(x) = /0 it VPN (5.22)
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or

Ly(z) = ] (5.23)
i=1
E; and Ey in all equations are the initial and final energy of the electron, M is the
target-nucleus mass and « is the electromagnetic coupling constant.
The correction factor for Schwinger radiation calculated with RADCOR was

approximately 17, 20 and 25 % for Kinematics 1, 2 and 3 respectively (see Table 3.3).

5.7.3 External bremsstrahlung

Although the Schwinger correction for radiation is the major part of the radia-
tive correction, so-called external bremsstrahlung must also be taken into account.
External bremsstrahlung are produced when an incident or scattered electron radi-
ates a real photon in the electromagnetic field of the target nuclei other than those
involved in the (e,e’p) reaction. An approximate radiation correction for external

bremsstrahlung was suggested by Friedrich [38]:
EbeamfAE
KoNAE)=1— /0 frtdE; =1 — 6" (5.24)

where f7%? i the probability for the emission of one real photon:

1
FUEs) = tegy xp LR+ R (5.25)
2 1
n=3— 5 (Inls3 Z713)1 (5.26)

where R = Epeam/E;, tepp = t/Xp is the effective target thickness in radiation
lengths, t is the target thickness, X is the radiation length in [g/cm?] and

1 E AE 1 AE
rad __ _ = _ (T2
0" =exp |tess [=(C = ) + Iz + (5 — 5 ()] (5.27)
1 (Z+1)
(=gl2+ A 12] (5.28)
A 1
X, = 716.405 =L (5.29)

Zepp (Zegr-(lh = fo) + 1)
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Zepr | ly
1 |5.31 6.114
2 | 4.79 5.621
3 14.74 5.805
4 1471 5.924
>5 | 5216 — $1In(Z.p) | 7.085 — 2In(Z.;¢)

Table 5.1: Parameters for calculation of the radiation length in RADCOR

in the above [; and [, are parameters for calculating the radiation length (Table 5.1)

and f. is a correction describing charge-screening of the nucleus

(Zegs)?
fo= (Zepra)® |1.2024 (Z, ;5 )* (—1.0369 + 1.008 (5.30)
1 " (Zegra)® +1)
Zerr and A,y are the effective equivalents of charge Z and A:
Zeff = ZwlZl (531)
Aeff = szAz (532)

Here Z;, A;, w; are the charge, mass number and weighting of atoms of type 7 in the
target.

The correction factor for external bremsstrahlung calculated with RADCOR
was approximately 2.1, 2.5 and 2.9 % for Kinematics 1, 2 and 3 respectively (see

Table 3.3).

External bremsstrahlung from the target cell material

The target cell material was Al plus a small amounts of heavier metals like
Zn and Cu (see Table 3.2). In order to calculate with RADCOR the contribution

of external bremsstrahlung from the wall materials, the total target thickness d;;
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was calculated:

Aot = dpe + da+dey, (5.33)

where dy, is a thickness of ‘He (~ 0.154g/cm?), d is a thickness of the Al
(0.0575 g/cm?), and d¢, is a thickness of a heavy metals like Cu (~ 0.016 g/cm?).

tot

An effective total radiation length X§” was calculated according to reference [40]

as:
1

(dpe/dior) ] X§ + (dew/ dior) | XE™ + (dar/dior) | X"

X' = (5.34)

where X{7¢is the radiation length in *He, X3 is the radiation length in Al (24 g/cm?),
X&* is the radiation length in C'u (12.86 g/cm?). The total effective radiation length

of the target material was approximately 43 g/cm?.

5.7.4 Limitations of the unfolding procedure with RADCOR

The major problems appearing during the radiative unfolding with RADCOR
were caused by the following two reasons.

First of all, the radiative corrections are performed in a 2-dimensional (E,,, p,,)
phase-space, and as an input RADCOR requires a 2-D cross section histogram. This
is produced by division of the 2-D histogram for the experimental yield by the 2-D
detection-volume histogram, according to Formula 5.7. Thus the available kinematic
information about the individual (e,e’p) events is limited by these two values plus the
beam energy value. In order to compensate for the lack of information about each
coincidence (e,e’p) event, the following assumptions are made during the RADCOR
initialization:

1) the momentum transfer ¢, and the proton angle are fixed at their cental value;
2) the angle between p,,, and ¢ is set to zero;
Therefore, the radiative tail trajectories calculated with RADCOR can differ from

reality, resulting in an unpredictable systematic error for the unfolding procedure.
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Figure 5.22: Radiative tails from the incident and scattered electrons (top). Continuum
cross section corrected for radiation using RADCOR (bottom); significant radiative contri-
bution (from the two-body-breakup peak at a higher p,,) is expected in the missing-energy

region shown as the “2bbu radiative tail” (bottom)
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Kinematic 2 (675.11 MeV)
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Figure 5.23: Radiative tails from the incident and scattered electrons (top). Continuum
cross section corrected for radiation using RADCOR (bottom); significant radiative contri-
bution (from the two-body-breakup peak at a lower p,,) is expected in the missing-energy

region shown as the “2bbu radiative tail” (bottom)
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Kinematic 1 (570.11 MeV)
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Figure 5.24: Radiative tails from the incident and scattered electrons (top). Continuum
cross section corrected for radiation using RADCOR (bottom); significant radiative contri-
bution (from the two-body-breakup peak at a lower p,,) is expected in the missing-energy

region shown as the “2bbu radiative tail” (bottom)
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The second major problem is due to the limited size of the 2-D cross section
histogram, a large part of the (FE,,,p,,) phase-space cannot be unfolded correctly.
This happens because the radiative tails come from outside the detected (E,,, py)
space. This effect is shown in Figures 5.22, 5.23 and 5.24. In these pictures the
two-body-breakup radiative tail from the incident and scattered electrons are shown
separately. Thus, previously unfolded histograms always contain some contribution
from the (E,,, p,,) regions, which are outside of the spectrometer acceptance. This
fact could cause a serious problem, and mistakes in interpretation of the results of the
unfolding procedure. An uncertainty in the two-body breakup cross section due to
the unfolding procedure should be in the range of a few per cent, but interpretation
of the data corresponding to the three and four-body breakup channels is much more
complicated.

In addition to the problem caused by the external radiative tails, two other
factors are important for the three and four-body breakup channels. First, the
value of the radiative correction is comparable to or larger than the cross-section
value. Second, the uncertainty in the radiative tail trajectories increases in the high-
missing-energy region.

For each kinematic, the behaviour of the radiative tail from the dominant two-
body-breakup channel was studied, and the range of (FE,,,p,,) phase-space, where
the continuum-breakup reaction channels are free from the external radiative tails,
was determined. Outside this phase-space region, a non-zero cross section in the
missing-energy range 50—100 M eV is observed, which consists mostly of the external
radiation tail contribution (Figure 5.22, 5.23 and 5.24).

Due to the large difference in the (E,,,p,,) phase-space region measured in
each of the (e,e’p) kinematics, the safe regions where cross sections for the three and
four-body breakup channels can be extracted, are not the same. For Kinematic 1,

only a tiny fraction of the measured (E,,,p,,) phase space can be used.
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Figure 5.25: AEEXB simulation of the two-body breakup radiative tail (received from

Templon [31]) positioned on top of the radiatively uncorrected six-fold cross section (top);

this six-fold cross section after subtraction of the two-body breakup radiative tail (AEEXB)
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5.8 Monte-Carlo simulations of the radiative tail

Instead of doing the radiative unfolding of the experimental data, one can also
use a Monte-Carlo technique to simulate radiative effects using a theoretical model
for the spectral function. This method has some advantages, and is more reliable
at high missing energies, when the standard unfolding procedure gives results with
large uncertainty. The AEEXB code [42] was modified to include both external and
internal bremsstrahlung computations. The cross section was computed from the
spectral function and the off-shell e — p cross section in the ccl prescription. All
details about the simulation code, and cross section model are given in reference
[41] and [43].

As was already shown, the most serious problem during the unfolding with
RADCOR was that the (E,,, p,,) data contains a radiative contribution from outside
the spectrometer acceptance. This effect becomes more important at higher missing
energies, and close to the boundaries of the measured (FE,,,p,,) phase-space. The
Monte-Carlo theoretical model covers a much larger region of phase-space, and the
full kinematic information is available for each generated event, so that behaviour
of the radiative tails can be accurately calculated. In order to adjust the measured
strength for the two-body breakup to the theory prediction, the latest was multi-
plied by factor 0.75.

Several problems still have to be solved for this type of computations. Calcu-
lations based on the theoretical model, which deviates from the experimental results
from one missing-momentum value to other (one can see this in Fig.6.13). As a pure
technical problem was that external bremsstrahlung from the heavy-metal compo-
nents (details are in Table 3.2) of the cell material was not taken into account. At
the moment the AEEXB program cannot be used to extract the actual cross-section
values. Nevertheless, the Monte-Carlo technique was used to provide an additional
and important test of the RADCOR unfolding procedure at missing energies higher
than 40-45 MeV.
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In Figure 5.25 the radiative tails from the two-body breakup (calculated using
AEEXB) are shown in comparison with the radiatively uncorrected six-fold differ-
ential cross section (top picture). The continuum cross section after subtraction of
the two-body breakup radiative contribution calculated using AEEXB (shown in the
top histogram) is given in the bottom histogram. One can see that the (e,e’p) cross
section is not zero in the whole missing-energy range, since radiative corrections still
have to be applied to the continuum channels in this case. This non-zero strength
(at high missing energies) belongs to the three and four-body radiative tails. The
full AEEXB simulation results that support this statement are shown in Figure 6.1.

In the next chapter the simulated six-fold differential cross section will be
compared with the measured data. This will provide an independent test of the

RADCOR unfolding procedure in the high missing-energy region.



Chapter 6

Results

Overview

This chapter describes the experimental results obtained for the two-body
breakup and continuum channels of the *He(e, ¢'p) reaction. First, the measured
6-fold differential cross sections for the three kinematics corresponding to the three
different, values of the virtual-photon polarization € are presented in Section 6.1. The
nature of the (e,e’p) cross section for the continuum channels in the high missing-
energy region is discussed here. Both results corrected for radiation with RADCOR,
and those obtained from the AEEXB simulations are compared.

Section 6.2 is devoted to the two-body breakup channel. Here the results for
the 5-fold differential cross section, and proton-triton momentum distributions are
shown in figures and tables both with the w-cut (see Chapter 5) used to match
the detected energy-transfer region for all kinematics, and without it. The proton-
momentum distributions were compared with the earlier experimental results, and
three different theoretical models. The model-independent ratio for the longitudinal
(01) and transverse (or) response functions was obtained via the Rosenbluth sepa-
ration, and compared to that from the o, off-shell e — p cross-section model of de
Forest [14].

The spectral functions and proton-momentum distributions corresponding to
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the continuum channels of the *He(e, 'p) reaction are presented in Section 6.3. The
experimental results are also compared to the theoretical calculations from ref.[55].
A model-independent study for the o7 /o7 ratio as a function of the missing energy
was performed using the Rosenbluth separation technique. The resulting ratio for
the longitudinal and transverse response functions was also compared to the predic-
tion of the .. off-shell e — p cross-section model of de Forest.

The errors given in the tables and plots contain the statistical errors of ex-
perimental data, statistical uncertainties of the Monte-Carlo detection-volume cal-
culations, and the RADCOR error resulting from the radiative unfolding procedure.
The systematic-error estimate for the measured cross sections (+£2.2 — 2.4 %) was

not included here, and is described in Section 6.4.

6.1 Six-fold differential cross section

6.1.1 AEEXB simulations

Simulated cross section

The theoretical proton-triton momentum distribution was used to model the
two-body breakup cross section. This momentum distribution was calculated em-
ploying the variational Monte-Carlo (VMC) for Argonne v18 N-N potential ref. [50]
and Urbana IX ref. [51] the three-nucleon interaction (TNT) as described in [48]. The
theoretical spectral function for the continuum was obtained from ref. [54]. This
*He spectral function was calculated with the Lorentz integral transform method
(see reference [55]).

The processes of internal and external bremsstrahlung were included into the
Monte-Carlo simulation. The theoretical cross section was reduced by approxi-
mately 25 % in order to match with the measured two-body strength at the missing

momentum value p,, = 115+ 5 MeV/c.
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Figure 6.1: AEEXB simulation of the 6-fold differential cross section (received from Tem-

plon [31]). The solid line shows the simulation result for all channels of the *He(e, ¢'p)

reaction. The dashed line is the theoretical cross section for the continuum without radia-

tion, calculated from the theoretical spectral function [55]
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Results

The simulated cross section was compared to the radiatively uncorrected mea-
sured cross section in Figure 6.1. In general, agreement between the experimental
results and simulation is good over the entire missing-energy range. Insignificant
deviation of the simulation from the data near the three-body threshold comes from
the resolution effects. The simulation is also slightly lower than the measured data
for the missing energies larger than 50 MeV. This might disappear after the includ-
ing the effect of external bremsstrahlung from the heavy-metal components of the
target-cell material. This was not yet incorporated into the code as mentioned in
Chapter 5. But even now, one can conclude that no significant deviation from the

theoretical model can be observed up to the E,, = 70 MeV .

6.1.2 RADCOR unfolding

Radiatively-corrected missing-energy spectra

The missing-energy spectra after the radiative unfolding with RADCOR are
shown in Figures 6.2 and 6.3. For comparison, the raw (not corrected for radiation)
missing-energy spectra are also shown there. For all three kinematics the radiative
corrections allowed a clear separation of the two-body-breakup channel from the
continuum to be made. Almost all radiative contribution from the two-body breakup
in the missing-energy region between those reaction channels was removed. The
three-body-breakup channel, which starts at FE,, ~ 26.07 MeV is clearly visible.
The four-body-breakup channel starts at E,, ~ 28.3 MeV and cannot be separated
from the three-body breakup channel. From the missing-energy plots one can see
that the effect of radiative corrections is very large in the continuum region: this

causes also a large systematic uncertainty in the continuum cross section.



131

N':' L
L 2 -
~ L
< i Epeam = 855.11 MeV
> I P, = 115 MeV/c
= 175 Jr
~ [
E I
. 1
S 15 -
=
S i }
Q:_D 1.25 — ‘I‘ ‘I‘ . .
o, L Not corrected for radiation
S U
'O [
o i
Q 1 % H
S L
© L
25 i v
075
05
L th
F t.
i oy
0.25 B i .|.+ ++.|.++.|. ++
HHE 4t
¥ Ty ++ + +++++ ++++-|-+ + .|.++.|.|.+ _|_+
0 [ 1 o=

Figure 6.2: Six-fold differential cross section radiatively corrected with RADCOR

Cross-section behaviour at high missing energies

As mentioned in Chapter 5, the (F,,,p,) spectra radiatively unfolded with
RADCOR may still contain some contribution from the external radiative tails.
As the missing energy increases, and the absolute cross section value decreases,
this radiative contribution may play an increasingly important role. In order to

understand to what extend the measured strength at high missing energies consists of
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this background contribution, the central part of the missing-momentum acceptance
was selected, and is shown in Figure 6.2. It is clear from this plot, that already at
E,, ~ 50 MeV the cross section value is small and consistent with zero in the range
of E,, = 55—100 MeV . At these missing energies the radiative corrections become
equal to or even larger than the radiatively corrected (e,e’p) cross section. Two
other kinematics cannot be used to study the nature of the (e,e’p) strength at such
high missing energies due to the much smaller size of the detected phase-space. This
fact makes them vulnerable to the external radiative contribution as was mentioned
in Chapter 5 (see Figures 5.23 and 5.24). The cross-section behaviour for all three
kinematics is shown in Figure 6.3. The cross-section value for each kinematic is
generally equal or less than approximately 0.5 - 107'° fm?/(MeV/c)?/sr? for the
missing energies from the 45-50 MeV and higher. All this is an indication that in
the high-missing-energy region the measured cross section consists almost entirely

of the background resulting from the radiative tails.

Summary

The two-body-breakup channel was clearly separated from the continuum-
reaction channels, as a result of the radiative unfolding procedure applied to the raw
(Epy D) spectra. This provided an opportunity to carry out a separate study for
those reaction channels. The six-fold differential radiatively-corrected cross sections
were obtained for all three kinematics in the missing-energy range between 25 and 45-
50 MeV. For E,, > 50 MeV only qualitative result can be delivered. In this missing-
energy region the (e,e’p) cross section was found to be consistent with the theoretical
cross section for the continuum calculated from the theoretical spectral function [55],
as shown in Figure 6.21. It was not possible to study the L /T behaviour of the (e,e’p)
cross section for F,, > 50 MeV, since the cross section for this missing-energy region

can be determined only for one beam-energy value.
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6.2 Two-body-breakup channel

All results for the two-body breakup channels were obtained by integrating
the measured strength in the missing-energy region 17 < FE,, < 25 MeV, as was
described in Chapter 5. The five-fold differential cross sections and the proton-triton
momentum distributions are presented here for the case when the w-cut (see Chap-
ter 5 for details) was used and without it. The five-fold differential cross sections
were separated into the longitudinal (K - o) and transverse (K - o7) components
using the Rosenbluth formula. These cross section components were used to calcu-
late the model-independent ratio for the oy and op response functions (defined in
Chapter 2). This ratio was compared to the prediction from the .., model, which
was calculated by averaging the response functions from o.., over the experimental

acceptance using the Monte-Carlo technique.

6.2.1 Five-fold differential cross section

The 5-fold differential cross section for the *He(e, €'p) *H reaction channel was
extracted according to the procedure explained in Section 5.5. The resulting values
are given in Figure 6.4. The error bars are too small to be visible in the plot. In
this figure the cross sections for the three kinematics are shown, together with the
results obtained for the top of the QE peak by Florizone [23] for similar kinematical
conditions. The shape of the cross section is similar for all three kinematics, although
the magnitude varies significantly as a function of incident electron energy.

The resulting cross sections are given as a function of the missing momentum
in Table 6.1 with the w-cut, (used to match the acceptance for all kinematics)
and without it. The errors given in this table include the statistical errors for the
experimental yield, the statistical errors for the detector volume calculated with
the Monte-Carlo method, and the uncertainty due to the unfolding procedure with
RADCOR.
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DPrm 5-fold cross section [10~7 fm?/(MeV/c)/sr?]
@ 855.11 MeV | 855.11 MeV™* | 675.11 MeV | 675.11 MeV™* | 570.11 MeV
117.5 | 135.45 4+ 1.25 | 117.43 £ 1.57 - - -
1225 | 126.77 +£1.21 | 113.01 £1.46 | 58.28 £0.78 | 55.32 £0.81 | 29.86 £ 0.56
127.5 | 118.74 £ 1.18 | 106.55 £ 1.33 | 54.44 £0.76 | 52.81 £0.76 | 28.3 +0.55
132.5 | 109.69 = 1.15 | 100.21 +£1.24 | 51.63£0.74 | 51.16 £0.74 | 27.01 £0.53
1375 99.69+1.13 | 92.61+£1.16 | 47.54£0.72 | 47.49+£0.72 | 24.34 £ 0.51
142,51 95.30£1.14 | 89.94+1.14 | 42.34£0.68 | 42.36 £ 0.68 | 22.80 £ 0.49
147.5 | 86.51£1.13 | 83.90+1.12 | 37.78 £ 0.64 | 37.80 = 0.64 | 20.03 £ 0.47
152.5 | 7857T£1.13 | 77.94+1.13 | 36.254+0.64 | 36.28 =0.64 | 18.57 £0.45
157.5 | 74.80£1.16 | 74.79+1.16 | 30.40£0.61 | 30.44 +0.61 | 16.96 £ 0.43
162.5 | 68.22£1.18 | 68.36 = 1.18 | 29.104+0.63 | 29.16 £0.63 | 15.73 £0.41
167.5 | 63.46 £1.21 | 63.63+1.21 | 25.06+£0.63 | 25.15+0.64 | 13.03 £0.38
172.5 | 56.35£1.24 | 56.54+1.24 | 22.794+0.67 | 22.91 £ 0.68 | 11.62 £ 0.38
1775 50.74£1.28 | 51.03+1.29 | 21.01+£0.74 | 21.21£0.75 | 9.23£0.39
182.5 | 4543 £1.35 | 45.81+1.36 | 18.234+0.83 | 18.49 +0.85 -
187.5 | 40.30£1.46 | 40.92+1.48 | 1591 4+1.05 | 16.31 = 1.09 -
1925 | 33.89+1.63 | 34.95+£1.70 - - -
197.5 | 32.86 +£2.18 | 36.01 £2.48 - - -

Table 6.1: *He(e,e'p)*H cross section (* indicates the cross section calculated with the

w-cut)

6.2.2 Rosenbluth L/T separation

Analysis

In order to obtain a model-independent result for the behaviour of the lon-

gitudinal and transverse responses, the Rosenbluth separation technique was used.

The 5-fold differential cross section was averaged over the missing-momentum range
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between the 125 and 165 MeV /c in order to reduce systematic and statistical errors
for the measured cross section, so as to produce a Rosenbluth plot of good quality.
This missing-momentum range corresponds to the central region of the measured
(Epm,Dm) phase-space, and is far away from its boundaries. It is important since
the detector volume is very sensitive to a precise knowledge of the spectrometers
acceptance. Thus in the selected central part of the acceptance the systematic error
due to the detector-volume calculation is reduced to a minimum.

Subsequently, the five-fold differential cross section, d°c, was divided by the
virtual-photon flux I' calculated for each kinematic according to Equation 2.14. The
Rosenbluth separation, was thus performed on the d°c/I'. This produced the re-
sponse functions o7 and op multiplied by the kinematic factor K in units fm?/sr?
according to Equation 2.19.

Using these longitudinal and transverse components of the d°c cross section
one can obtain the ratio of the nuclear response functions oy /o7 defined in Chap-
ter 2 (Equations 2.15 and 2.16) , or the ratio R;/Rr (Equations 2.17 and 2.18).
These values can then be compared with the theoretical predictions.

The theoretical value of o /op was estimated by averaging over the spec-
trometer acceptance using the GEANT Monte-Carlo code the corresponding nuclear
responses o, and o calculated from the ccl off-shell model of de Forest. This calcu-
lation of the o, /o7 ratio was done for each generated event using the same software
cuts as were applied to the experimental data. The ratio oy /o is unit less, and was
found to be approximately 1.06. By comparing the experimental result to this value

one can conclude whether or not the L/T ratio is reduced compared to the theory.

Results

In Figure 6.5 the Rosenbluth plots are shown for the case when the w-cut was
not applied (top picture) and with the w-cut (lower plot). The data points for the

different virtual-photon polarization were fitted with a straight line using a least-
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square method. The error bars are too small to be visible at the plot.

It is clear from these plots that the resulting cross-section values for all three
kinematics are consistent with each other and linear. The w-cut was found to pro-
duce a significant effect on the oy /or ratio. With the w-cut the ratio o7 /or was
33 % lower than the value predicted by the 0., model. When the w-cut was not
used, the reduction of the o /o7 ratio was only 12 %.

Since the w-cut is supposed to reduce the systematic error for the Rosenbluth
separation and ensure that the w-range contributing to the measured cross section
is the same for all kinematics, the result obtain with the w-cut should be physi-
cally more correct. This means that the measured oy /op ratio for our kinematical
conditions is equal to 0.71 £ 0.025, and the (o, /0o7)*? /(01 /or)*" is approximately
0.67 £ 0.024.

When the full systematic error (£2.2 — 2.4 %) in the cross-section value is

cel

taken into account the (o /o) /(o /or)" is approximately 0.69 & 0.09 as shown

in Figure 6.6.

6.2.3 The proton-triton momentum distribution

The proton-momentum distributions were obtained by dividing of the mea-
sured cross section by the kinematical factor pf, 0.1 as was explained in Chapter 5.
Although these momentum distributions are model-dependent, they can be used
to provide a detailed comparison between the experimental results obtained in this
work and the data measured by other groups. They also allow comparison between
theory and experiment.

The measured momentum distributions are shown in Figures 6.8 and 6.7 as
a function of missing momentum. Also shown are the theoretical calculations of
Schiavilla et al. [45] and Forest et al. [48], together with experimental results from

Florizone [23] and van den Brand [52]. The resulting proton-momentum distribu-
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Dm

MeV
c

P2 (Pm) [(GeV/c) ]

855.11 MeV

855.11 MeV™

675.11 MeV

675.11 MeV™

570.11 MeV

117.5

43.42 £0.39

42.17 4+ 0.55

122.5

40.12 £0.38

39.47 £+ 0.50

41.25 £ 0.55

39.74 £ 0.57

40.91 +0.76

127.5

37.37+0.37

36.21 £ 0.45

38.31 £0.53

37.35+0.53

38.63 +£0.74

132.5

34.30 £ 0.36

33.08 £ 0.40

36.12 £ 0.51

35.82£0.51

36.55 £ 0.72

137.5

30.82 £ 0.34

29.59 £0.37

33.11 £0.49

33.07 +£0.49

32.74 £ 0.68

142.5

29.05 £ 0.34

27.80 £0.35

29.35£0.47

29.36 £ 0.47

30.48 £+ 0.66

147.5

25.87+£0.33

25.19 £0.33

26.08 £0.44

26.10 £ 0.44

26.65 = 0.61

152.5

23.03+£0.33

22.86 £ 0.33

24.88 £0.44

24.90 £ 0.44

24.54 £ 0.59

157.5

21.46 £0.33

21.45+£0.33

20.57£0.41

20.60 £ 0.41

22.32+£0.56

162.5

19.17 4+ 0.33

19.21 £0.33

19.36 £ 0.42

19.40 £ 0.42

20.60 £ 0.54

167.5

17.48 £0.33

17.52 +£0.33

16.29 £ 0.41

16.34 £ 0.41

16.98 £+ 0.49

172.5

15.19£0.33

15.24 £ 0.33

14.49 £+ 0.43

14.56 £+ 0.43

14.94 £+ 0.48

177.5

13.40 £0.34

13.48 £ 0.34

13.05 £ 0.46

13.18 £ 0.46

13.05 £ 0.46

182.5

11.76 £0.35

11.86 £0.35

11.07 £ 0.50

11.23 £0.51

187.5

10.23 £0.37

10.38 £0.37

9.45 £ 0.62

9.69 £ 0.65

192.5

8.43 £0.41

8.69 + 0.42

197.5

8.05 £ 0.53

8.81 +0.60

Table 6.2: The proton-triton momentum distributions (

butions calculated with the w-cut)

indicates the momentum distri-

tions are given in Table 6.2 with the w-cut and without it.

Theoretical momentum distributions

The proton-triton momentum distributions used for comparison with the mea-
sured proton distributions for the two-body breakup channel were calculations of

Schiavilla et al. [45] (variational Monte-Carlo) and also Forest et al. [48]. The cal-
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culations in ref. [45] were performed using the Urbana [46] and Argone [47] models
for the N-N interactions, and the three-nucleon interaction model VII. The third
theoretical p —* H momentum distribution was calculated employing the VMC for
Argonne v18 N-N potential [50] and Urbana IX [51] TNT as described in ref. [48],

and is available at ref. [49].

Experimental momentum distributions

Earlier, the proton-triton momentum distributions using similar kinematical
conditions were measured by Florizone [23] at MAMI in order to study the L/T
behaviour of the (e,e’p) cross section on *He. These measurements were also per-
formed for three different e values (0.2, 0.45 and 0.64) with corresponding beam
energy 540.11, 675.11 and 855.11 MeV. The 3-momentum transfer was the same as
for our measurements (685 MeV /c), but the w-value was 242.7 MeV, corresponding
to the top of the QE peak, where the scaling factor y = 0. All momentum distri-
butions in [23] were also extracted using the .., prescription for the off-shell e — p
cross section. The systematic uncertainty for these results is 5-6 %. The error bars
shown in all figures are statistical only.

Another experimental result, which was compared with our measurements
over the entire missing-momentum p,, region, were measured at NIKHEF by van
den Brand et al. [52]. These data, refered to in ref. [52] as Kinematic I, were
collected at a lower momentum transfer (|¢] = 431 MeV/c), and the virtual-photon
polarization was € = 0.48. The perpendicular kinematic, where p,, |7 was used.
Again, the o, off-shell e — p cross section was used to calculate the proton-triton
momentum distribution. The error bars shown in Figures 6.8 and 6.8 for these re-
sults are also statistical. The total systematic error in ref. [52] was estimated to be

~ 6 %.



=
p
W
= 1.2
o
>
T
=
N 1
0.8
0.6
= 1.2
p
W
e
3
G) 1
=
2\
0.8
0.6
e 12
p
W
ey
3
) 1
=
W
0.8
0.6

147

‘He(e,ep)’H

i [ without w-cut |

_ Urb.+model VII m 855.11 MeV (¢=0.60)

i * 675.11 MeV (€=0.37)

- A 570.11 MeV (e=0.16)

B ¢ van den Brand

L | | |

SV S S A A T

7\ Il Il Il ‘ Il Il Il Il ‘ Il Il Il Il ‘ Il Il Il Il ‘ Il Il Il Il ‘ Il Il Il Il ‘ Il Il Il Il ‘ Il Il Il Il ‘ Il Il Il Il
125 130 135 140 145 150 155 160 165 170

P, [MeV/c]

I Arg.+model VII

| SO S

DO A A

7\ Il Il Il ‘ Il Il Il Il ‘ Il Il Il Il ‘ Il Il Il Il ‘ Il Il Il Il ‘ Il Il Il Il ‘ Il Il Il Il ‘ Il Il Il Il ‘ Il Il Il Il
125 130 135 140 145 150 155 160 165 170

P, [MeV/c]

I Arg.v18 + Urbana IX

L + | g

C 4 i ; : Z Loiot

7\ Il Il Il ‘ Il Il Il Il ‘ Il Il Il Il ‘ Il Il Il Il ‘ Il Il Il Il ‘ Il Il Il Il ‘ Il Il Il Il ‘ Il Il Il Il ‘ Il Il Il Il
125 130 135 140 145 150 155 160 165 170

P, [MeV/c]

Figure 6.11: The ratio between the experimental data and several theoretical models for

proton-triton momentum distributions (without the w-cut)



148

IN g /ZNy, IN g /ZNy

TN/ ZNy

Figure 6.12: The ratio between the experiment and several theoretical models for proton-

1.2

0.8

0.6

1.2

0.8

0.6

1.2

0.8

0.6

‘He(e,ep)’H

| Urb.+model VII
L ® 855.11 MeV (e=0.60)
i * 675.11 MeV (£€=0.37)
- A 570.11 MeV (e=0.16)
- ® van den Brand
4 S Pt ot ¢ ot
i = = n m L = = =
7\ Il Il Il ‘ Il Il Il Il ‘ Il Il Il Il ‘ Il Il Il Il ‘ Il Il Il Il ‘ Il Il Il Il ‘ Il Il Il Il ‘ Il Il Il Il ‘ Il Il Il Il
125 130 135 140 145 150 155 160 165 170
P, [MeV/c]
I Arg.+model VII
L |
I SR
| - [ u
i 2 - - m u -
7\ Il Il Il ‘ Il Il Il Il ‘ Il Il Il Il ‘ Il Il Il Il ‘ Il Il Il Il ‘ Il Il Il Il ‘ Il Il Il Il ‘ Il Il Il Il ‘ Il Il Il Il
125 130 135 140 145 150 155 160 165 170
P, [MeV/c]
I Arg.v18 + Urbana IX
i . |
- ! ! i i O SRS SR
: 2 ] ] u n = - - -
7\ Il Il Il ‘ Il Il Il Il ‘ Il Il Il Il ‘ Il Il Il Il ‘ Il Il Il Il ‘ Il Il Il Il ‘ Il Il Il Il ‘ Il Il Il Il ‘ Il Il Il Il
125 130 135 140 145 150 155 160 165 170
P, [MeV/c]

triton momentum distributions (with the w-cut)



149

Analysis

The normalization requirement in the PWIA calculation is that the momen-
tum distribution, p(p,,), for a fully occupied orbital with total angular momentum

J is normalized to its occupancy [53], such that

4ﬂ/dpmpi pi(om) = 2j +1 (6.1)

for the independent-particle shell model. Thus, the following integral was calculated
for comparison of the measured proton-triton momentum distribution
170
(V) = a7 [ dpn st o) (6.2
125

This was done for the missing-momentum range p,, between the 125 and 170 MeV /c,
which corresponds to the overlap region of the three kinematics for the two-body
breakup channel. The averaged value (N) for the our three kinematics, the results
of van den Brand, and several theoretical models are given in Figure 6.10.

The e-dependence of the py(p,,) was studied in three different ways.

First, the py/p3"V¢ ratio

P2 _ P2 (D, €) (6.3)
pVE 23 po (P €)

for each p,, bin was calculated. This ratio shows how much the momentum distri-

bution for each individual measurement deviates from the averaged p3"¢ value for
a particular p,, bin.

Second, the ratio

(Neap _ 057 (Pin)
(M 05 (D)

(6.4)

for each missing-momentum bin p!, was determined (see Figures 6.13 and 6.14). In

order to calculated the pt" value for each missing-momentum bin, the theoretical
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data points were fitted with a high-order polynomial, so that the functional de-
pendence pY (p,,) was extracted. After that the pi" was calculated for the missing-
momentum value corresponding to the middle of each missing-momentum bin. This
ratio gives us the deviation of the experimental p5™”(p,,) momentum distribution
from the theoretical predictions.

Third, the development of the sum’s ratio

SNV [ [0 057 (01)]

(]

N L

(6.5)

2

was studied as a function of the missing momentum as shown in Figure 6.11.

Results

Most of the difference between the cross sections measured at different € (see
Figure 6.4) is removed by dividing the cross sections by the factor pf, . 02;1. Nev-
ertheless, even after this the measured proton-momentum distributions show some
systematic dependence on €. In Figure 6.9, the data points measured at an incident
electron energy of 570.11 MeV are systematically higher than the data collected at
855.11 MeV. The overall difference is small (~ 5 %) and the fluctuations from one
missing-momentum bin to another are large for each spectrum.

After the w-cut the difference between the 855.11 MeV kinematic and the
other measurements increased by 2-3 %. The same dependence can be clearly ob-
served in Figures 6.11 and 6.12, where the value of a > (N)%,,/ > (N)j, is shown for
several theoretical models. The fluctuations are reduced on these plots, and a clear,
although small, systematic shift for all three ¢ can be observed. The final value for
(N) is approximately 4.3 % different for the lowest and highest incident electron
energies without the w-cut (Figure 6.10). This difference increased to 6.6 % after

including the w-cut. It must be mentioned that this result is difficult to interpret
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uniquely due to the systematic uncertainty of +£2.2 — 2.4 %. Nevertheless, a clear
linear e-dependence of the proton-momentum distributions for all three kinematics
is a good indication that this e-dependence is more than just an accidental coinci-
dence.

Figures 6.8 and 6.7 show the measured momentum distributions compared
with the experimental results obtained earlier in Mainz (reference [23]), and the
NIKHEF data of van den Brand [52]. The agreement with the NIKHEF data is
good in the complete missing-momentum range 115 < p,, < 200 MeV/¢, although
our results are statistically more accurate. At lower missing momenta our momen-
tum distributions are slightly lower compared to NIKHEF (see Figures 6.13 and
6.14). Results measured at MAMI by Florizone also show satisfactory agreement
with our results in the overlap region of the kinematics, although there are some
points, where the disagreement is substantial. It is probably significant that where
the data by Florizone does not match our data, it also disagrees with the NIKHEF
data.

The experimental momentum distributions were found to be approximately
15 - 25 % lower than the predictions of the several theoretical models as shown in
Figures 6.12 and 6.11. Moreover, all three theoretical models show quite different
missing-momentum dependence for the ratio of the experimental and the theoretical
results. This is complicated by the e-dependence of the experimental results (see
Figures 6.13, 6.14). At least part of this difference is due to the final-state interac-
tion effect between the detected proton and the rest of the nuclear system, which is

not included in the theoretical calculations.
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6.3 Three and four-body breakup channels

6.3.1 Rosenbluth L/T separation

Compared to the two-body-breakup cross section, the cross section for the
continuum region is much smaller, and the statistical and systematic uncertainties
are relatively larger. Nevertheless, it was possible to performed the Rosenbluth sep-

aration for the continuum cross section as a function of the missing energy. This
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method can provide more detailed information about the L/T behaviour of the
continuum cross section, than the momentum distributions, where the continuum

strength is integrated over the entire missing-energy range.

Analysis

To perform the Rosenbluth separation, the six-fold differential cross sec-
tion d°c was averaged over the missing-momentum range between 115 MeV/c and
155 MeV/c. This was done to reduce the statistical and systematic uncertainties
and to ensure the quality of the Rosenbluth plots. The missing-energy range, where
the continuum cross section was found to be non-zero (25 - 45 MeV), was divided
into the 2,4 or 5 bins as shown in Figures 6.15, 6.17, 6.18 and 6.19. Different size
missing-energy bins were used to determine whether the results of the Rosenbluth
separation depended on how the averaging of the cross section was performed over
the missing-energy range. In addition, the d®c cross section for each kinematic
was divided by the virtual-photon flux calculated according to Equation 2.14. The
Rosenbluth plots, thus were performed for the d®c /T variable. This allows the val-
ues of o and or multiplied by the kinematical factor K to be obtained according
to Equation 2.19 in units fm?/MeV/sr?.

Using these longitudinal and transverse parts of the d®c cross section one can
obtain the ratio of the nuclear response functions o7/ as a function of missing
energy as defined in Chapter 2 (Equations 2.15 and 2.16), and compare these with
the theoretical predictions.

The theoretical oy, /op value was estimated using the Monte-Carlo code by
averaging over the acceptance the corresponding nuclear responses oy and o from
the 0., off-shell model of de Forest. This was done by calculating the o7 /o7 ratio
for each generated event accepted by the same software cuts, as were applied to the

experimental data. The ratio o7, /o7 is unit-less, and was found to be approximately
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1.02 — 1.045 for different missing-energy values. By comparing these with the exper-
imental results one can conclude whether or not the L/T ratio is reduced compared

to theory.

Results

As in case of the L/T separation for the two-body breakup cross section, the
L/T cross section behaviour in the continuum was also studied with and without
the w-cut. The Rosenbluth separation without the w-cut was done only for the case
of 5 MeV missing-energy bins in order to understand the influence of this cut on the
resulting oy, /o ratio.

The effect of this cut appeared to be more significant compared to the two-
body breakup case. Without the w-cut, the Rosenbluth plots show some chaotic
behaviour at high missing energies, with the K - o7 being negative for the last F,,
bin. The Rosenbluth plots after the w-cut are more self-consistent and linear.

The ratio oy /or for both cases is shown in Figures 6.16, 6.18 and 6.19. The
ratio o7 /or shows a similar dependence on the missing energy for the different F,,
bin size, and is close to ~ 1 at low missing-energy values, in good agreement with
the 0.4 predictions. As the missing energy increases, oy /or becomes less than 1,
and reaches the value (for the highest missing-energy bin): 0.69 + 0.21 (10 MeV
bins), 0.59 £ 0.33 (5 MeV bins) and 0.43 + 0.36 for the 4 MeV missing-energy bins,
although the error bars are quite large.

These results indicate that the transverse part of the (e,e’p) cross section
becomes larger than that predicted by the o..; model for missing energies greater
than 35 MeV. In one of the plots (Figure 6.19), the K - op is even increasing at the
highest missing-energy bin (E,, = 43 MeV).
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Continuum channels (with w-cut)

x 10
0.8
= B
[) . E,=27.5 MeV
:Eg i
- L
~ B
£ I
= L
S B
© i
© L
0.2 Il Il Il ‘ Il Il Il ‘ Il Il Il ‘ Il Il Il
0 0.2 0.4 0.6 0.8
x10 2 virt.-ph. pol., €
0.6 [
> - E,=37.5MeV
S o5
&: C
NQ 0.4 ?
= C
= 03[
L /
O 02 F
o r
0.1 1 I I Ll I
0 0.2 0.4 0.6 0.8
w103 virt.-ph. pol., €
— 05
= -
D -
= 04|
~ -
L o3[ + +
N C
£ -
— 0.2 [~
—1 L
x 0.1 — +
: Il Il Il Il ‘ Il Il Il Il ‘ Il Il Il Il
20 30 40 50
Em [MeV]

-3
x 10

0.8
E,=32.5 MeV

0.6

0.4
*

0_2\\\\\\\\\\\\\\\
0 0.2 0.4 0.6 0.8

%10 2 virt.-ph. pol., €

E,=42.5 MeV

0.3

0.2

\

L ‘ L L ‘ L L ‘ L
0.2 0.4 0.6 0.8

o
[
o

'
w

% 10 virt.-ph. pol., €

o
o

I
FS

Ko, [fm’/sr’/MeV]

©
N

30 40 50
E,, [MeV]

N
o
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Continuum channels (with w-cut)

-3 -3
x 10 x 10
= 0.8 04
2 . E,=30.0 MeV - E,=40.0 MeV
NS - 03
= 06 - :
N B L g
L 04~ -
o B B
O I~
© i 0.1 1~
0.2 Il Il Il ‘ Il Il Il ‘ Il Il Il ‘ Il Il Il 1 Il Il ‘ Il Il Il ‘ Il Il Il ‘ Il Il Il
0 02 04 06 08 0 02 04 06 08
x10° virt.-ph. pol., € x10° virt.-ph. pol., €
— 05 — 05
> - = E
[} r [} r
= 04 [ = 04
N: o N: -
L o3| * K o3[ 4
= C e B
y— L y— u
= 02 |- — o2 | ‘
o C @) u
X 01 - * X o1 -
: Il Il ‘ Il Il ‘ Il Il : Il Il ‘ Il Il ‘ Il Il
20 30 40 50 20 30 40 50
E.,, [MeV] E., [MeV]
1.25 - O.., model
E | /
1 F *
- -
R o
© C
05 [
:\ L1 | ‘ Ll 1 1 ‘ I ‘ I ‘ Ll 1 1 ‘ I ‘ L1 1 1 ‘ L1l 1 1 ‘ I ‘ L1 1 1

25 27.5 30 32.5 35 37.5 40 42.5 45 47.5 50
E,, [MeV]

Figure 6.18: Rosenbluth plots for the continuum region (10 MeV missing-energy bins)



160

d®air dorr

darr

Ko, [fm2/sr2/MeV]

Continuum channels (with w-cut)

x 10

0.8

E,,=27.0 MeV

3 virt.-ph. pol., €
x 10
05 - E,=35.0 MeV
04 |-
os M
02 bttt
0 0.2 0.4 0.6 0.8
3
x 10 virt.-ph. pol., €
0.4 [
- E,=43.0 MeV
03 |
02\ L
01 |
r N P I |
0 0.2 0.4 0.6 0.8
-3
x 10 virt.-ph. pol., €
0.5 ¢
04 [
03 [ I
- A
02
s 44
01 [
C_ | L | L | | | L
20 30 40 50
E,, [MeV]

Ko, [fm%/sr’/MeV]

o lo;

x 10

0.8
E,,=31.0 MeV

virt.-ph. pol., €
0.4
- E,=39.0 MeV
03 |
0.2 /
01 |
0 0.2 0.4 0.6 0.8
-3
10 virt.-ph. pol., €
05 ¢
04 | *
03 [ +
02 | +
01 | * +
E 1 PR AR R N R S A |
20 30 40 50
E,, [MeV]
15 | 0., model
S e
1F T T |
05 | * %
0 L1111 ‘ L1 ‘ L1 ‘ [ Il ‘ I
25 30 35 40 45 50
E,, [MeV]

Figure 6.19: Rosenbluth plots for the continuum region (4 MeV missing-energy bins)



S(E,.p,) [(GeV)® (MeV)™]

1.2

E

=570.11 MeV

beam

0.6 —

PO I05S, 9569
SR

SIS AR AL
0 Ll | PSRRI isdo s

Efros et al.

115 <p,, <140 MeV/c
central p,=127.5MeV/c

Not corrected for radiation

e

e

0
L

D
-
X
e
QL

&
i%
Rk

%o
e NN O I 0.96% <]
T S S
< > SIS REELARFAFTA
LA ”Q‘nw"‘ e oS
0.:'0 X2 <] LARLSTRTRS

o0
o Sesesrets:

>
IR

R SRR 2 (525
e e O SO e O AR RIIRE

15

20

25 30 35 40 45 50 55
E,. [MeV]

Figure 6.20: Measured spectral function in Kinematic 1

161



162

6.3.2 Spectral function
Experimental spectral function

The experimental spectral functions were extracted from the experimental
cross section using the elementary off-shell electron-proton cross section model o,.;.
This procedure is fully described in Chapter 5 (see Eq. 5.15). Most of the difference
observed between the six-fold differential cross sections for kinematics with different

virtual-photon polarizations was removed after division by a factor pf, O el -

Theoretical spectral function

The theoretical spectral function used for comparison with the experimental
results was obtained from ref. [54]. This *“He spectral function was calculated
with the Lorentz integral transform method over a large missing-momentum range
(see reference [55]). The semi-realistic Trento nuclear-potential model (central force
describing 'Sy and 3S; phase shifts up to the pion threshold) was used. The final-state
interaction in the residual 3N system was completely taken into account; although
the final-state interaction between the detected proton and the residual 3N system

is not included.

Results

The experimental spectral functions were compared with the theoretical cal-
culations for two missing-momentum values (127.5 MeV /¢ and 147.5 MeV/c) for
Kinematics 2 and 3 as shown in Figures 6.21 and 6.22. The measured spectral func-
tion for the lowest beam energy was compared with the theory only at one missing-
momentum value (127.5 MeV/c), due to the fact that the (E,,,p,,) phase-space
covered in this kinematic is smaller compare to others, and is shown in Figure 6.20.
Due to the low statistics for the continuum channels, the experimental spectral func-

tions were averaged over the missing momentum +12.5 MeV/c in all cases. Each of
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these plots also shows a spectral function extracted from the radiatively-uncorrected
experimental cross section. This is to show the magnitude of the radiative correc-
tions. The measured spectral functions for all three experimental kinematics are
shown together in Figure 6.23.

In general the agreement between the theory and the experiment is satisfac-
tory. The deviation of the experimental spectral function from the model at low
missing energies can be partially explained by the final-state interaction effect be-
tween the proton and residual 3N system. From both Figures 6.22 and 6.21 one
important feature in the spectral function behaviour is apparent. The agreement
between the theory and the experiment improves at higher missing-momentum val-
ues. This is probably an indication that the final-state interaction effect decreases,
when the initial proton momentum in the He nucleus is higher, and the interaction
in the p — 3N system is reduced.

In Fig 6.21 the theoretical and measured spectral function show good agree-
ment even at high missing energies (E,, = 50 — 95 MeV/). This is especially evident
for the bottom histogram (p,, = 127.5MeV/c) where the central part of the phase-
space is shown. However, care must be exercized in the interpretation of the results
at high missing energies in case of Kinematic 1 and 2. For these kinematics the ex-
perimental spectral function shown in Figures 6.22 and 6.20 contains a certain back-
ground contribution from the external radiative tails at E,, > 45—50 MeV (see Fig.
5.23 and 5.24). In all cases the size of radiative corrections in this missing-energy
region even from the detected strength at lower missing energies is larger than the
actual value of the experimental spectral function. The influence of the external ra-
diative tails is also increased in this region. In other words, due to the existing exper-
imental uncertainties the measured spectral function can be safely determined for all
three kinematics only for the missing-energy range 26 MeV < FE,, < 45—50 MeV .

In Figure 6.23 the experimental spectral functions for three different virtual-

photon polarizations ¢ are shown. No significant dependence on € can be observed.
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All measured spectral functions show a similar dependence from the missing energy

in a shape and magnitude.

6.3.3 The proton-momentum distribution

Pm p3.4(pm) [(GeV/e)™?]
@ 855.11 MeV | 675.11 MeV | 855.11 MeV™ | 675.11 MeV™ | 570.11 MeV
87.5 | 5.254+0.24 - - - -
92.5 | 5.05+0.22 - - - -
97.5 | 4.77£0.21 | 5.18 £0.30 - - -
102.5 | 4.42+0.20 | 4.484+0.28 - - -
107.5 | 4.23+0.20 | 4.70+0.28 - - -
1125 | 3.974+0.19 | 4.474+0.28 4.67+0.25 - -
1175 | 3.484+0.19 | 3.994+0.28 4.20 +0.23 4.21 £ 0.28 4.80 + 0.41
1225 | 3.68£0.19 | 3.53+0.27 4.39 +0.22 3.70 £0.27 4.01 +0.39
1275 | 3.194+0.18 | 3.08 +0.26 3.79+0.21 3.23+0.26 4.124+0.39
132.5 | 3.28+0.18 | 3.40+0.26 4.18+0.21 3.501+0.26 4.08 +0.38
1375 | 3.084+0.18 | 2.874+0.25 3.90 +0.21 3.04+0.25 3.214+0.36
1425 | 2.954+0.17 | 2.934+0.24 3.69 +0.22 3.194+0.26 3.15+0.35
1475 | 2.514+0.17 | 2.944+0.24 3.37+£0.23 3.19+0.27 3.28+0.35
152.5 | 2.624+0.17 | 2.90 4+ 0.23 3.55+0.25 3.36 +0.29 4.08 +0.38
157.5 | 2.424+0.17 | 3.08+0.24 - - -
162.5 | 2.25£0.18 - - - -
167.5 | 2.01 +£0.18 - - - -
172.5 | 1.88+0.19 - - - -

Table 6.3: p3 4(pm) momentum distributions for *He(e, e'p)n d and “He(e, e'p)n n p reaction
channels (mark* is corresponding to the momentum distributions calculated with the w-

cut)
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As was already shown in the previous section, the experimental spectral
functions for the three virtual-photon polarization values are similar within the
detected range of missing energy and missing momentum. In order to make more
a detailed comparison between these results, the experimental proton-momentum

distributions were calculated according to Equation 5.17 as:

45

/)3,4(pm) :/S(Emapm) dE, (6'6)

25

The lower limit was selected to be less than the three-body breakup threshold in
order to include the continuum strength shifted to this region due to the finite
experimental energy resolution. All results were obtained for the case, both with

and without the w-cut.

Theoretical momentum distribution

The theoretical momentum distribution ps 4(p,,) was computed according to
Equation 6.6 using the theoretical spectral function obtained from ref. [54]. This
*He spectral function was calculated with the Lorentz integral transform method
over a large missing-momentum range (see reference [55]). The semi-realistic Trento
N-N potential model was used. The final-state interaction in the residual three-
nucleon system was completely taken into account.

Futher calculations that include the FSI effect between the detected proton
and the recoiling 3N system are required to compare the ”distorted” experimental

proton-momentum distributions directly to the theoretical calculations.

Earlier experimental momentum distribution

Earlier the proton-momentum distributions for similar kinematical conditions
were measured by Florizone [23] at MAMI. These measurements were also performed

to study the L/T behaviour of the *He(e,e'p) cross section for three different e
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Figure 6.24: The proton-momentum distribution ps 4 as a function of the missing momen-
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values (0.2, 0.45 and 0.64) and corresponding the beam energies of 540.11, 675.11
and 855.11 MeV. The momentum transfer ¢ was the same as for our measurements
(685 MeV/c), but the w-value was 242.7 MeV, which corresponds to the top of the
quasi-elastic peak, where the scaling factor y = 0. All momentum distributions in
[23] were also extracted using the o, prescription for the off-shell electron-proton
cross section. The systematic uncertainty for these results is 5-6 %. The error
bars shown in Figure 6.24 are statistical only. The major part of the data points
correspond to the lower missing momenta, but the overlap region between our results

is large and allows comparison with our measurements.

Analysis

Similar to the case of the two-body-breakup data analysis, the following di-
mensionless integral was calculated for comparison of the measured proton-momentum
distributions with the theory and each other

155

(N) = 4r / Apo i, 3.4(Pi) (6.7)

for the missing-momentum range p,, between the 115 and 155 MeV /¢, which cor-
responds to the overlap region of the three kinematics for the continuum channels.
This averaged value (V) for the our kinematics and the theory is given in Figure 6.26.

The e-dependence of the ps4(p,,) was studied in the same way as for the

two-body breakup channel. First, the ratio

03,4 _ 03,4 (pm €> (6 8)
P 33 034 (Dmo€)

for each missing-momentum bin was calculated. This ratio shows how much the mo-

mentum distribution for each individual measurement deviates from the averaged

prG value for the particular p,, bin. Second, the ratio
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(Newp _ Pit (D)
(M 05 (in)

(6.9)

for each missing-momentum bin i (see Figures 6.27 and 6.29) was calculated. In
order to calculated the pé’f4 value for each missing-momentum bin, the theoretical
data points were fitted with a high-order polynomial, so that the functional depen-
dence pé’;l (pm) was extracted. The systematic uncertainty created by this procedure
was less than 2-3 %. After that the pé’f4 was calculated for the missing-momentum
value corresponding to the middle of each missing-momentum bin. This ratio gives
the deviation of the experimental p5’}(p,,) momentum distribution from the theory
prediction as a function of the missing momentum. Third, the the development of
the sum’s ratio

SV S o [0 657 00)]

(]

SNV 5 [ o (042 (0]

(6.10)

2

was studied as a function of the missing momentum as shown in Figures 6.27 and

6.29.

Results

The large kinematic dependence seen for the data measured at different ¢
in the 6-fold cross section was removed by dividing the cross sections by the fac-

2 _ccl

tor p,oc, . The remaining dependence from the virtual-photon polarization e was

p
studied both with and without the w-cut. When this cut is not used, the measured
momentum distributions show a significant systematic dependence on €. In Figure
6.28 (top picture), the data points measured at 570.11 MeV incident-electron en-
ergy are systematically 15-20 % higher than the data collected at 855.11 MeV and

675.11 MeV, although the statistical uncertainty is large and the p3,4/p§XG value
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fluctuates from point to point. This dependence can be better observed in Figure
6.27, where the " (N).,,/ > (N)i, (bottom picture) and (N)i,,/(N)i, values are
shown. The integral value (N) calculated for the three kinematics and the theoret-
ical value are given in Figure 6.26. When the w-cut is not used, (V) value is higher
by approximately 20 % for the Kinematic 1 (¢ = 0.16) compare to the integral value
measured for the Kinematic 3 (¢ = 0.6).

This strong e-dependence completely disappears in the data obtained with
the w-cut. In Figure 6.28 (bottom picture), no systematic e-dependence can be ob-
served. The integral (N) value is also independent of the virtual-photon polarization
(see Figure 6.26).

In Figures 6.24, 6.24 and 6.26 measured-proton-momentum distributions are
also compared to the experimental results obtained earlier in Mainz and mentioned
in reference [23]. The agreement between those results and our measurements is
good, but the large statistical uncertainty for the data points from [23] are not al-
lowed more detailed study. In general, results measured at MAMI by Florizone are
lower by the 10-20 % compare to our measurements.

Without the w-cut the experimental momentum distributions are approxi-
mately 10-20 % lower than the theory predictions as shown in Figure 6.27. This
cuts removes almost all data dependence on € and increases the (N).,,/(N)i, up to
0.9 - 0.95.

This number is approximately 10 % higher than that for the two-body breakup
channel, where the experimental data points were approximately 20 % lower than

the theoretical predictions.

6.4 Systematic error estimate

The calculation of the systematic error due to the normalization procedure

was described in Chapter 4. It consists of a number of systematic uncertainties, and
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is given in Table 4.6. The helium-target density value for elastic scattering, which
includes this systematic error, was used to calculate the helium-target density for
the individual (e,e’p) runs. The systematic uncertainty for the latest value includes,
in addition, a statistical error for the number of events detected in Spectrometer
C, and can be calculated from Equation 5.5. The next step is to calculate the
systematic normalization error for each kinematic according to Equation 5.6.

The total systematic error (+Ac /o) in the (e,e’p) cross-section value due to
the helium-density calculation procedure was approximately 2.0 %, 2.2 % and 2.2 %
for Kinematic 1, 2 and 3 respectively.

The other systematic uncertainties were insignificant. The uncertainty in total
charge collected at the target and the coincidence dead-time error were of the order
of 0.1 % each, and were neglected. The sensitivity of the final cross section to the
uncertainty in the beam energy and target-position error must be also small, because
even for the elastic measurements characterized by a strong angular dependence
these errors were of the order of 0.2 - 0.5 %. The contribution of the uncertainty
due to the software angular cuts was taken the same as for the elastic measurements
on He (~0.4—0.6%).

Thus, the full systematic uncertainty (Ao /o) for the (e,e’p) cross section

measured in this experiment is 2.2-2.4 %.



Chapter 7

Conclusion

A high-resolution study of the *He(e, €'p) reaction was performed. The high
resolution of the Mainz spectrometers made it possible to study the two-body
breakup and continuum reaction channels separately. These measurements are also
characterized by a very low background, and therefore high data quality. The sys-
tematic error estimate for these measurements is +£2.2—2.4 %. The following results

were obtained:

e Two independent analysis methods (AEEXB simulations and RADCOR. un-
folding) give a similar result concerning the problem of "unexpectedly large”
cross section for proton knockout observed in earlier (e,e’p) experiments in
the high missing-energy region (see Chapter 1). No such phenomenon was
observed in our measurements as shown in Figures 6.2, 6.21 and 7.1a. A large
strength observed in the raw (F,,,p,,) spectra in the high missing-energy re-
gion was formed by the radiative tails from the lower missing-energy regions.
The significant non-zero strength seen in the high missing-energy region (and
also close to the phase-space boundaries) after the RADCOR unfolding be-

longs mostly to the external radiative tails from the outside of the detected

(Epnspm) region.
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e The 6-fold differential cross section for the continuum channels of the *He(e, €'p)

reaction were measured in the missing-energy range 25 < FE,, < 45—50MeV'.
The (e,e’'p) cross section for E,, > 50 MeV shows no significant deviation from
the model based on the theoretical spectral function from ref. [55]. At these
missing energies the measured strength is small and dominated by the radiative

background.

The Rosenbluth separation was performed for the two-body breakup cross
section averaged over the missing-momentum range 125 < p,, < 165 MeV/ec.
The experimental ratio for the longitudinal and transverse response functions
was calculated and compared to the prediction from the o, off-shell e — p
model of de Forest. The o /or value was 0.71 + 0.025, which is 33 % lower
than that from the o,.,; model. After including the systematic error the o /op
value was 0.73+0.1 (31 % £ 13 % below the prediction based on the o..,; model
as shown in Figure 7.1c). This value is in a good agreement with the earlier
results presented by Ducret et al. [8], where the reduction of the L/T ratio
compare to the theory prediction was observed for the similar momentum

transfer ¢ values.

The proton-triton momentum distributions also show systematic e-dependence,
with a 6.6 % difference for the integral (V) value between the kinematics with

the smallest and largest e.

The measured proton-triton momentum distributions were found to be 15 -

25 % below the predictions from different theoretical models.

The Rosenbluth separation was also performed for the continuum cross section
averaged over the missing-momentum range 115 < p,, < 155 MeV/c for a
number of the missing-energy values. The experimental ratio for the longitu-
dinal and transverse responses was calculated and compared to the prediction

from the o..; off-shell e — p model of de Forest. The o /o7 value was found
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to be in good agreement with the 0., model at low missing energies. In the
high missing-energy region of the measured (e,e’p) cross section, the L/T ra-
tio is significantly reduced compared to the model as shown in Figure 7.1c.
The ratio (o7/07)*? /(0 /or)*" was found to be (for the analysis with the
different missing-energy bin size): 0.67 £0.21 (E,, = 40MeV), 0.59 £+ 0.34
(E,, = 42.5 MeV), and 0.43 £ 0.35 (E,, = 43 MeV).

e The distorted spectral function was measured in the missing-energy range
25 < E,, <45 —50MeV for all three kinematics. It was found that the
spectral function shows no significant deviation from the theoretical spectral

function (ref. [55]) at E,, > 50 MeV (Fig. 6.21).

e No significant e-dependence was observed for the spectral functions calculated

for the different kinematics (see Figure 7.1b).

e No e-dependence was observed for the proton-momentum distributions for the
continuum channel, when comparison is done for the same range of the energy-
transfer values. This result does not disagree with the Rosenbluth separation,
where the deviation from the ., model was observed. In fact, the weight of
the events from the high missing-energy region is not large in the total inte-
gral value. The Rosenbluth separation thus permitted the L/T cross section

dependence to be studied in a more detailed way.

e The proton-momentum distributions for the continuum channel were 4 - 15 %
below the theory prediction, when comparison is done for the same range of

the energy-transfer values.

In short, we can conclude: the majority of e-dependence seen in the (e,e’p)
cross section for different kinematics is removed by division by the elementary e — p
cross section in ccl prescription of de Forest. A small remaining e-dependence, which

probably indicates excess transverse strength is difficult to interprete uniquely due
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Figure 7.1: Results shown as a function of missing energy. (a) Six-fold differential cross
section for the three values of the virtual-photon polarization € in the missing-momentum
range from 115 to 155 MeV/c. (b) Spectral function. (c) The ratio o1, /or (both the 2-body

and continuum channels)

to the relatively large systematic uncertainties. Futher attempts must be done
to reduce the systematic uncertainty due to the absolute data normalisation and
radiative unfolding procedure. More complete theoretical calculations that include

additional effects beyond PWTA (FSI, meson exchange currents and others) are also
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required to make more detailed comparison between the experimental and theoretical

results.



Appendix A

A.1 GEANT model of the collimators

This part of the Appendix describes the GEANT models used to simulate
the collimators of the spectrometers in the new GEANT Monte-Carlo. The general
structure of the program is given in the Appendix C. Detailed description of the
collimators shape, and the computer codes used to generate the geometrical equiva-
lents of the collimators are included. The formulas used to calculate the geometrical
and angular constrains of the collimator of the Spectrometer B are also presented.

The shape of the collimators is quite complicated with the multiple faces in the
horizontal and vertical directions. In the new GEANT Monte-Carlo code described
in detail in Appendix C the collimators of Spectrometer A and B were both simu-
lated using the GEANT geometry package (reference [44]), with input parameters

for the real geometrical dimensions obtained from the original technical drawings.

A.1.1 The collimator of Spectrometer A

This collimator with an acceptance angle of 21 msr was successfully described
with 7 trapezoids of a TRD?2 type (see reference [44]) which have = and y dimen-
sions both varying along the z axis as shown in Figure A.1. Both collimators were
manufactured from a heavy alloy containing 95 % of Tungsten with a density of ap-

proximately 18¢g/cm?, which was reproduced in the simulations. All trapezoids were

184



185

77
V//

/4
74

L/
A ——

Main volume

Figure A.1: The collimator of Spectrometer A, the view from the spectrometer side

filled with the vacuum and positioned inside the main volume filled with Tungsten.

(Figure A.1).

A.1.2 The collimator of Spectrometer B

This collimator consists of four independent parts which can be moved in
order to set desired vertical angular acceptance values between 0 and 70 mrad and
horizontal angular acceptance between 0 and 20 mrad. The geometry of the col-
limator is described in details in Figure A.3, where the # and ¢ are the nominal
values of the vertical and horizontal acceptance respectively. By using the relations
between the angular acceptance of the collimator and its geometrical dimensions
(shown in Figure A.3), an exact model of the collimator was implemented in the
GEANT simulation program. Figures A.4 and A.5 show how both the horizontal
and vertical components of the collimator were simulated by a number of trapezoids

of TRD?2 type.
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Main volume
PAR(1) = 40/2. ! x/2
PAR(2) = 30/2. | y/2
PAR(3) = 8./2. ! z/2
call GSVOLU('AKOL’,"BOX ’,2,PAR,3,IVOL)
tf(1) = 60.55
rtf(2) = t0es
rtf(3) = fOes
call XYZRTP (xyzlab,rtf(1))
call GSPOS(’AKOL’,1,"BOX0’,x,y,z,1,”ONLY”)
15tvolume
PAR(1) = 8.7211/2. ! x/2 at -z
PAR(2) = 8.8273 /2. ! x/2 at +z
PAR(3) = 7.9554/2. | y/2 at -z
PAR(4) = 8.1511/2. | y/2 at +z
PAR(5) = 1.600/2. ! z/2
call GSVOLU('HOA1’,TRD2’,3,PAR,5,IVOL)
x = 0.
y = 0.
z =-3.2
call GSPOS("HOA1’,1;AKOL’ x,y,2,0, ONLY")
2"y olume
PAR(1) = 8.8273/2. | x/2 at -z
PAR(2) = 8.9356/2. | x/2 at +z
PAR(3) = 8.1511/2. | y/2 at -z
PAR(4) = 8.2734/2. | y/2 at +z
PAR(5) = 1./2. ! z/2
call GSVOLU("HOA2’TRD2’,3,PAR,5,IVOL)
x = 0.
y = 0.
z =-1.9
call GSPOS("HOA2’,1AKOL’ x,y,z,0,”ONLY”)
3r%olume
PAR(1) = 8.9356/2.
PAR(2) = 9.0006/2.
PAR(3) = 8.2734/2.
PAR(4) = 8.3573/2.
PAR(5) = 0.6/2.
call GSVOLU('HOA3’TRD2’,3,PAR,5,IVOL)
x = 0.
y = 0.
z =-1.1
call GSPOS("HOA3’,1AKOL’ x,y,z,0,”ONLY”)
4thyolume

PAR(1) = 9.0006/2.

PAR(2) = 9.2412/2.

PAR(3) = 8.3573/2.

PAR(4) = 8.5811/2.

PAR(5) = 1.6/2.

call GSVOLU('HOA4’TRD2’,3,PAR,5,IVOL)
x = 0.

y = 0.

z = 0.

call GSPOS("HOA4’,1,AKOL’ x,y,z,0,ONLY”)
5thvolume

PAR(1) = 9.2412/2.

PAR(2) = 9.3568/2.

PAR(3) = 8.5811/2.

PAR(4) = 8.6650/2.

PAR(5) = 0.6/2.

call GSVOLU('HOA5’TRD2’,3,PAR,5,IVOL)
x = 0.

y = 0.

z=1.1

call GSPOS("HOA5’,1,AKOL’ x,y,2,0, ONLY")
6" volume

PAR(1) = 9.3568/2.

PAR(2) = 9.5494/2.

PAR(3) = 8.6650/2.

PAR(4) = 8.8224/2.

PAR(5) = 1./2.

call GSVOLU("HOA6’, TRD2’,3,PAR,5,IVOL)
x = 0.

y = 0.

z=1.9

call GSPOS("HOA6,1,;AKOL’,x,y,z,0,ONLY”)
7thvolume

PAR(1) = 9.5494/2.

PAR(2) = 9.9253/2.

PAR(3) = 8.8224/2.

PAR(4) = 9.0743/2.

PAR(5) = 1.6/2.

call GSVOLU('HOA7TRD2’,3,PAR,5,IVOL)
x = 0.

y = 0.

z = 3.2

call GSPOS("HOAT7,1,AKOL’ x,y,z,0,ONLY”)

Figure A.2: GEANT simulation of the collimator of Spectrometer A
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\ 0.5 degrees
x4
) x1 $ X2 1 X3
~3144mm
Target
- =
VERTICAL collimator \ & " 02degrees
€] y4
) y1 y2 y3
Target 3368mm 33mm 34mm 33mm
y1=3368*tan© x1=3144*tan@

y2=3401*tan©®
y3=y2+34*tan(0.2+0)
y4=y3+33*tan(0.4+0)

x2=3177*tan@
x3=x2+34*tan(0.5+¢)

x4=x3+33*tan(1+¢@ )

Figure A.3: The geometry of the collimator of Spectrometer B, where § and ¢ are the

angular acceptance values for a point target
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Main volume
xtop=336.8*tan(colli(3)/1000.)
xbott=336.8*tan(colli(4)/1000.)
PAR(1)= 60./2. ! x/2
PAR(2)= 90./2. ! y/2
PAR(3)= 10./2. ! z/2
call GSVOLU('BKOV’BOX ’,3,PAR,3,IVOL)
rtf(1)= 336.8+5.0 !dist. to the middle of vert.colli
rtf(2)= tOps
rtf(3)= fOps
call XYZRTP (xyzlab,rtf(1))
call GSPOS('BKOV’,1,BOX0’ x,y,z,2,"ONLY")
1st Top part
PAR(1)=50./2.
PAR(2)=50./2.
PAR(3)=20./2.
PAR(4)=PAR(3)-3.3*tan(colli(3) /1000.)
PAR(5)=3.3/2.
call GSVOLU('HBT1’TRD2 ’,2,PAR,5,IVOL)
x=0.
y:xt0p+20./2.
7=-5.43.3/2.
call GSPOS('HBT1’,1, BKOV’ x,y,2,0, ONLY")
2nd Top part
PAR(1)=50./2.
PAR(2)=50./2.
PAR(3)=PAR(4)
PAR(4)=PAR(3)-3.4*tan(colli(3)/1000.40.2*PI/180.)
PAR(5)=3.4/2.
call GSVOLU('HBT2’, TRD2 *,2,PAR,5,IVOL)
x=0.
y=y
z=0.
call GSPOS('HBT2,1, BKOV x,
3rd Top part
PAR(1)=50./2.
PAR(2)=50./2.
PAR(3)=PAR(4)
PAR(4)=PAR(3)-3.3*tan(colli(3)/1000.4-0.4*P1/180.)
PAR(5)=3.3/2.

v,2,0,”ONLY")

= =2 = =

call GSVOLU(HBT3’TRD2
x=0.

y=y

2z=5.-3.3/2.

call GSPOS("HBT3’,1,"BKOV’ x,y,z,0,”ONLY")
1st Bottom part

PAR(1)=50./2.

PAR(2)=50./2.

PAR(3)=20./2.
PAR(4)=PAR(3)-3.3*tan(colli(4)/1000.)
PAR(5)=3.3/2.

call GSVOLU('HBB1’,TRD2 ’,2,PAR,5,IVOL)
x=0.

y=-xbott-20./2.

z=-5.+3.3/2.

call GSPOS("HBB1’,1,;BKOV’ x,y,z,0,”ONLY"”)
2nd Bottom part

PAR(1)=50./2.

PAR(2)=50./2.

PAR(3)=PAR(4)
PAR(4)=PAR(3)-3.4*tan(colli(4)/1000.4-0.2*¥P1/180.)
PAR(5)=3.4/2.

call GSVOLU('HBB2’TRD2 ’,2,PAR,5,IVOL)
x=0.

y=y

7z=0.

call GSPOS("HBB2’,1,’BKOV’ x,y,z,0,”ONLY")
3rd Bottom part

PAR(1)=50./2.

PAR(2)=50./2.

PAR(3)=PAR(4)
PAR(4)=PAR(3)-3.3*tan(colli(4)/1000.4-0.4*PI/180.)
PAR(5)=3.3/2.

call GSVOLU('HBB3’TRD2 ’,2,PAR,5,IVOL)
x=0.

Y=y

7z=5-3.3/2.

call GSPOS("HBB3’,1,’BKOV’ x,y,2,0,"ONLY"”)

' 2,PAR,5,IVOL)

Figure A.4: GEANT simulation of the vertical collimator of Spectrometer B



Main volume
xleft=314.4*tan(colli(1)/1000.)
xrigh=314.4*tan(colli(2)/1000.)
PAR(1)= 60/2. | x/2
PAR(2)= 70/2. | y/2
PAR(3)= 10/2. | /2
call GSVOLU('BKOH’,’"BOX ’,3,PAR,3,IVOL)
rtf(1)= 314.4+5.0 ! distance to the middle of horiz.colli
rtf(2)= tOps
rtf(3)= fOps
call XYZRTP (xyzlab,rtf(1))
call GSPOS('BKOH’,1,BOX0’,x,y,2,2,ONLY")
1st left part
PAR(1)=20./2.
PAR(2)=PAR(1)-3.3*tan(colli(1)/1000.)
PAR(3)=57./2.
PAR(4)=PAR(3)
PAR(5)=3.3/2.
call GSVOLU('"HBL1’TRD2
x=-xleft-10.
y=0.
7=-5.43.3/2.
call GSPOS("HBL1’,1,BKOH’ x,y,2,0,’ONLY")
2nd left part
PAR(1)=PAR(2)
PAR(2)=PAR(1)-3.4*tan(colli(1)/1000.40.5*P1/180.)
PAR(3)=57./2.
PAR(4)=57./2.
PAR(5)=3.4/2
call GSVOLU('HBL2","TRD2 ’,2,PAR,5,IVOL)
X=X
y=0.
z=0.
call GSPOS('HBL2’,1,BKOH’ x,y,z
3rd left part
PAR(1)=PAR(2)
PAR(2)=PAR(1)-3.3*tan(colli(1)/1000.+1.*P1/180.)
PAR(3)=57./2.
PAR(4)=57./2.
PAR(5)=3.3/2.

' 2,PAR,5,IVOL)

,0,ONLY")
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call GSVOLU("HBL3’, TRD2 ’,2,PAR,5,IVOL)
X=X

y=0.

2=5.-3.3/2.

call GSPOS("HBL3’,1,’"BKOH’ x,y,z,0,ONLY")
1st right part

PAR(1)=20./2.
PAR(2)=PAR(1)-3.3*tan(colli(2)/1000.)
PAR(3)=57./2.

PAR(4)=PAR(3)

PAR(5)=3.3/2.

call GSVOLU('HBR1’,TRD2 ’,2,PAR,5,IVOL)
x=xrigh+10.

y=0.

z=-5.+3.3/2.

call GSPOS("HBR1’,1,"BKOH’,x,y.,0,ONLY")
2nd right part

PAR(1)=PAR(2)
PAR(2)=PAR(1)-3.4*tan(colli(2)/1000.4+0.5*PI1/180.)
PAR(3)=57./2.

PAR(4)=PAR(3)

PAR(5)=3.4/2.

call GSVOLU('HBR2’,TRD2 ’,2,PAR,5,IVOL)
X=X

y=0.

z=0.

call GSPOS("HBR2’,1,"BKOH’,x,y,2,0,ONLY")
3rd right part

PAR(1)=PAR(2)
PAR(2)=PAR(1)-3.3*tan(colli(2)/1000.4+1.*PI1/180.)
PAR(3)=57./2.

PAR(4)=PAR(3)

PAR(5)=3.3/2.

call GSVOLU('HBR3’,TRD2 ’,2,PAR,5,IVOL)
X=X

y=0.

7=5-3.3/2.

call GSPOS("HBR3’,1,"BKOH’,x,y,2,0,”ONLY")

Figure A.5: GEANT simulation of the horizontal collimator of Spectrometer B



Appendix B

B.1 Monte-Carlo for calculations of **He(e,¢’) elas-

tic cross sections

B.1.1 Overview

The new Monte-Carlo is the C++ code with two different operation modes,
(see Figure B.1). In the first mode it calculates the cross section for elastic scat-
tering from >*He averaged over the acceptance of Spectrometer A or B, based on
the known values of the helium form-factors from Equations 4.9 and 4.11. In the
second mode it returns the effective solid angle of Spectrometer A or B dependent
on different factors such as the beam rastering, extended target geometry, target
cell offset and the non-trivial geometrical shape of the collimators.

The new Monte-Carlo code took advantage of the C++ variant of the CERN
HBOOK libraries available in Mainz. These H M Book C++ libraries provide conve-
nient graphical output of all required values in a format used by the Mainz COLA++
program. This feature makes control of the calculations much easier and more effi-

cient.
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slit # | z; [em] | y; [em] | R [em]

1 4.3606 | 3.9777 | 56.55

4.4137 | 4.0756 | 58.15

4.4678 | 4.1367 | 59.15

4.5003 | 4.1787 | 59.75

4.6206 | 4.2906 | 61.35

4.6784 | 4.3325 | 61.95

4.7747 | 4.4112 | 62.95

O | 1 | O | O | = | W |

4.9626 | 4.5371 | 64.55

Table B.1: The horizontal x; and vertical y; dimensions of the 21 msr collimator of

Spectrometer A and the corresponding distances R} from the target

B.1.2 Events generation

The spectrometer effective solid angle €., was determined as a fraction of a total

solid angle €2;,, sampled in the simulation:

(B.1)

where N, is the number of events accepted by the spectrometer, £2,,, and N, are
the full solid angle and the number of events entering this solid angle. €, was

limited by the range of preselected spherical angles # and ¢ to save the CPU time:

(COS(Qmin) - COS(Qmax)) (¢max - ¢mm)
2 360

Qtot - 47T (BQ)
The cross section calculations are made in the center-of-mass system and the
Lorentz transformation is used to obtain the corresponding values in the laboratory

system. The €., calculations were done completely in the laboratory frame.
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v
CMS System

cos 6 random selection.

Ve

LAB System

Lorentz transformation of all
kinematic valuesRandom ¢ selection.
Calculate Gaussian resolution function
of momentum and angles

Coulomb distortion of momentum
transfer,Helium formfactors.

Calculate electron energy and —
momentum, 3 and y factors.
\. J \.
[ Spectrometer System |
New loop Frominitial x,y,z coordinates
and spherical angles calculate
X,y coordinatesin the system
of spectrometer.
A
Output
Calculate cross-section (mode #1)
Calculate effective solid agle(mode #2) | YES

Fill al booked histograms,produce
Postscript file
Print out text output

Figure B.1: Simplified structure of the DU M P Monte-Carlo code

Electron detection

If generated electron doesn't hit
any dlit inside the collimator when
passing through it, it is accepted
asared event

No electron

detected
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B.1.3 Simulation of physical processes

In order to obtain values for the cross section and effective solid angle that
were as close as possible to reality, the following setup details and corrections were
included in the calculations:

- beam rastering amplitudes;

- spherical shape of the target cell;

- possibility of changing the position of the target cell along the beam line;

- possibility of applying cuts on both 6,,, and ¢, angles, as is done in the analysis
of the experimental data;

- average beam-energy losses in the helium gas and Al walls.
There were between 70 and 600 K eV for helium of density 0.04 g/cm® depending
on the vertex position inside the target cell.

- Coulomb distortion of momentum transfer.
When electrons approach the nucleus, the Coulomb field accelerates them so that a
larger momentum transfer occurs. In the experimental form factors, used to make
predictions of the elastic cross section, the effect of Coulomb distortion was taken
into account. During the analysis of our experimental data, this effect remains
and therefore distortion of "pure” form factors by the nuclear Coulomb field was
accounted for by introducing an effective momentum transfer ¢.;, (see ref. [32]).
This resulted in ~ 2% reduction of the calculated cross section:

1.5 Zahe

B.3
Poeam Req ) ( )

Qerr =¢q - (1+

where R,, = 1.12 - A'Y3 is the equivalent radius of a hard sphere, ¢ is the 3-
momentum transfer [MeV], fic = 197.327 [ Mev fm |, o = 1/137, ppeam is the
electron beam momentum [MeV] , A=4 and Z=2.

- the simulation of momentum and angle resolution by Gaussian distributions based
on the experimental resolution of the spectrometers.

For these purposes the gasdev function obtained from reference [33], which gen-
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erates a random Gaussian distribution with Mean=0 and o=1 was used.

B.1.4 Particles tracking through the collimators

In the code, the shape of the 21 msr collimator of Spectrometer A was sim-
ulated by a number of slits of defined size, obtained from the original technical
drawings. The geometry of the collimator of Spectrometer B was calculated each
time using two input parameters for its vertical and horizontal acceptance as it is
shown in Figure A.3.

The following algorithm was used to simulate the correct tracking of the elec-
trons through a collimator. When an electron is passing through the collimator, the
x and y coordinates in the spectrometer coordinate system are calculated for each
slit of the collimator from the spherical 6, and ¢, angles and the initial (2, Y., 2)
position of the reaction vertex according to Equations B.6 and B.7. This calcula-
tion requires the introduction of two additional variables, 6, and R{°", defined in

Equations B.4 and B.5.
0, = atan(tan(6,)) - cos(py — ¢.) (B.4)

where ¢ is equal to 180 degrees for Spectrometer A and 0 degrees for Spectrometer
B. 4, is in a reality a projection of 6, on the horizontal x — z plane. R{”" is a

distance from the reaction vertex (., y,,2) to a particular slit of the collimator:
R = Ry — (Zpeam + Zaps) - c08(0y) — x,, - sin(6y) (B.5)

where Ry is a distance from the center of coordinates, where (z,, = 0,4y, = 0,2 = 0)
to a particular slit of the collimator in the horizontal x — z plane, 6, is the central
scattering angle of the spectrometer, zj..,, is the vertex position inside the target
cell and z,, is an absolute displacement of the target cell along the z axis. By
using all these variable the horizontal x and vertical y coordinates in the system of

coordinates of the spectrometers are calculated as:

x=Ry"" - tan(0, — 0y) — (Zbeam + Zabs) - Sin(0p) + x,, - cos(6y) (B.6)
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y = (R;")? + 22 - sin(0,) - tan(dg — ¢e) + Yu (B.7)

The vertical 6,.. and horizontal ¢s,.. angles at the target in the spectrometers

coordinate system were calculated as:
Ospec = atan(y/Ry™") (B.8)

¢spec - 60 - 91 (Bg)

These two variables are used to place the cuts identical to those used during the
analysis of the experimental data.

For each slit the absolute x and y coordinates in the spectrometers coordinate
system were compared to the known geometrical dimensions corresponding to a
particular slit of the collimator. The true event means the electron drift through a

collimator volume without touching its walls.

B.1.5 Effective solid angle of the spectrometers

The solid angle of the spectrometers depends from the target position along
the gy coordinate of the spectrometer. A shift of the target position causes a change
of the absolute value of the spectrometer solid angle and the range of accessible
horizontal and vertical angles. By using a realistic model of the collimators these
changes were taken into account in calculating the elastic scattering cross sections
from carbon and helium targets. The range of effective solid angles for Spectrometers
A and B is shown in Figure B.2 as a function of y, . All the data points shown at
the plot were calculated using the DU M P Monte-Carlo code.

The effective solid angle of the spectrometers for the extended targets shows
only a minor dependence on y,. This is more evident for Spectrometer B, which has
much longer distance from the target to the collimator compared to Spectrometer
A. For Spectrometer A, the effective solid angle dependence, even for the maximum
extended target length of yo = 2.5¢m, is reduced by only ~ 0.7 % compared to its

nominal value. In case of point targets, especially when the measured cross section
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shows a strong angular dependence, changes of angular acceptance must be carefully

taken into account.
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solid angle of Spectrometer A(B) as a function of the spectrometer g

coordinate in case of 21(5.6) msr collimator



Appendix C

C.1 GEANT Monte-Carlo code

C.1.1 Modeling of the experimental setup

As was explained in the Appendix A, realistic models of the collimators were
developed to describe the complicated geometrical acceptance of Spectrometers A
and B. The target cell was simulated as an Al cylinder filled with *He gas of density
as used in the experiment. It was assumed that 0.012 em of mylar, and an air
of thickness of 6 cm (Spectrometer A) and 12 em (Spectrometer B) were between
the target and the spectrometers. The scattering chamber was simulated as an Al
cylinder with a defined window size. It can be moved up and down by changing
one parameter in the GEANT input file. This option was incorporated to study
the effects of re-scattering from the scattering chamber windows. Details of the

scattering chamber geometry are given in Figure C.1.

C.1.2 Operation modes

The new program can be used in the following modes:
1) The simulation of the two-body and continuum breakup reactions on *He and
‘He start from the centre — of — mass system (CMS).

In this mode the program generates only events allowed by the energy-momentum
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Figure C.2: General structure of the GEANT Monte-Carlo code
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conservation and can be used to reaction and background simulations. All phys-
ical processes, including nuclear interactions, can be switched on by setting the
corresponding parameters in the code input file. Internal bremsstrahlung also can
be included by using the method of two external effective radiators, which placed
before and after the reaction vertex (see reference [39]).

2) This mode is almost the same as the first mode, accept that the electron arm of
the reaction is simulated in the laboratory frame . Again, only events allowed by
the energy-momentum conservation are generated. Further decay of the excited
compound particle X from the **He(e, eX) reaction is simulated in the CMS. The
mode was developed to save CPU time and improve a productivity of the code.

3) The detection-volume calculations were done completely in the laboratory frame
for the reaction:

e+ He 5 e +p+ X

by uniformly sampling the 6-dimensional volume dp, dp, df), dS),. In this mode,
external and internal bremsstrahlung are switched off, and particle ionization
losses are calculated as an average. Various software cuts identical to those used
in the analysis of the experimental data can be applied. Calculations of the off-

shell o, cross section in the ccl prescription of de Forest are also included.



Appendix D

D.1 Helium-target density for the (e,e’p) runs

In this section, the luminosity information for the individual runs of *He(e, €'p)
measurements done at MAMI during June of 1998 is presented. For each kinematic,
two tables were used to give the information about the coincidence AB runs, and a
single Spectrometer C data.

In Tables D.1, D.3 and D.5 the luminosity information for Spectrometer C is
given. The values for total charge collected at the target Q. the data-acquisition
deadtime, and the scaling factors for the single events detected in Spectrometer C
are shown there. The helium-target density pg, and the statistical error for the
number of single events detected in Spectrometer C are also included. More infor-
mation about these values can be find in Chapter 5.

In Tables D.2, D.4 and D.6 the total charge collected at the target for the co-
incidence AB events and the coincidence dead-time values are shown. In addition,
the thickness of the helium target after the cut (+2e¢m) on z-target coordinate is
included.

The information included in these tables is sufficient to normalize the exper-

imental yield, and calculate the cross-section values.
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Run number | Q° deadtime | Scaling | Ng." PHe AN
(mC] | [%] lg/em®] | [%]
980618151844 | 95.859 | 2.0 25 12911.7 | 0.037810 | 0.45
980618161729 | 89.781 | 1.8 23 12997.4 | 0.038061 | 0.44
980618171815 | 89.584 | 1.9 23 13070.4 | 0.038275 | 0.44
980618181907 | 89.522 | 1.9 23 13083.8 | 0.038314 | 0.44
980618192129 | 92.623 | 1.9 23 12978.0 | 0.038005 | 0.44
980618203226 | 89.660 | 1.9 23 13006.6 | 0.038088 | 0.44
980618213309 | 90.581 | 1.9 23 13036.3 | 0.038175 | 0.44
980618223435 | 93.086 | 1.9 23 12970.8 | 0.037983 | 0.44
980618233733 | 36.511 | 1.9 23 13066.2 | 0.038263 | 0.70

Table D.1: Helium-target density at Epeqmm = 570.11 MeV

Run number | Q4% [mC] | deadtime % | py. [mg/cm?]
980618151844 | 95.856 6.0 151.24
980618161729 | 89.778 5.0 152.24
980618171815 | 89.589 5.0 153.10
980618181907 | 89.519 5.0 153.26
980618192129 | 92.628 5.0 152.02
980618203226 | 89.673 5.0 152.35
980618213309 | 90.584 5.0 152.70
980618223435 | 93.084 5.0 151.93
980618233733 | 36.514 5.0 153.05
Total 767.225 5.125 152.38

Table D.2: Helium-target thickness at Fpeqn, = 570.11 MeV
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Run number | Q¢ Deadtime | Scaling | Ni." PHe AN
(mC] | [%] lg/em®] | [%]
980620133354 | 89.379 | 1.8 20 11275.7 | 0.038055 | 0.45
980620143509 | 89.637 | 1.8 20 11185.2 | 0.037749 | 0.45
980620153604 | 89.328 | 1.8 20 11251.7 | 0.037974 | 0.45
980620163743 | 92.394 | 1.8 20 11244.2 | 0.037949 | 0.44
980620174037 | 67.531 | 1.8 20 11295.5 | 0.038122 | 0.51
980620184440 | 87.499 | 1.8 20 11212.7 | 0.037842 | 0.45
980620195512 | 34.667 | 1.8 20 11341.5 | 0.038277 | 0.71
980620202218 | 39.746 | 1.8 20 11246.3 | 0.037955 | 0.67
980620205440 | 20.187 | 1.5 20 11333.6 | 0.038250 | 0.93
980620214002 | 54.948 | 1.6 20 11362 | 0.038346 | 0.57

Table D.3: Helium-target density at Epeqm = 675.11 MeV

Run number | Q4% [mC] | Deadtime % | py. [mg/cm?]
980620133354 | 89.385 7.5 152.2
980620143509 | 89.651 7.5 151.0
980620153604 | 89.332 7.5 151.9
980620163743 | 92.399 7.5 151.8
980620174037 | 67.533 7.5 152.5
980620184440 | 87.502 7.5 151.4
980620195512 | 34.671 7.6 153.1
980620202218 | 39.749 7.5 151.8
980620205440 | 20.194 6.9 153.0
980620214002 | 54.947 6.9 153.4
Total 665.363 7.4 152.0

Table D.4: Helium-target thickness at Epeqn, = 675.11 MeV
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Run number | Q¢ Deadtime | Scaling | N&™ | pue AN
[mC] | [%] lg/em?] | [%]
980617044906 | 64.076 | 1.8 12 6054.85 | 0.038691 | 0.56
980617053232 | 45.233 | 1.8 12 6118.67 | 0.039099 | 0.66
980617060332 | 43.384 | 1.7 12 6071.33 | 0.038796 | 0.68
980617074433 | 45.223 | 1.7 12 6094.29 | 0.038943 | 0.67
980617081518 | 45.349 | 1.7 12 6066.06 | 0.038762 | 0.67
980617084825 | 45.897 | 1.7 12 6087.98 | 0.038903 | 0.66
930617092758 | 45.177 | 1.7 12 6065.73 | 0.038760 | 0.67
930617101452 | 47.124 | 1.7 12 6058.84 | 0.038716 | 0.65
930617110437 | 45.878 | 1.8 12 6104.03 | 0.039005 | 0.66
930617114913 | 45.266 | 1.7 12 6118.08 | 0.039095 | 0.66
930617122003 | 44.738 | 1.7 12 6103.54 | 0.039002 | 0.67

Table D.5: Helium-target density at Epeqm = 855.11 MeV

Run number | Q% [mC] | Deadtime % | py. [mg/cm?]
980617044906 | 64.090 14.1 154.764
980617053232 | 45.254 14.1 156.396
980617060332 | 43.397 14.2 155.184
980617074433 | 45.242 14.1 155.772
980617081518 | 45.359 14.1 155.048
980617084825 | 45.922 14.2 155.612
980617092758 | 45.189 14.0 155.040
980617101452 | 47.147 14.4 154.864
980617110437 | 45.894 14.1 156.020
980617114913 | 45.274 14.1 156.380
980617122003 | 44.755 14.0 156.008

Table D.6: Helium-target thickness at Fpeqr = 855.11 MeV
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