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Abstract

Near-threshold electro-production of charged pions on protons at low Q? is a contemporary,
precise tool to study the axial-vector form factor of the nucleon, which is intimately related to
calculations of chiral perturbation theory and to chiral quark models of nucleon structure.

This thesis discusses the acquisition and the analysis of the p(e,e’n" )n data obtained in a
coincidence experiment performed with the A1 Collaboration at the Nuclear physics institute
of the Mainz University, at W = 1125MeV and at Q? =0.117,0.195 and 0.273 (GeV/c)?. The
transverse and the longitudinal cross-sections are determined from the measured cross-sections
using the Rosenbluth method, and the axial form factor with the corresponding axial mass pa-
rameter are extracted from the transverse part. In addition, the axial form factor of the nucleon
is calculated in the framework of the quark-level linear sigma model and the chromodielectric
model, where centre-of-mass and recoil effects are eliminated.

Keywords: electro-production of pions on the nucleon, coincidence experiments
with electrons, structure functions, axial form factor, chiral
perturbation theory, linear sigma model, chromodielectric model,
CMS corrections, recoil corrections.

PACS (1998): 13.60.Le, 14.20.Dh, 12.39.-x, 12.39.Fe .
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1

Introduction

Der wahre Weg geht tiber ein Seil,

das nicht in der Hohe gespannt ist,

sondern knapp tiber dem Boden.

Es scheint mehr bestimmt stolpern zu machen,
als begangen zu werden.

Franz Kafka

For the past four decades, nuclear and particle physics research focuses on coincidence
experiments, in which the target nuclei are probed by either hadron or electron beams. In
these measurements, the scattered projectile is detected in coincidence with the ejected particle
or the residual nucleus. Since the hadronic cross-sections are usually large, hadronic probes
were successfully used in the early coincidence measurements, even though the accelerator
duty factors were rather low and the underlying interaction was poorly known. In a typical
experiment of the time, e. g. A(p, pp)A—1, the scattered protons were detected in coincidence
with the protons ejected from the nucleus A [1].

But the physical picture of such processes was obscured by the ignorance of both strong
interaction matrix elements, the studied one (in the output channel) as well as the one that
represents the excitation of the system under study (in the entrance channel). This meant that
the extracted physical knowledge largely depended on the ability of certain models to describe
the strong interaction. Coincidence measurements were therefore mostly limited to processes
of minimal complexity, for example, to quasi-elastic scattering, where particular kinematical
conditions can be chosen in which the hadronic projectile probes almost free nucleons within
the nucleus; at the same time, the interaction between the ejected nucleon and the residual nu-
cleus is negligible in the first approximation. It should be stressed, however, that the accuracy
of the experiments does grow over years and that the sophistication of the models gradually
improves. For example, recent theoretical analyses of the p(p, p’7m" )n process [2] based on the
one-pion exchange approximation parameterised in terms of the DWBA t-matrix for the first
step of pp — nATT(pAT) — npn, agrees remarkably well with the accurate coincidence data
of [3].
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Nevertheless, experiments with electron beams that evolved later on introduced a major
improvement in the field. Electrons are point-like particles without internal structure or excited
states. In addition, the electro-magnetic interaction of the electrons with the probed particles is
well understood, and has a relatively weak coupling constant. Contrary to hadronic projectiles
probing only the nuclear surface, electrons therefore penetrate deeply into the target nucleus
and interact without disturbing other nuclear constituents. The interaction of an electron with
a light nucleus can be visualised as an exchange of a single virtual photon, and first order
perturbation approach is usually sufficient to describe the electro-magnetic parts of the reaction
amplitudes in the interpretation of experimental results.

Electron scattering experiments can be classified into two groups, depending on whether
any hadrons are detected in coincidence with the scattered electron or not. In inclusive mea-
surements, the final nuclear state is not unique. Since the scattered electron is the only detected
particle, several nuclear states are effectively summed over in the cross-section. In exclusive
experiments, the scattered electron is detected in coincidence with one or more ejected or re-
coiled hadrons, and only a specific final state is considered. Since the electro-magnetic inter-
action cross-sections are small, coincidence experiments with electrons were impossible in the
early days of pulsed, low duty-factor accelerators, even though these provided high peak cur-
rents. The detectors and spectrometers used to identify and analyse the reaction products were
not capable of handling these short, intense particle bursts. In addition, they had small angular
and momentum acceptances.

Exclusive measurements of one nucleon knock-out reactions A(e, e’p)B [4] or pion electro-
production A(e,e’'nt)B [5] were among the first modern electron coincidence experiments. In
the (e, e’p) measurements, in which the momentum of the ejected proton is determined simul-
taneously with the momentum of the electron, the extracted reaction amplitudes directly reflect
the Fourier transforms of the corresponding part of the nuclear wave-function. If the incoming
electron also excites one of the target nucleons into an excited state, the measured final hadron
can be linked to the decay of the corresponding resonant state and to its propagation through
the nuclear medium. Moreover, the coincidence cross-section allows access to a narrower set
of matrix elements (with their magnitudes and relative phases) which are unattainable in the
inclusive cross-section, and thereby convey a richer information on the nuclear structure.

Similarly, coincidence reactions like N(e, e’7t)N’ offer an insight into the structure of the nu-
cleon. The pioneering coincidence experiments of pion electro-production on the nucleon were
carried out about three decades ago at DESY in Hamburg, in Saclay, Frascati, Bonn, Manchester,
and other European laboratories (see [6] and references quoted in section 2.2 for a review). Un-
fortunately, the experimental data were burdened with large statistical and systematical uncer-
tainties for the reasons enumerated above.

Today, new electron accelerators with high duty-factors or continuous electron beams (MIT-
Bates, NIKHEF, MaMi, TINAF) and highly efficient detector systems enable us to significantly
improve the accuracy of the experiments. Among the observables that can be measured with
these modern setups, or re-measured with much lower uncertainties, the electroweak form fac-
tors of the nucleon are among the most relevant. Simultaneously, quantum chromodynamics
(QCD) evolved as the fundamental theory of the strong interactions [7], giving birth or inspir-
ing several effective theories and models of hadron structure. In particular, the chiral pertur-
bation theory (xPT) recently emerged as an effective field theory of the standard model below
the chiral symmetry breaking scale [8]. Modern detector setups allow us to access previously
unattainable kinematical regions of the nucleon-pion processes, in which the perturbative QCD
approach is inappropriate, so these new measurements may serve not only as constraints on
the existing models of the nucleon structure, but also as a testing ground of xPT predictions.
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Particularly the axial form factor of the nucleon recently received intense renewed attention
because of sizeable inconsistencies in the world supply of data available to date. There are
basically two methods to determine this form factor. One set of experimental data comes from
measurements of quasi-elastic (anti)neutrino scattering on protons [9, 10, 11], deuterons [12, 13,
14, 15, 16] and other nuclei (Al, Fe) [17, 18] or composite targets like freon [19, 20, 21, 22] and
propane [22, 23]. The procedure ! followed in the extraction of the axial form factor is to fit the
q*-dependence of the (anti)neutrino-nucleon cross-section

(s —w)?

M )

do.v,V
d—ql x A(q?) £ B(q?)

S—u

2
v + C(qg”)

in which the axial form factor G (q?) is contained in the bilinear forms A(q?), B(q%) and C(q?)
of the nucleon form factors Fy, F» and G, itself. The latter is assumed to be the only unknown
quantity, parameterised empirically in terms of an ‘axial mass” My (or, equivalently, in terms

of an ‘axial radius’ rp = V12/M,) as

2
GA(qZ) — gA(q ) ~ 1

ga(0) — (1—q2/M3)2’ (1.1)

where ga (0) = 1.26704+0.0035 [25] is the axial coupling constant. Figure 1.1 shows the available
supply of values for M 4 obtained from these studies. References [17, 19, 20, 23] reported severe
uncertainties in either knowledge of the incident neutrino flux or reliability of the theoretical
input needed to subtract the background from genuine elastic events (both of which gradually
improved in subsequent experiments). Their reported values fall well outside the range of
values known today and exhibit very large statistical and systematical errors. Following the
data selection criteria of the PDG ([24], p. 9) they were excluded from this compilation.

Argonne (1969) : [18]
Argonne (1973) 7—0—% | 4]
CERN (1977) ;037 |21
Argonne (1977) 7—0—# |21
CERN (1979) | —o— i | 1221
BNL (1980) i : 1]
BNL (1981) i i—o— | 5]
Argonne (1982) i % | 3
Fermilab (1983) i 43H>7 G
BNL (1986) i 4:—% i [10]
BNL (1987) i i — | my

09 1 1.1 1.2

M, [GeVI

Figure 1.1: The axial mass Mp as extracted from quasi-elastic neutrino and anti-neutrino scattering
experiments (the references for the individual data points are given on the right). The weighted average
with statistical and systematical errors (if they have been specified separately) added in quadrature is
Ma = (1.017 £ 0.019) GeV, or (1.017 £ 0.023) GeV using the scaled-error averaging recommended by
[24].

LA brief description of the formalism underlying the extraction of G 5 from (anti)neutrino-nucleon scattering is
given in Appendix A.
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Another body of data comes from charged pion electro-production on protons [26, 27, 28,
29, 30, 31, 32, 33, 34, 35] not far above the pion production threshold. As opposed to neutrino
scattering studies which can be covered by the basic Cabibbo theory, extracting the axial form
factors from electron scattering measurements requires a more profound theoretical picture of
the process, involving specific models of the nucleon structure; the situation is reviewed in
chapter 5. The results of various approaches are shown in figure 1.2. Note again that references
[36, 37] were omitted from the fit for lack of reasonable compatibility with other results.

Frascati (1970) R [28]
6r=0 | ]
Frascati (1972) | +3 1291
DESY (1973) | o 1 [30]
Daresbury (1975) SP | e ] [31]
DR | i —
FPV — |
o[ et ]
Daresbury (1976) SP —to— [32]
OR | o |
BNR [ o |
DESY (1976) | | o [33]
Kharkov (1978) |  ———— ! | [26]
Olsson (1978) | ] [27]
Saclay (1993) | i - [35]
Average | L |
09 1 T 12
M, [GeV]

Figure 1.2: The axial mass My as extracted from charged pion electro-production experiments (the
references for the individual data points are given on the right). The weighted average with statistical
and systematical errors added in quadrature (if they have been specified separately) is My = (1.068 £
0.015) GeV, or (1.068 + 0.017) GeV using the scaled-error averaging recommended by [24].

Although the results of the individual axial form factor determinations deviate substan-
tially from one another, there seems to be a significant difference of AM = (0.051+0.024) GeV
between the neutrino and electron scattering weighted averages. But it seems obvious from fig-
ures 1.1 and 1.2 that at least in the older experiments the systematical errors were grossly under-
estimated and that the +0.024 GeV deviation of AM, is too small. The scaled-error weighted
averaging of the PDG gives a larger deviation of +£0.028 GeV. Similarly, making an ‘iterative’
weighted average of the uncertainties by using the deviations of individual values of M 4 from
the calculated weighted mean, we obtain M = (1.017 & 0.029) GeV from neutrino scattering
experiments. From electron scattering experiments, we get M s = (1.068 & 0.023) GeV, and so
the difference is AM = (0.051 & 0.037) GeV.

This ‘axial mass discrepancy” and its inconclusive uncertainty were in the focus of our in-
vestigation of the reaction p(e,e’n")n, and one of our principal aims was to perform a mea-
surement accurate enough to show whether the discrepancy is genuine and, according to the
result, to either make a claim in favour or against the O(q?) prediction of xPT for AMa. The
meaning and possible physical background of this discrepancy are discussed in section 2.2 (and
later in section 5.3), and the pion electro-production formalism is reviewed at the beginning of
chapter 2.

The experimental part of this thesis deals with the p(e, e’7tt )n coincidence experiment per-
formed by the A1l Collaboration at the Institute for Nuclear Physics, University of Mainz. In
this experiment, our intention was the extraction of the qz—dependence of the nucleon axial
form factor by means of an effective Lagrangian model [38] based on the formalism of [40, 41]
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and [42]. The measurement was performed at the invariant mass of W = 1125MeV and at vir-
tual photon four-momentum transfers q? of =3, —5and —7 fmfz, in order to be able to perform
a q2-fit of the model calculation to the data.

The experimental equipment used in the experiment (the electron accelerator, the cryogenic
liquid hydrogen target, the magnetic spectrometers and the detector systems) is described in
chapter 3. Chapter 4. is entirely devoted to the data analysis. Several cuts and correction factors
were applied to the raw experimental data to generate the missing mass spectra containing true
coincident events within their peaks. These spectra are normalised to the simulated detector ac-
ceptances and the calculated luminosities to yield the reaction cross-sections in each measured
setting. For each g?, the transversal and longitudinal parts are separated from the measured
cross-sections by the Rosenbluth technique. The axial form factor and the pion charge form
factor can then be extracted from the q?-dependence of these cross-sections using specific theo-
retical models, and some of the past attempts using data from inclusive electron scattering and
pion electro-production on proton targets are reviewed in chapter 5. Emphasis is finally given
to the effective Lagrangian approach used in our own analysis.

A great deal of motivation to study the nucleon axial form factor originates in the ‘axial
mass discrepancy” described above, but the knowledge of G A(@?) can also assist us in find-
ing out its proper theoretical understanding, and in particular of the axial coupling constant
ga = ga(0). Chapter 6. therefore starts with a historically annotated formal introduction to
the axial coupling constant and reviews some general theoretical concepts and problems. In
the second part of the chapter, we calculate G A(g?) in the framework of the linear o-model
(characterised by an extraordinary strong pion cloud surrounding the quark core), and the chi-
ral chromodielectric model (which possesses a peculiar QCD-inspired, dynamically generated
binding field for quarks), and investigate to what extent the elimination of spurious centre-of-
mass motion and recoil effects improves the agreement of the model calculations with data.
Chapter 7. summarises the results of the thesis.
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General formalism

We can describe all reactions of the A(e,e’X)B kind in which the scattered electron is detected
in coincidence with the ejected particle X (e. g. one nucleon knockout reactions or pion electro-
production off nucleons), with similar formal tools. This chapter describes the formalism of
electron coincidence reactions, based on the assumptions that electrons may be described by
plane waves and that a single virtual photon is exchanged between the scattering electron and
the hadronic system. This plane-wave Born approximation, which is believed to be appropriate
for electrons scattering on light nuclei, enables us to separate the physically interesting content
of the electro-magnetic interaction in the hadronic vertex from the well known interaction in
the electron vertex.

First I display the kinematics of the p(e,e’7" )n reaction. Then I show that a general expres-
sion for the differential reaction cross section can be obtained by contracting the leptonic and
hadronic tensors, which are bilinear forms of electron and hadron electro-magnetic transition
currents. The separation of the transverse and longitudinal parts of the measured differential
reaction cross-section was one of the main goals of this thesis, and a commonly used procedure
to perform the separation is presented next. At the end of the chapter I try to explain why
both experimental and theoretical studies of pion electro-production off nucleons are currently
highly physically motivated.

All derivations within this chapter are largely in the spirit of [43, 44]. The conventions of
Bjorken and Drell [45] and Drechsel and Tiator [38] are adopted throughout the thesis.

2.1 The expression for the reaction cross-section
If the electro-magnetic process of pion electro-production off nucleons

e(pe) + N(pi) — €(pg) + 7t(px) + N'(pg) ,

is treated in the plane-wave Born approximation, it can be visualised as shown in figure 2.1,
where momentum four-vectors of all the particles involved are listed. The incoming electron
in the state |e) goes to the final state |e’) whereas the target nucleon |i) absorbs the virtual
photon and becomes | f ). When the virtual photon energy transfer exceeds the pion production
threshold, a pion |7t) can be emitted from the nucleon. The virtual photon then transfers energy
and momentum q = (w, q) = pe — PL = ps + P — Pi to the nucleon,

w = Ee—EéZEf-FETr—Ei,
q="Pe—Pe=Pi+Pr—DP;.
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The differential reaction cross-section in the laboratory frame for such a reaction can be written
in the standard form [45]

1+ m EPpMiMed’p; 1 dPp,

W a2 EE 20 B B (270 2, (20

|Mf1‘2 (2717) (pe +Ppi— pé —Pf—Pr),

where [Vei| = e = [pel/Ee is the relative velocity between the target nucleon and the incoming
electron, |Mg/|? is the (complex) square of the invariant matrix element for the process un-
der consideration, the () function expresses overall energy and momentum conservation and
where phase spaces of all outgoing particles were taken into account. When neither a polarised
incoming electron beam is prepared nor the polarisation of the outgoing particles is measured,
the reaction cross-section has to be averaged over the initial and summed over the final electron
and nucleon spins, which is denoted by the y .. symbol.

pi = (E;, py) pe = (E¢, Pg)

Figure 2.1: The reaction N(e,e’nt)N’ in the plane-wave Born approximation.

In an exclusive reaction like p(e, e’ )n only the scattered electron and the outgoing pion
are measured in the final state. The recoiled neutron is not detected. Integrating the expression
for do first over p; and then over |p,| we eliminate the angular and momentum dependence of
the cross-section with respect to the recoiled particle. This integration introduces a recoil factor
frec into do, so that

do miMn  [pllp,l 1 2
dEZdQIdQ,  (21)52M,  pe| freCZ‘Mﬁ|

where
w|p,| — Exlg|cos 0,

PAMp

and 0 is the angle between q and p,. The coordinate system used to discuss p(e,e'nt")n
reaction kinematics is shown in figure 2.2. Momenta of the incoming and of the outgoing
electron define the scattering plane. The reaction plane, tilted with respect to the scattering
plane at an angle of ¢, is in turn spanned by the momenta of the virtual photon and the
outgoing pion.

frec =1+

To a reasonably good approximation of the pion electro-production process, the electrons
interact with the hadronic system by exchanging a single virtual photon. The Lorentz-invariant
matrix element Mg can therefore generally be written as a product of the electron electro-
magnetic current, the photon propagator, and the hadronic electro-magnetic transition current.
In the conventions used we have

M = [~ eThelpl, sy uelpes se) | =5 [e (s ] 2.1)
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le';pe) Y

Scattering plane —

;P
zllq

Reaction plane —

Figure 2.2: The coordinate system used to describe the p(e,e’nt" )n reaction.

where u, are standard Dirac spinors for electrons with four-momenta p. and spin s.. Here
JV(q)g is the four-vector of the electro-magnetic transition current for the hadronic system,
receiving four-momentum ¢ from the virtual photon (see (B.1)). The square of the invariant
matrix element, averaged over initial spins and summed over final spins, is equal to the con-

traction 5
~— (47tex)
I Ml = S Ly (9l stives se) H (a)g
fi

of the leptonic and hadronic tensors

I—Lw(pé)sé;pe)se) = Z [ﬁe(pé>5é)Yuue(pe>5e)]* [ﬁe(pé>5é)Yvue(pe)se)] ’
fi

H™Y(q)g = ZI”*(OI)ﬁIV(OI)ﬁ«

fi

The leptonic tensor is exactly calculable in QED. In the case when polarisation of the final
electrons is not measured, it is equal to [45]

2
q
%ww+mwg+§@w.

1
L (pl)sl;p yS ):—
WviFes 2e) Fey ve ng

In this case the differential reaction cross-section in the laboratory system is equal to

do _ OCZMn |pe,3Hp7[‘ 1 L Re (2 2)
dELdQLdQ.  T6PMy  [pel (02)2 free '

where
Re = vo Z VRE,
K

and where we defined vo = (E.+ E.)2—|q/?. Individual v.s are called electronic factors and the
corresponding R{s are the hadronic structure functions. The labels k denote the longitudinal
and transverse components of the polarisation of the virtual photon, which in turn correspond
to the components of the hadronic transition current with respect to the direction of q. In the
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extreme relativistic limit q% = —4E.E/] sin? %Ge and vo = 4E.E] cos? %Ge, and it is instructive to
rewrite (2.2) as
do [ o?cos® 30, L] P, Mn Z" o
dE;dQ,dQr | 4E2sin® 10, frec | T63M, &= "1

where 6, is the electron scattering angle and the term in brackets is the usual Mott cross-section.

The essential advantage of the factorised notation is that all dependence on the kinematical
settings of a chosen measurement is carried by the electronic factors whereas the dynamics and
the physical content of the process under consideration are stored in the hadronic structure
functions. These are bilinear forms of components of the hadronic current four-vector, which
can be directly extracted from an experiment by choosing appropriate kinematical conditions
(energy of the incoming and of the outgoing electrons, electron scattering angle). In the case
when we are not concerned about spins of the final particles and an unpolarised electron beam
is used, only four electronic factors multiplying four corresponding hadronic structure func-
tions enter the formalism. In the laboratory system we then have the electronic factors

1 qz 5 e
vr = _EW + tan 5
v = {q_zr

lqi?] 7

1 q2 [ q2 ee 1/2
VIT = —(=—75 | —1—5 + tan” — ,
T V21a2 L aP 2

1 g2
VIT = = —5,
™7 2]l

and the corresponding structure functions are
Ri = 1T @) +1T (@)l
Ri; = lo(a)sl,
R = —2Relp"(@)s(*(a)s —T (a)s)],
Ri' = 2Re[J™(a)s (a)al-

We have written the components of the hadronic transition current four-vector J*=(p, J) in the
(p,J*,J?) basis and used current conservation

w

J*(d)s = Hp

() -

In the treatment of pion electro-production we usually do not define hadronic states with
respect to the laboratory frame, but with respect to the centre-of-mass system (CMS) of the
final hadrons; in our case, this is the system of the ejected pion and the recoiled neutron (from
now on, we shall label quantities in the CMS with a *). The transition to the CMS involves a
Lorentz boost along q and it can be shown [44] that this amounts to replacing the energies and
momenta in the laboratory frame with their CMS values and to multiplying the electronic factor
v by (W/ T\/lp)2 and vir by W/M,,. The form of the Lorentz scalars is not affected, although the
energy and momentum transfers w and ¢ in the laboratory frame are replaced by their CMS
counterparts (the polar angle 0 is also changed to 0}, while the azimuthal angle ¢ = ¢3).

In pion electro-production off nucleons we can safely set M, = M, = M so that the factors
(M/4ntW)? and e? = 4nx can be absorbed in the structure functions. It is also customary to
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express all kinematical factors with degrees of transverse and longitudinal polarisation of the
virtual photon [6]

2|q‘2 2 ee T
e = 11— ? tan 7 P
2
q
Ef = _W £,
and to define the virtual photon flux
x |pé| Qy 1

It can be understood as the number of virtual photons exchanged between the hadronic system
and the electron beam, emitted into the infinitesimal energy interval dE. and the solid angle
interval dQ/. Here Q, = (W2—-M2)/2M = WQ;3/M is the energy which a real photon should
have had in order to excite a pion-nucleon final state with an invariant mass of W (the quantity
Q. is also known as the equivalent photon energy). The differential reaction cross-section can
then be rewritten in a factorised form in the CMS as

d d
__ %  _r 99 2.3)
dE.dQ.dOx dQx
The separation of the electronic factors and structure functions differs slightly from (2.2), but
its physical content is the same. The response of the hadronic system in the observed process
is contained in the differential reaction cross-section

do  Ipnl[ Wi+ W,

Wyx — Wy 1*
dQ’;[_Q;*, 3 Y b erWo—1/2er (1 +e)ReW,, + ¢ —=——

2 7

in which the structure functions still encapsulate the components of physically interesting
hadronic currents,

M 1%,
= oy | Tada T (a).
Bilinear combinations W of hadronic currents carry an implicit angular dependence on the
azimuthal angle ¢} = ¢ and on the polar (scattering) angle 0%. For our purposes, it is con-
venient to write out the ¢-dependence explicitly and to suppress the 05-dependence for the
moment. Let us rename
3 (W + Wyy)* = Rr,
W;z = RL P
—Re W3, = Ryt cos O,
%(Wxx - Wyy)* = Rrr cos2¢y,

and R = (Q}/Ipxl) dow/dQx, k € {T,L, LT, TT}, so that finally

do i dO'T % dO'L N dO'LT dO'TT
d0x = dQ¢r+£L dQ;r+’/2€L(] +¢) d0- COSd)T[+€dQ;r cos 2 . (2.4)




2. General formalism 11

2.2 Motivation for the separation of the structure functions and extraction of G5

It is shown in appendix B, where the structure functions are expanded in terms of the electro-
production multipole amplitudes and of the pion scattering angle 03, that in the first order of
the multipole expansion dopr/dQ%, ~ sin 6% and dotr/dQ%, ~ sin? %. This means that a mea-
surement in parallel kinematics, in which the centre of the hadronic spectrometer’s acceptance
is aligned with q (sin 05 = 0) enables us to disentangle the linear combination

dO'L
dOx

doy __dor
dQ%les—0  dO%

*
+ €1, (25)
from the measured cross-section, whereas the two interference cross sections vanish. At chosen

energy and momentum transfers w and |q|, the transversal and longitudinal cross sections can
be separated by measurements at different values of e} by means of a straight-line fit.

The L/T separation of the electro-production cross-sections closely resembles the ‘classi-
cal’ Rosenbluth separation in inclusive electron scattering experiments N(e,e’)N. In order to
increase the accuracy of the separation, the ¢ has to span a lever arm as large as possible.
But usually the range of its values is kinematically constrained by the mutual placement of
the electron and the hadron spectrometer and by the maximal energy of the electron beam.
Large values of ¢ correspond to smaller electron scattering angles, which are usually difficult
to achieve experimentally due to the proximity of the exit beam pipe. On the other hand, small
values of ] can be reached at large scattering angles, where the virtual photon flux I'y strongly
decreases 2. Especially in the early days of low duty-factor accelerators and detectors of mod-
erate performance, results from electron coincidence experiments therefore suffered from large
statistical and systematical uncertainties.

In spite of that, numerous measurements of charged pion electro-production were perfor-
med already in the 1960s and 1970s at the accelerator facilities in Hamburg, Daresbury, Frascati
and Saclay: total or inclusive cross-section for p(e, e’)p in the region of the A resonance [46, 47,
48]; total cross-section for p(e,e’)p in the vicinity of the pion production threshold [26, 28, 29,
37] and in the A resonance region A [49]; the differential reaction cross-section for p(e,e’p)mn®
[50, 51, 52, 53, 54, 55, 56, 57] and p(e, e’ )n [51, 58] near the A resonance; and the differential
reaction cross-section for p(e, e'rtt)n close to threshold [5, 30, 59, 60].

All these experiments, exclusively employing proton targets, were mostly aimed at mea-
surements of angular distributions of the recoiled protons. Although electron accelerators with
high peak beam intensities were used, coincidence measurements were strongly impaired by
sudden particle bursts in the detectors due to the accelerators’” pulsed mode of operation. In
addition, experimental requirements in pion electro-production are not the same as in (e, e’p)
reactions: for example, to discern among 7™ and e*, one needs highly efficient Cerenkov de-
tectors in both spectrometer arms. Poor statistics practically did not allow the separation of
electro-production cross-sections. For these reasons, pion electro-production experiments were
completely halted after 1978. Figure 2.3, containing all available data on transverse and longi-
tudinal cross-sections for p(e, e’7t" )n to that time, shows a notable exception of [5] (and, condi-
tionally, of [60]).

>The magnetic spectrometers used to detect and analyse the particles emerging from a coincidence reaction
possess only finite momentum and angular acceptances. Although it is of no significance to the “point-wise” L/T
separation described here, one has to be aware that the extracted cross-sections are therefore implicitly averaged
over certain kinematical variables, e. g. over dispersive and non-dispersive angles. If one wants to avoid this by
narrowing the acceptances, one either needs to increase the total measurement time or cope with larger statistical
errors.
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Figure 2.3: Longitudinal and transverse cross-sections doy /dQ} and dot/dQ, extracted from two
ple,e’n" )n coincidence experiments performed before 1978: o [5], e [60] (for the latter, the doy was
determined by assuming a fixed calculated value of doT). Both measurements were done in parallel
kinematics (8% = 0) with W = 1175MeV. The cross-sections are in units of pb/sr.

With modern, high duty-factor electron accelerators and with new, large-acceptance and
high-resolution magnetic spectrometers, coincidence electro-production experiments were re-
born. In particular, coincidence pion electro-production experiments on the proton newly be-
came interesting and feasible. For example, the interest in the L/T separation in charged pion
electro-production was revived by the fact that in the charged channel, e + p — e’ +n + 7',
the transverse cross-section close to threshold is dominated by the electric dipole amplitude

V2 (EES: + E((;r)) (see appendix B and appendix C for its definition), which can be directly related
to the axial coupling constant ga = ga(0) and to the axial form factor Ga(q?) = ga(d?)/ga(0)
of the nucleon.

Although the axial-vector coupling constant appears to be a textbook topic, its experimental
value seems to have been stabilised only recently. In fact, as pointed out by [64], the value of
the axial coupling ‘constant” increased for as much as 7% since the early measurements in
1959, until the modern measurements in which the total relative experimental errors do not
even exceed 0.5 % [65, 66, 67, 68, 69]. The issue at stake is non-trivial since pinning down the
precise value of ga (0) also enables us to give a better estimate of the validity of the Goldberger-
Treiman relation [61]

Mga(0) = frgan(0) (2.6)

where g.nn(0) is the pion-nucleon coupling constant and f; = 92.4MeV is the pion decay
constant ([25], p. 353.) The Goldberger-Treiman relation is mandated by the chiral symmetry
of QCD and is generally believed to hold to a level better than 10 %. Since the g nn in (2.6)
should be evaluated at zero momentum transfer (which is unphysical), it is more appropriate
to examine the Goldberger-Treiman discrepancy

Mga®) _;  gmwn(0)

Ap=1——-—"T"TF" " —_
" fngnNN(mgr) gT[NN(mgr)

2.7)

Unfortunately, the chiral perturbation theory does not predict A. At the O(p?) of the gen-
eral N Lagrangian, (2.6) remains exact; but even at the O(p?), pion loops do not modify the
O(p?) expression and the value of A is essentially an input to the theory [62]. However,
the Dashen-Weinstein theorem [63] relates A to the discrepancies defined analogously for the
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~ — Nev and A — Nev processes. It can be expressed as a ‘sum rule’

_ V3 fkmu+my [gakn 44 ] 95KN L

A - - T = 7
i 2 f7r My +Ms | 9NN K \/g 97NN K
where
_ A
V2fkgakn(mZ)
_ b
V2fkgskn(mz)
and where gAKN(mi) = —135, gZKN(mi) =43, gg\(O) = —0.72 and gi(O) = 0.34 as quoted

in [64]. Further consideration depends on the value of gﬂNN(mft). With the ‘traditional” value
of 13.4 [70], we get A = 0.041 or ms/(my + my) =~ 48, whereas with the new value of 13.05
[71], we obtain A, = 0.015 or mg/(my + mgq) ~ 17. The latter result strongly favours the
conventional xPT picture predicting 2ms/(m, +mq) = 25 to the generalised version predicting
2mg/(my + myq) < 25. This is where the value of ga(0) comes into play: the smaller value of
g-nn(m2) and the current average experimental value of ga(0) = 1.2670 £ 0.0035 [25], hint at
a validity of (2.6) to a level of ~ 1 %, which is much smaller than the usually quoted 10 %.

Similar historical developments could be observed in the understanding of the axial-vector
form factor of the nucleon (see chapter 6. for a review). In the past few decades, its q?-
dependence emerged from a lively interplay between new experiments and theoretical models
which were initially formulated for photo-production of massless particles. The statements
about low energy photo-production of massless charged pions can be traced back to the Kroll-
Ruderman result [72]. Considering only conservation of electro-magnetic current, they ob-
tained the threshold electric dipole amplitude in the limit of vanishing pion mass (physically,
m, = uM with p ~ 0.15) and neglecting the terms linear in the photon momentum |q/ (|q| ~ p).
In this limit, the charged pion photo-production amplitude is fixed by the pion charge

pLKR _ _ €9mNN W0 egmN
0+ 8tM (1 + )3/2 &M’

(2.8)

and correspondingly vanishes in the case of neutral pion photo-production. The theorem was
subsequently extended to virtual photons by Nambu, Lurié and Shrauner [73, 74], who ob-
tained the general result for the isospin (—) threshold electric dipole amplitude

2

2 112
(—=),NLS 2 q €ga 2 q vo.2
EL) =0 =|1-—= G +-—-————=G , 29

where G‘l(,[(qz) is the nucleon isovector magnetic form factor and the Goldberger-Treiman re-
lation has been used to substitute g-nn/M by ga/fr. Later, improved models were proposed
[36,75,76,77,78,79, 80, 81], most of them including model-dependent corrections due to the
finite pion mass. The values of the axial form factor were determined from the slopes of the
integrated differential electro-production cross-sections at threshold, relying on one or more of
these models to extract M 4.

But the recent remarkable and model-independent result of chiral perturbation theory sta-
tes that already at O(q?), the NLS result of (2.9) has to be updated due to pion loop contribu-
tions to the threshold amplitude [82]. Contrary to the case of the Goldberger-Treiman discrep-
ancy, these contributions do not vanish. They effectively reduce the mean-square axial radius
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by about 10 % and make M seem about 5 % larger in electro-production than in neutrino scat-
tering; this difference would then confirm and bridge the gap of AM = 50MeV between the
electron and neutrino scattering experiments. The aim of this thesis was therefore to inves-
tigate whether this gap was genuine and to remove the inconclusive uncertainty of AM, by
determining M from new, high precision pion electro-production data.

According to the original proposal [83], the reaction p(e,e’nn" )n was to be studied at the
invariant mass of W = 1125MeV (46 MeV above the pion production threshold), at three values
of four-momentum transfer g = —1 fmfz, —3fm 2 and —5 fmfz, and for each g?, at three
different virtual photon polarisations ¢ (or ¢} ), in order to be able to perform the L /T separation
of the cross sections. The actually measured kinematical settings are listed in table 2.1.

Data from settings 834, 500 and 219 were presented in [84, 85], and settings 742 and 229
were analysed in [86]. In the present thesis, data from the remaining settings 437, 648, 457
and 259 have been analysed. Thus a set of three cross-sections per single value of g% has been
obtained, yielding three Rosenbluth-separated cross-sections. This enabled us to study the
q*-dependence of the transverse and longitudinal cross-sections, which are closely related to
the q?-dependence of the axial form factor of the nucleon and to the pion charge form factor,
respectively. Since the values of g2 and W were too high to be able to extract the Eéjr) amplitude
safely and to directly apply the xPT result, the cross-sections were analysed in terms of an
effective Lagrangian model [38, 85].

Table 2.1: Experimental settings for p(e,e’n" )n at W = 1125MeV. Throughout the text, particular
settings are referred to by specifying the number following the decimal point in the setting’s € value,
e. g. 648 for ¢ = 0.648. The hall-plane spectrometer angles are counted in the positive sense with respect
to the electron beam leaving the target.

Setting (¢) q? Ee E/ Oe 0, Pr
[GeV?/c2] [MeV] [MeV] [°] [°] [MeV/d]
0.834 —0.117 855.11 587.35 —27.93 39.31 188.84
0.500 510.11 24235 —58.22 28.31
0.219 405.11 137.36 9296 —18.41
0.742 —0.195 855.11 545,79 —-37.72 38.27 209.62
0.437 585.11 275.89 66.67 —28.03
0.229 49511 185.79 9345 —20.12
0.648 —0.273 855.11  504.55 46.83 —35.82 228.00
0.457 690.11 339.55 65.27 —29.37
0.259 585.11 234.55 89.60 —21.90

In the theoretical part of the thesis, our motivation is to investigate the axial form factor in
the framework of two chiral quark models of the nucleon, the linear o-model (LSM) and the
chromodielectric model (CDM). In the non-perturbative region of QCD, it is currently impos-
sible to study this observable in rigorous QCD calculations, so it is rather treated in a variety
of QCD-inspired semi-phenomenological models. The two models we used provide an inter-
esting and natural quark-level description of the statical and dynamical properties of nucleons
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and can be viewed as a complement to the hadron-level, power-counting approach of xPT. Of-
ten, such models can be applied (or are the only means to study) processes at relatively high
momenta of particles and momentum transfers beyond the scope of xPT.

Two important aspects have to be considered when calculating physical observables like
ga or Ga(g?). Whenever the nucleons are interpreted in terms of three quarks confined to
a certain region of space (regardless of whether these couple to mesons or not), one has to
deal with the problem of spurious centre-of-mass motion. Moreover, when form-factors are
calculated and the nucleon is probed by a current, one has to properly correct for the recoil. But
with the exception of the non-relativistic version of the harmonic oscillator quark model, the
centre-of-mass motion can not be explicitly separated from the relative motion of the quarks.
Similarly, in the LSM and the CDM we used in our theoretical analysis, the model nucleons
emerge as solitons which are neither eigenstates of angular momentum or isospin, nor of linear
momentum, and therefore break the rotational and translational invariance of the underlying
Lagrangian. This prompted us to explore how these invariances of the LSM and the CDM
can be restored in a combined spin/isospin-momentum projection procedure, and to attempt
a calculation of G(q?) in which the centre-of-mass motion and recoil effects are eliminated.
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Experimental setup

In this chapter I present the experimental equipment used in the electron coincidence exper-
iments of the Al Collaboration at the Institute for Nuclear Physics, University of Mainz. I
briefly describe the electron accelerator and the hydrogen target used in the measurements of
pl(e, e’ )n. Later on, the magnetic spectrometers and their detector packages are described in
some more detail.

3.1 The MaMi-B accelerator

In the past, coincidence experiments with electrons were difficult to perform and were bur-
dened with large experimental errors. The reaction cross-sections are low and the efficiencies
of the electron accelerators were small. The accelerators were only able to supply bunches of
electrons in relatively wide-spaced time intervals (the ratio between the duration of the elec-
tron pulse and the time difference between the two consecutive pulses is called the duty factor
(fq) of an accelerator). A typical linear accelerator of the old generation was able to supply the
peak pulse current of about 5mA, so that with a duty factor of f4 ~ 1%, an average current of
[, ~ 50 uA was available at the output, but the electrons were ejected only in short bursts. If
these bursts were too intense, massive detector signal pile-ups occurred. An accelerator with
a 100 % duty factor, on the other hand, can supply a constant beam intensity of I, ~ 50 pA so
that the detector packages receive a more or less homogeneous load of incoming particles. But
the essential advantage of the 100 % duty factor is the improvement of the signal-to-noise ratio:
in electron coincidence experiments it is defined as the ratio between the number of true and
accidental coincidences [87] (see also the discussion of subsection 4.1)

Ntrue o f_d
Nacc Ia
and is proportional to the duty factor and inversely proportional to the average current. That

is, at the same average current, a 100 % duty factor accelerator achieves a hundred times higher
signal-to-noise ratio than a 1% duty factor accelerator.

(3.1)

A small length of a linear accelerator is incompatible with a high duty factor. Should the
length of the acceleration distance be kept as small as possible, the electric field gradients in the
acceleration structures should be as high as possible. But high gradients cause high currents
and extensive thermal losses in the microwave resonators’ walls so that only pulsed (low duty
factor) mode of operation can be realised. To get a continuous electron beam, the resonators
have to be fed with constant HF power. This can only be achieved if either the electric field
gradients are small or super-conducting resonators are used.

16
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The electron accelerator MaMi-B (Mainzer Mikrotron B) consists of a linear injector accel-
erator and three consecutive microtrons (partitioning of the accelerator into three consecutive
stages is mandated by requirements on the beam quality (focusing)). Acceleration of electrons
over unacceptably long distances is avoided by the ‘racetrack” mode of operation. In each turn,
electrons first gain energy in the acceleration cavities, and are then bent by the two recircu-
lation magnets on the edges of the microtron into the very same series of cavities. Figure 3.1
shows a schematic view of one of the microtron stages. The electrons leave the second mi-
crotron stage with an energy of 180.02MeV and gain an energy of 7.504 MeV per turn in the
final, third stage with a maximum of nmax = 90 recirculations. The final electron beam energy
can be parameterised as

Epeam (M) = (180.02 + 7.504n — 3.5 - 10512 £ 0.16) MeV,

where n is the number of turns in the last microtron stage. The maximum electron energy of
Epeam (90) = 855.10MeV is limited by the strengths of the bending magnets.
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Figure 3.1: One of the three microtron stages of the MaMi-B accelerator.

electron bunches

A deflection system is used to extract the beam from the last microtron and transport it to
the experimental hall. The electron beam has a maximum intensity of about 80 pA. Low electric
field gradients in the acceleration cavities and klystrons maintain a practically continuous elec-
tron beam, which is of paramount importance in low background, high precision coincidence
measurements.

3.2 The hydrogen cryo-target and the beam wobbler

To perform a stable measurement of p(e, e’ )n, a reliable cryogenic hydrogen target and its
cooling system are needed. They were both designed to withstand high incoming electron
beam currents, which could cause local overheating of liquid hydrogen and formation of gas
bubbles in the scattering cell.

During the experiment, a Philips-Sterling cooling machine cools and liquefies the hydro-
gen in the primary circuit with a power of 75W at a temperature of about 20K. Along the
transfer tube, the liquid hydrogen flows into the scattering chamber and to the secondary heat
exchanger (figure 3.2). The actual scattering cell (figure 3.3) lies within the secondary thermal
circuit. Two types of cells were used in our experiments: in the settings 834, 500, 219, 742 and
229, we used the cylindrical cell with a diameter of 2cm and 50 um thick Havar walls; in all
other settings, we used a 4.95cm long, 1.15cm wide and 1cm high scattering cell with verti-
cally circular end caps and 10 um thick Havar walls [88]. A rotor within the secondary circuit
enforces the circulation of the liquid hydrogen to dissipate thermal loads as quickly as possible.
Temperature stabilisation is achieved by temperature sensors coupled to heating resistors. The
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warmed-up hydrogen from the primary circuit is then transported back to the main cooling
machine.

At the same time, the incident electron beam is deflected in mutually perpendicular direc-
tions transversely with respect to the beam axis with frequencies of a few kHz and amplitudes
of a few mm (figure 3.4). Together with forced circulation, this ‘wobbling” of the beam helps us
attain higher beam currents and avoid local overheating of hydrogen within the target cell.

/Transfer line

Flow guide

Scattering Chamber

Figure 3.2: Hydrogen cryo-target assembly used in the experiment. The + sign in the zoomed-in figure
at the right indicates the central impact point of the electron beam. This point lies on the straight line
passing the centre of the target cells shown in figure 3.3.

ab

49.5 mm ‘

20 mm

Figure 3.3: The target cells used in the p(e,e'nt" )n experiments: a — the target cell used in kinematical
settings 834, 500, 219, 742 and 229, b — the improved target cell used in all other settings [88]. The
shading indicates the approximate target volume swept by the beam wobbler. Note that the average cell
path crossed by the particle is smaller in the cell of type b than it is in a although its effective thickness
is larger for a factor of 49.5/20. This means that in the cell of type b, the average energy losses of the
outgoing particles, their straggling, and spreading of angular distributions due to the multiple scattering
in the hydrogen and the Havar foil, are significantly smaller than in type a.

The measurement of the beam current intensity

In our experiment, we used two devices to measure the electron beam current: the Forster
probe and the high frequency beam monitor, both suitable for measurements of currents above
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~ 10 pA. Currents of lower intensities could also be measured with a photo-effect beam mon-
itor, but only the former two methods were used in our experiment. See [89] and references
[24-27] therein for further details.
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Figure 3.4: Beam wobbler data for kinematics 437: a — horizontal and vertical position of the beam on
the target cell, b — horizontal wobbler position vs. reconstructed vertex along the beam line (physical
boundaries of the long hydrogen target are marked by the two dotted lines). The rectangular shape of
the inner part of this histogram is a measure for the quality of the wobbler calibration. The entries in the
outer part correspond to the background stemming from false reconstruction of the reaction points.

Forster probe

The Forster probe consists of two toroidal coils surrounding the electron beam. The measured
quantity is the induced signal in the coils which is proportional to the absolute magnetic field of
the electron beam current (and, consequently, to the current itself). The absolute uncertainty of
the measurement is 0.3 pA for beam currents above ~ 10 uA. Since the probe is installed in the
axis of the accelerating section of the third microtron, electron bunches from all recirculations
contribute to the signal. The absolute precision of the probe is therefore 0.3 pA/n, where n
is the number of the electron beam recirculations. Figure 3.5 shows a sample beam current
measurement using the Forster probe.
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Figure 3.5: A sample measurement of the beam current during an interval of 5700s using the Forster
probe at Epeam = 585MeV. The absolute uncertainties of the individual data points are equal to
0.3 1A /54 ~ 0.006 pA. The constant fit to the data gives Tpeam = 24.04(1 £ 1.7 - 1075) pA with x? = 2.6.
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High frequency beam monitor

This method of the beam current measurement is based on the effect of an electron beam excit-
ing the TMp1p mode of an EM wave in a HF resonator cavity. The cavity contains an antenna
which extracts power from the standing wave; the extracted power is proportional to the square
of the electron current and is measured with a power meter with a diode sensing head. The
error of the measured signal is +0.5 % for beam currents of a few pA and rises to as much as
+3 % for lower beam currents. Because the resonance curve of the HF cavity is temperature
dependent, the cavity must be held at a constant temperature to a level of 1°C using water
cooling. To achieve sufficient accuracy, an additional calibration curve describing the tempera-
ture dependence of the extracted power must later be implemented in the software. For these
drawbacks, the HF measurement was used during our experiment for monitoring purposes,
but was not used in the data analysis.

3.3 Magnetic spectrometers and detector systems

Using magnetic spectrometers and built-in detector systems, particles emerging from the tar-
get can be analysed with respect to their momenta and identified. Scintillation counters and
Cerenkov detectors are used for particle identification and discrimination. The magneto-optical
elements (dipole, quadrupole and sextupole magnets) in conjunction with the vertical drift
chambers in the focal planes of the magneto-optical systems enable us to determine the mo-
menta and trajectories of the particles. In coincidence experiments of the Al Collaboration at
the Nuclear Physics Institute in Mainz, three such magnetic spectrometers are used [90]. Their
basic physical properties are listed in table 3.1.

Table 3.1: Nominal (design) values of parameters of spectrometers A, B and C of the Al Collaboration.
Their magnetic elements are quadrupoles (Q), sextupoles (S) and dipoles (D).

Spectrometer A B C
Configuration QSDD D QSDD
Maximal magnetic field density  [T] 1.51 1.50 1.40
Maximal momentum [MeV/c] 735 870 551
Reference trajectory momentum [MeV/c] 630 810 459
Central trajectory momentum [MeV/c] 660 810 490
Length of the central trajectory ~ [m] 10.75  12.03 8.53
Target length acceptance [mm] 50 50 50
Momentum acceptance [%] 20 15 25
Angular acceptance

— dispersive plane [mrad] +70 +70 +70

- nondispersive plane [mrad] +100 +20  £100

—solid angle [msr] 28 5.6 28
Momentum resolution <10* <10 <10*
Angular resolution on target [mrad] <3 <3 <3
Spatial resolution on target [mm] 3-5 <1 3-5
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There are several physical requirements imposed on the spectrometers. In order to keep the
measurement times low, spectrometers should have their momentum and angular acceptances
as big as possible. High momentum resolution is always desirable, especially in coincidence
experiments on nuclei, where closely spaced discrete nuclear states should be distinguished.
Good angular resolution is crucial for an accurate reconstruction of the reaction point. For a
reliable Rosenbluth separation of the cross-sections in reactions like p(e,e’nt)n, we have to
measure in as big a range of virtual photon polarisations ¢ (or ) as possible. To meet this
demand, spectrometer B as the (primarily) electron spectrometer can be positioned at small
angles with respect to the beam axis. In turn, spectrometers A and C have relatively large
angular acceptances and are more suitable for the analysis of hadrons.

Magnets

In spectrometers A, B and C, the charged particles are deflected in the dispersive plane (the
magnetic mid-plane of the spectrometer) mainly by the dipole magnets. In magnet optics,
positional and angular deviations of a particle’s trajectory from a certain reference trajectory are
expressed in terms of its spatial coordinates x and y (perpendicular to the reference trajectory),
Cartesian angles 6 and ¢ and its momentum deviation 8. In first order of the magnet optics,
the dipole magnets are the only dispersive elements. Ideally, this means that particles with
equal initial coordinates but different momenta will be displaced at the exit of the magnet. On
the other hand, trajectories of particles with equal momenta, but different initial angles, will
be focused to the same point. In reality, in terms of transfer matrix formalism, the first order
matrix elements (x|x) (magnification) and (x|d) (dispersion) are large, whereas (x|0) is small.

The quadrupole magnets are the first magneto-optical elements following the entrance col-
limators of spectrometers A and C. They are non-dispersive to the first order, and couple dis-
persive coordinates x and 6 and non-dispersive coordinates y and ¢ through (x|x), (x|0), (8]x),
(010), (yly), (yld), (dly) and (d|d) matrix elements, whereas there are no matrix elements in-
volving o to first order. The quadrupoles are positioned in such a way that particle trajectories
are defocused in the dispersive plane and focused in the non-dispersive directions. Thereby,
transversal angular acceptance of these spectrometers is significantly increased. If kinematical
settings allow us to use them as hadron spectrometers, their high non-dispersive angular accep-
tance can play a key role in studying angular distributions of the produced hadrons. However,
there is a certain trade-off involved in gaining large angular and momentum acceptances: it
leads to large angular divergences (as much as £12° with respect to the reference trajectory) of
particle rays at the exit of the second dipole. Consequently, the tracking and the time-of-flight
detectors positioned close to the focal planes of the spectrometers have to be relatively large.

The nonzero inclination of either the entrance or the exit pole faces with respect to the ref-
erence trajectory contributes to dispersive matrix elements involving x and 8. Quadrupole
defocusing in the dispersive plane is therefore compensated by the edges of the dipole mag-
nets, inclined with respect to the normal axis of incidence. The inclination angles are such that
defocusing in the dispersive plane is minimised, whereas focusing in the non-dispersive direc-
tion remains preserved. Additionally, the edges of the dipole magnets are slightly curved, and
this curvature introduces additional sextupole strengths. The sextupole magnet between the
quadrupole and the first dipole with a curved entrance boundary is used to diminish spherical
aberrations in the non-dispersive plane due to second-order (x|6%) and (x|p?) matrix elements.

Spectrometers A and C operate in the point-to-point imaging mode in the dispersive planes
((x|@) = 0 is necessary for high momentum resolution) and in the parallel-to-point mode in
the non-dispersive planes ((uly) = 0 enables high angular resolution). Relatively small spa-
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tial (vertex) resolution of spectrometers A and C is compensated for by spectrometer B which
operates in the point-to-point imaging mode in both planes, having a very good angular and
momentum resolutions, but smaller angular and momentum acceptances (see table 3.1). The
magnetic system of spectrometer B is only one dipole (‘clam-shell’) magnet with inclined and
curved edges. Only very slight entrance and exit inclinations and curvatures were necessary to
eliminate second- and higher-order aberrations (see [89, 90, 91] for details).

The magnetic field in the interior of the spectrometers is measured with built-in Hall and
NMR probes. Each dipole magnet is equipped with one Hall probe and four NMR probes, each
covering a certain range of field values from 0.09 to 2.1 T. Since the NMR probes in spectrom-
eters A and C are attached to the inner walls (approximately 60 mm from the spectrometers’
magnetic mid-planes), the measured values differ from the values encountered by particles in
the vicinity of magnetic mid-planes. Although the corrections to the magnetic field B do not
exceed ~ 2 - 107* T for reference fields below ~ 1.2T or ~ 10> T for fields above ~ 1.2 T, they
were taken into account by gauging the NMR probes in terms of polynomials in B [92].

el

©1993, Arnd P. Liesenfeld

Figure 3.6: The magnetic system and the detector package of spectrometer A (the magnetic system of
spectrometer C is basically the same as in spectrometer A, scaled by a factor of 13/17, whereas spec-
trometer B has only one dipole magnet). All three spectrometers can be rotated around a common point
(in the lower right corner of the figure), above which the scattering chamber containing the target cell is
installed.

The magnetic field of spectrometer B is too inhomogeneous for the NMR probes to operate
(to reach the resonance, the inhomogeneities of the magnetic field density 8B/B should not
exceed the level of ~ 2.5 - 107°). To overcome this problem, a miniature printed-circuit board
quadrupole ‘magnet” was placed around the NMR probe with a field gradient opposite to the
dipole field gradient, effectively diminishing the local inhomogeneity to less than ~ 110>
[92]. The uncertainty of the field measurements with the Hall probes is much higher than the
uncertainty of the NMR field measurements, which is in fact smaller than the energy spread
AE/E ~ 210 of the incoming electron beam [93].
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Detectors

When charged particles traverse the spectrometer’s magnetic system, they enter the detector
packages. In the focal plane of the spectrometers and parallel to it, there are two pairs of ver-
tical drift chambers, followed by two layers of scintillation counters and a Cerenkov detector
at the top of the package. Figure 3.6 shows the position of the detector package installed in
spectrometer A and figure 3.7 shows the same detector package in some more detail (all figures
of the detector systems were made by A. Liesenfeld of the A1l Collaboration).

Figure 3.7: The detector system of spectrometer A (the detector system of spectrometer B is qualita-
tively identical). Particle trajectories are determined by two pairs of vertical drift chambers; particles are
identified and distinguished by two segmented scintillation counters and the Cerenkov detector.

Vertical drift chambers

When the particles pass through the magnetic system, they traverse the focal plane. In all three
spectrometers, the focal plane is tilted by an angle of about 55° with respect to the horizontal
plane, and is traversed by the particles at incidence angles between 33° and 54°. The average
useful area of the focal plane is approximately 185 cm x 38 cm in spectrometer A and 190 cm x
1T cm in spectrometer B. Drift chambers installed in the focal plane enable us to reconstruct
the particle impact points and directions of their flight. Vertical drift chambers are most suited
to this purpose: due to the characteristic configuration of the electric field, electrons from the
electron avalanches drift vertically, i. e. perpendicular to the chamber plane.

Vertical drift chambers play a key role in determining the reaction point in the target cell.
Four chamber layers, in which sequences of signal wires are rotated relative to one another
[91, 94, 95], enable us do determine two points of the trajectory and therefore the particle flight
direction. Knowing the imaging properties of the magnetic systems it is then possible to accu-
rately reconstruct the coordinates of the particle and its momentum on target. The resolution
design values from table 3.1 can be achieved with spatial resolution of the vertical drift cham-
bers of < 200 um in the dispersive direction and < 400 pm in the non-dispersive direction.
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Scintillation counters

The scintillation counters and the Cerenkov detectors constitute the triggering system of the
magnetic spectrometers. The scintillators are used to identify the particles and to distinguish
physically interesting events from the unwanted background (accidental coincidences from
concurrent processes, detector noise, cosmic rays and other radiation background). At the
same time, scintillation counters are used in all timing tasks: they are used in determination
of particles’ time of flight from the target to the focal plane and to trigger, time or gate the
signals from other components of the detector package and of the data acquisition system.
Moreover, high quality of triggering signals from the scintillation counters is crucial for a good
coincidence time resolution.

Figure 3.8: Scintillation counters of spectrometer A. The dE layer is used to distinguish protons from
minimum ionising particles. The ToF layer is used to measure the time of flight.

The scintillation counter package consists of two layers, as shown in figure 3.8. The first
layer (in the particle’s flight direction) is the 3 mm thick dE layer, which is used to distinguish
protons from minimum ionising electrons, positrons and pions. In this layer, protons generally
deposit much more energy than the minimum ionising particles and the two families of parti-
cles can later be separated by appropriate cuts in the ADC spectrum. The dE layer is followed
by the 10 mm thick ToF layer made of a much faster scintillation material as it is used to mea-
sure the time of flight. Both planes are segmented into paddles: light pulses from each paddle
are read out by two photo-multipliers attached to the both sides of the paddle. As an excep-
tion, the narrower paddles of spectrometer B are read out only on one side. Segmentation of
scintillator layers into paddles improves the timing resolution within a large detection volume
since path lengths of light in the paddles is shortened.

In our experiment, the scintillation counters together with the coincidence electronics [84]
are used to separate positrons and pions from protons. The scintillation counters are not suit-
able to further distinguish positrons from pions since in our energy range of a few 100 MeV
both are minimum ionising. For this purpose, we have to use a Cerenkov detector.

Cerenkov detectors

The Cerenkov detectors are used to distinguish between electrons or positrons and pions. Since
in our energy range, all these are minimum ionising particles, scintillation counters are not ca-
pable of their discrimination. In magnetic spectrometers of the A1 Collaboration, the Cerenkov
detectors are placed behind the scintillator arrays. The active radiator volume is filled with
Freon with an index of refraction of about n = 1.0012 (figure 3.9).
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Figure 3.9: Cerenkov detector in spectrometer A. The Cerenkov radiation generated in the radiator gas
(the trapezoidal active volume in the lower part of the figure) is gathered by mirrors, mounted at the
top of the assembly, and deflected into photo-multipliers at its edges.

The momentum threshold for Cerenkov radiation is about 10MeV /c for electrons or posi-
trons and 2.4 GeV/c for pions. In our energy range, only electrons or positrons can trigger a
Cerenkov signal, whereas the pions can not. Particles with fn ~ 1 induce Cerenkov radiation
directed predominantly into an angle of © = arccos 1/p3n =~ 0, i. e. practically along the particle
trajectory. Cerenkov light radiated from the active volume is collected by mirrors at the top of
the detector assembly, and focused onto photo-cathodes of photo-multipliers at its edges.

To control the operation of the scintillation counters and the Cerenkov detectors, a special
laser monitoring system was developed [96]. During the measurement, pulses of laser light can
be guided by optical fibres and fed to the scintillator paddles. Incident light pulses simulate
the passage of particles through the scintillator layers. These ‘pseudo-events’ can then be used
to monitor individual parts of the detector system and of the coincidence electronics.

3.4 Electronics

After traversing the drift chambers, particles coming from the target first hit the dE scintillator
plane and then the ToF plane, and finally reach the Cerenkov detectors. The physical processes
in all these detectors lead to signals which constitute a part of the raw detector data. It is the
duty of the electronic circuitry to read out, convert, convey, process and store these data. The
trigger system complementing it is responsible for the decision on when (i. e. for which events)
these actions should take place. On all three spectrometers, the local logic circuitry is done in
an almost identical manner (see figure 3.10 and [84]).

Signals of the individual scintillator and Cerenkov photo-multipliers are first split into two
branches. The signals from the first branch are led to the leading-edge discriminators, whereas
the signals from the other branch are led via delay lines to the ADCs. These delayed signals
arrive at the ADC inputs exactly at the time when the signals of the first branch will have
worked their way through the rest of the circuitry and eventually generate an interrupt to
trigger the digitalisation process in the ADCs and the readout sequence. On each spectrometer,
the signals from the discriminators are given to the left-right coincidence units and then to the
spectrometer PLU.
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Figure 3.10: Trigger electronics of spectrometer A (similar on spectrometers B and C). A particle is
shown traversing the detectors: ® — VDC signal wires of all four VDC wire planes, dE, ToF — scintillator
planes, Cer — Cerenkov detector, Top — top scintillator. The detector signals are handled by: D - leading-
edge discriminators, & —logical units (OR, AND, or programmable gates), PLU — Programmable Logical
Unit, uB — uBusy module, ADCs and TDCs. Various delay lines are not shown (see text for details).
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The basis of the PLU operation is the so-called ‘lookup” mechanism. At the time when the
strobe signal is provided, the PLU inputs are read out and interpreted as a memory address
containing the appropriate output pattern on the output. During this operation, the PLU is
insensitive to its input until the unit is cleared by its sync-output. This unambiguous input-
output mapping is achieved by preprogramming. In the standard operation mode, the spec-
trometer PLU is programmed as de_AND_t of _OR.ch_OR.t op, meaning that coincidences be-
tween at least one paddle in the dE and at least one paddle in the ToF layer are required. In this
mode, the strobe for the PLU must essentially be defined by ToF and it is critical that the ToF
and the strobe signals coincide in time.

Retiming
— i Ack
&
Strobe Clear Event #
P -
P & Si - =T
L TP S
valid N J -
AS.I . ******>D‘i” [&a Start
B si Coinc Bl sep_| TDC
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A uB -
B ub =| Dead
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AyB J C l/ AyByC
TDC Stop  Event Info Int

Figure 3.11: Coincidence electronics. The Coinc PLU is fed by single-arm signals A Si, B Si and C Si of
spectrometers A, B and C (in addition, single-arm signals are prescaled (P) on the Coinc PLU input), and
by signals A uB, B uB and C uB of pBusy modules from individual spectrometers. The event module
synchronised by A Clk measures dead time by the Dead subunit, triggers A, B and C interrupts, stops
the spectrometer TDCs, supplies event info in case of a valid event and starts and stops the coincidence
TDC (see text for details).

After the spectrometer PLUs, and in the most general case of triple coincidences, we have
three signals leaving the individual spectrometer PLUs: the not-scaled singles or shortly sin-
gles A, singles B, and singles C. These are led to the coincidence PLU, in addition to the scaled
singles which first enter the prescalers where they can be optionally scaled down. The coin-
cidence PLU (figure 3.11) also needs a strobe signal defining exactly when the input will be
mapped to output. The strobe for the coincidence PLU comes from ORed signals of individual
spectrometer PLUs. The timing is adjusted in such a way that Spec B wins if there was a signal
from Spec B; as a consequence the timing after the coincidence PLU is determined by Spec B
and the signals for Spec A and Spec C need to be retimed 3.

3Retiming (as an example we consider here only retiming for Spec A) effectively means that the not-scaled singles
from Spec A have to be ANDed with the interrupt signal for Spec A. It is crucial for Spec A and Spec C signals to be
retimed. In particular, the stop signal for the VDC TDCs started by the discriminated wire signals must originate
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The coincidence PLU works the same way as the individual spectrometer PLUs: it uses
the lookup mechanism to determine the output from the given state at its input. The out-
put depends on how the coincidence PLU is programmed. The standard programming is
tripl ew.doubl e.sc_w.si ngl e_.sc, meaning that in general, triple coincidences, (option-
ally down-scaled) double coincidences and (optionally down-scaled) single events will be pro-
cessed and passed on.

As soon as the coincidence PLU generates an interrupt (i. e. recognises a valid event), the
event counter of the event module is incremented. At the same time, the interrupt signals
and the information on the event type are distributed from the master spectrometer to slave
event modules on other spectrometers involved. These interrupts actually trigger the readout
process. Next, the pBusy flip-flops on the spectrometers are set; this halts further data taking
while the electronics is busy. On each spectrometer involved, the interrupt signal also generates
a gate for the detector ADCs and starts the ADC timer. The photo-multiplier signals from the
detectors that were hit by the traversing particles, have exactly reached the ADC inputs by now,
after being appropriately delayed (see above). Within the time gate opened by the interrupt,
these signals are integrated and the digitised values are fed into the data stream. Similarly,
the TDCs of the VDCs that were started by the discriminated signals from the signal wires, are
stopped by the retimed spectrometer interrupt. In addition, there are TDCs that measure the
time of flight from the dE to the ToF plane and from ToF to the Cerenkov detector, and these are
also started and stopped analogously. Only when all these tasks are properly done and data
acquired, the spectrometer pBusy flip-flop is reset, thereby unlocking the coincidence PLU, and
further data taking is allowed.

exactly from the photo-multiplier signal belonging to the corresponding scintillator paddle. To this purpose, the
Spec A and Spec C interrupts are not directly applicable; they must be retimed.
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Data analysis

In this chapter I review the analysis of the data for p(e,e'n")n, measured at the invariant
mass of W = 1125MeV, at virtual photon four-momentum transfers of q? = -5 fm 2 and
—7fm 2. The data analysis effectively amounts to deducing physically relevant information
pertaining to the interaction point (like particles” momenta or emission angles) from the raw
data (e. g. wire chamber drift times, scintillator detector hit patterns and signal levels, and
Cerenkov detector signals). From the particles’ momenta, further physically relevant spectra
(e. g. the missing mass or the neutron recoil energy) can be generated and used for particle
identification and background reduction.

4.1 Coincidence time

The timing of a double-arm coincidence experiment employs the discriminated photo-multipli-
er signals of the spectrometers’ scintillator detectors. The primary means used to isolate true
coincident events from the data is the coincidence time spectrum, which should essentially
contain the differences between the times of flight of the associated particles through the first
and the second spectrometer. This time difference is digitised by the coincidence TDC module,
which is started by one of the spectrometers and stopped by the other. In our experiment,
spectrometer A was always used to start and spectrometer B to stop the TDC and the temporal
sequence of the timing signals can be viewed on as in figure 4.1.

—|—| Spec A
: |_| Spec B

—_ T [ Coincidence gate

| | Coincidence signal

Figure 4.1: The temporal sequence of the timing signals from spectrometers A and B. The signal from
spectrometer A opens the coincidence gate of width T; all signals from spectrometer B arriving within
this interval (say, after t.) trigger a coincidence signal. The value of t. is then digitised by the TDC
module.

29
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Ideally, the difference between the time of flight of an electron through one spectrometer
and the time of flight of a pion through the other spectrometer, both coming from the same
reaction p(e, e’ )n, should be constant for all events. However, due to particle momentum
dependence of the time of flight, there are certain deviations from a constant difference. Never-
theless, a genuine coincident pion should trigger a signal with a fixed time relation to the signal
triggered by the corresponding electron, whereas an uncorrelated pion and electron should not
have any particular signature. In practice, the histogram of all events in t. (the coincidence time
spectrum) therefore exhibits a peak at a certain average value of t. corresponding to true coin-
cidences and a continuous background of accidental coincidences, spanning the whole width
of the coincidence gate. The observed width of the background of accidental coincidences
is equal to the width of the coincidence gate T. For purposes of our experiment, it was set to
T = 80ns in order to accommodate a broad range of pions’ times of flight.
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Figure 4.2: The raw coincidence time TDC spectrum for kinematics 437. One channel corresponds to
100 ps. The covered range is equal to the width of the coincidence gate, i. e. about 80 ns, and the FWHM
of the peak is 6.5ns.

The raw coincidence time spectrum in figure 4.2 is an accumulation of raw coincidence
signals and has a large width. The observed width is mainly due to different velocities and
different path lengths (and therefore varying times of flight) of particles from the target to the
ToF scintillator layers. In the case of spectrometer A, for example, the path length differences
can be as high as £1.5m with respect to the central trajectory. The raw time peak is addition-
ally smeared because of the processes in the scintillators (time required by light travelling from
the particle impact point towards the photo-cathodes of the photo-multipliers, intrinsic resolu-
tion of the photo-multipliers) and in the detector electronics (modules, cables and delays). The
broadening of the coincidence peak can be reduced by software corrections. Since the optical
properties of the spectrometers are well known [91] and since the VDCs provide enough infor-
mation to reconstruct the particle trajectories, the path length differences relative to the central
trajectories and the corresponding ‘correction’ to the coincidence time can be calculated. In ad-
dition, the particle’s point of impact in the scintillator paddle can be determined and corrected
for.

The correction of the coincidence time due to different path lengths has an astonishing
influence on the width of the coincidence peak. The effect can be demonstrated by comparing
two dimensional spectra of the dispersive coordinate x in the spectrometer focal plane vs. the
coincidence time without and with the time of flight correction (figure 4.3 for (228 +17) MeV /¢
pions in spectrometer B). Pions with the highest momenta reach the upper edge of the focal
plane (x — 1000 mm) as much as 14 ns later than the pions with the lowest momenta reaching
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the lower edge (x — —1000 mm). By correcting for this difference, we make the pions ‘seem’” as
if they all passed the focal plane at almost equal times (note that such a correction also has to
be done in the electron arm of the setup).
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Figure 4.3: Correlation between the coincidence time and the dispersive coordinate x in the focal plane
of spectrometer B in kinematics 437: al — without and a2 — with the path length difference correction.
The FWHM of the corrected coincidence peak is 1.6 ns (b2) compared to the uncorrected width of 6.5ns
(b1). Note that the individual paddle time offsets were already accounted for.

It is imperative to correct the coincidence time spectrum for all described effects and thereby
optimise the coincidence time resolution. Namely, as stressed in (3.1), it is necessary to keep the
ratio between the true and accidental coincidences as high as possible, especially in coincidence
experiments with small reaction cross-sections. Otherwise, the coincidence peak can be masked
by the accidental background and the examined reaction can not be reliably isolated. As it will
be shown in section 4.2, a cut in the coincidence time spectrum enables us to make a sharp
separation between the true coincidences and background events.

4.2 Missing mass

Another means of identifying true coincident events and distinguishing them from accidental
coincidences is the missing energy or the missing mass spectrum. In nuclear reactions of the
Ale,e’'p)A —1 type, the missing energy is defined as the energy which can not be directly mea-
sured in the coincidence experiment and is therefore “missing” in the overall energy balance.
The energy and momentum conservation Ec+Ex = E/+ Ep+Ea jand pe+pp = pi+ PptPa 1
for such a reaction express that

Em=Fe—EL—Tp—Ta 1.



32 4. Data analysis

The kinetic energy T, = (pf, +M?)1/2—M of the knocked-out proton is known, since we directly
measure its momentum p,,, whereas the kinetic energy of the residual nucleus with momentum
Pa-1 =0 —Ppcan be indirectly “measured” by

Ta1=(d—pp)* +Mi_)"> =Ma 1.

This description is very illustrative in the case of one proton knock-out reactions where
En is also equal to the difference between the binding energies of the residual and the target
nucleus, and equal to the sum of the separation energy of the proton in the target nucleus and
the excitation energy of the residual nucleus. But in an A(e,e’p)A — 1 process, the proton is
already in the nucleus just before the knock-out, whereas in p(e,e’n" )n, the pion may have
tirst to be formed, and the description is not as transparent, so we defined E;, and p,, as the
corresponding neutron quantities

Em = Ee— E/+ My — B =g,
Pm = d—Px="Pn-

In our data analysis, we therefore used an event-by-event reconstruction of the four-vectors
(Em, Pm) = (w+Mp—Ex, d—p,), and the true coincidences were observed in the accumulated
missing mass distribution

M = (Ef, = [Pml?)"/? = Ma, (4.1)

which was offset by —M,, for practical reasons and was consequently expected to be centered
around zero.

The missing mass spectrum for all coincident events of kinematics 437 without any cuts or
corrections is shown in figure 4.4a. The signal-to-noise ratio is poor, and a cut in the coincidence
time is applied to separate the true coincident events from the accidental ones. The resulting
spectrum is shown in figure 4.4b (dark-shaded). The light-shaded spectrum corresponds to
accidental coincidences and has to be subtracted.
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Figure 4.4: The missing mass spectrum for kinematics 437: a — without any cuts, b — true coincidences
within the —2.5ns < t; < 2.5ns cut (dark shading, corresponding to figure 4.3b2) and accidental coin-
cidences within the (—30ns < tc < —10ns) || (10ns < tc < 30ns) cut, correspondingly scaled down by
a factor of 2 x (30 —10)/(2 x 2.5) = 8 (light shading in the same figure).
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4.3 Further background reduction

In the measurement of p(e,e'n" )n, three additional sorts of positively charged particles can
enter the pion arm and be misidentified as pions: the positrons originating from the production
of e e* pairs in the target, the muons stemming from charged pion decay in flight, and the
protons recoiling from the p(e, e’)p elastic scattering.

Positron background

The positron background was eliminated by cuts in the Cerenkov detector energy spectrum.
The positrons give a clear Cerenkov ADC energy signal of a very typical shape. This is illus-
trated by the bump in figure 4.5b for kinematics 648 with spectrometer B as the pion spectrom-
eter. In this kinematics, particles with the ADC energies above 1337 (in units of ADC channels)
were identified as positrons and the corresponding events were rejected.
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Figure 4.5: The anatomy of a coincidence time spectrum for kinematics 648: a, upper histogram — no
cuts, a, lower histogram — only events with Ex,. > 1337, multiplied by 100, b — summed signal from the

Cerenkov detector of spectrometer B (the pion spectrometer).

Particles that can be falsely identified as charged pions can in principle also partly be seen
in the coincidence time spectrum. The upper histogram in figure 4.5a was generated without
cuts, while the lower histogram (scaled by 100) contains only the events with Ex,. > 1337 in
the pion spectrometer (i. e. positrons). The lower histogram is faintly peaked at —6.8ns, in
agreement with the calculated tror(e") — trop(nt) ~ —7ns for the average flight path through
the spectrometer of 12m and 227 MeV /c momentum. But observe that this small background
is almost completely masked by the statistical fluctuations of the accidental coincidences, so
that even if the positron signal were less ‘flat’, it can only be removed by the Cerenkov cut, and
not by the cut in timing.

Muon contamination

The muon contamination, as opposed to the rather insignificant positron background, can be
seen in the coincidence time spectrum, but it is impossible to isolate it with the time resolution
we have. The left side-peak of the upper histogram in figure 4.5a corresponds to muons with
momentum close to 227 MeV /¢, for this momentum is estimated to give trop(pn") — trop(nth) ~
—2.5ns. But the muon peak and the dominating pion peak overlap and they can not be clearly
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separated. The muon contamination was therefore retained within the coincidence time cut,
but was later determined by a computer simulation and subtracted from other events in a
procedure described in section 4.5.

Proton background

The proton background can be eliminated by a safe cut in the ADC energy spectrum of the dE
scintillator layer in the pion spectrometer. The minimum ionising particles (pions, muons and
positrons) deposit little energy in the scintillator material and contribute to the lower part of
the energy distribution, whereas the protons deposit more energy and contribute to the upper
part. The proton background was therefore removed by an appropriate cut in each kinematical
setting. The sharp spikes of the energy spectrum originate from the ADC overflows in the
uppermost channels of the measured range.
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Figure 4.6: The ADC energy spectrum of the dE scintillator in spectrometer B, summed over all paddles,
for kinematics 648. Protons deposit more energy in the scintillator material than the minimum ionising
particles and accumulate in the upper part of the spectrum. In this example, the cut was applied at
Egqg = 730.

4.4 Detector efficiencies
VDC efficiencies

There are two kinds of efficiencies that can be defined for a vertical drift chamber package,
each consisting of four wire planes (see page 23 for description of the hardware). The single
wire efficiency histogram for a VDC is generated from the ‘number of wire” and the ‘tagged
wire” histograms. For each event, the two extreme wires (e. g. wire #100 and wire #105 of the
total of 6 neighbouring wires in that event) that fired in each VDC layer are taken as reference
wires. All the wires, i. e. the extreme two and the wires between them, are marked as ‘tagged’
and checked for hits. For the wires that fired, an entry is added at the appropriate place in
the ‘number of wire” histogram. The single wire efficiency histogram is obtained by dividing
the accumulated ‘number of wire” histogram by the accumulated ‘tagged wire” histogram. Fig-
ure 4.7 is an example of a single wire efficiency histogram for the x1 layer of spectrometer A
(for kinematics 437) with an average at 95.46 % (typically, average single wire efficiencies better
than 85 % could be achieved for the x layers, and better than 95 % for the s layers).
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Figure 4.7: The single wire efficiency histogram for the x1 layer of spectrometer A (kinematics 437). The
holes in channels #32, #46, #223 and #389 correspond to wires without any response.

If the VDC layers acted as independent detectors, a single layer efficiency of 95 % for all
four layers would mean an overall VDC efficiency of only (95 %)* ~ 81 %. However, the VDC’s
overall efficiency is defined as the ratio of all those events for which the particle trajectory could
be successfully reconstructed, to all events that passed the VDC layers. To safely reconstruct
the trajectory of a particle, at least three wires in the x-layers (x1 and/or x2) and at least three
wires in the s-layers (s1 and/or s2) should fire. Trajectories can therefore not be reconstructed
(or can be only inaccurately estimated) for events in which this ‘joint” multiplicity lies below 6,
and only such events diminish the overall efficiencies of the VDCs.

It is worthwhile to note that even if average single-wire efficiencies for one of the paired
(x1,x2) or (s1,s2) layers drop to as much as 70 %, the overall efficiency of the drift chamber
does not deteriorate significantly since the complementary layer usually supplies the relevant
wire information. On the other hand, events with small multiplicities in a single layer or events
in which a whole layer failed to respond, can have a very poor trajectory reconstruction.

For all settings but 219, 500 and 834 (where an overall VDC efficiency of 100 % was as-
sumed), the overall efficiencies were determined from the measured single-wire efficiencies by
a computer simulation. The chamber layers of given efficiencies (e. g. that in figure 4.7) were
‘scanned’ by particles impinging at different dispersive coordinates x and dispersive angles 6,
which were both varied in accordance with the measured distributions. The overall efficiency
was then determined by dividing the number of events that met the ‘3 + 3’ criterion, with the
total number of simulated events. As it has been expected, these efficiencies were always very
close to 100 %, and are listed in table 4.1.

Table 4.1: Overall efficiencies of the vertical drift chambers of spectrometers A and B. For settings 219,
500 and 834 [84], the overall efficiencies were estimated to be 100 %. For all other settings, the efficiencies
were determined by a computer simulation (see text for details).

Kinematics 229 437 742 259 457 648

EVDC.A 98.82% 99.86% 99.63% 99.79% 99.89% 99.87 %
EVDC_B 99.70% 99.93% 99.99% 99.92% 99.94% 99.94%
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Scintillator detector efficiencies

The efficiencies of the scintillator detectors were investigated in [84], where the three-detector
method had been used to determine the efficiency of the dE layer (with the VDCs and the
ToF layer as reference detectors) and of the ToF layer (with the dE layer and the Cerenkov
detector acting as reference detectors) of each spectrometer. The sensitive area of the scintillator
layers was ‘scanned’ by elastically scattered electrons, and only events lying within the target
and nominal spectrometer acceptances were used for normalisation. Table 4.2 summarises the
results.

Table 4.2: Efficiencies of the scintillator detectors of spectrometers A and B. In the present analysis, the
overall efficiency was egcint = 992.53 % x 99.18 % = 98.71 %.

Layer dE ToF Overall

€scint.A  22.75% £0.01% 99.78% £0.06%  99.53 % £ 0.07 %
€scint B 22.70% £0.01% 99.48% £0.50% 99.18% £ 0.51 %

The small overall efficiency deteriorations of 0.47 % for spectrometer A and 0.82 % for spec-
trometer B originate entirely in the imperfect junctions of the paddle pairs (see figure 3.8) and
can not be eliminated without overlapping paddles in each plane. However, overlapping was
avoided since it would lower the reliability of the particle identification using energy loss.

Cerenkov detector efficiencies

Only electrons trigger a signal in the Cerenkov detectors (cf. subsection 3.3), so that the Ceren-
kov efficiency for the detection of electrons is equal to Nget/Ng, where Nyt is the number of
electrons actually seen by the detector and Nj is the number of electrons that traversed it and
had energies large enough to cause the Cerenkov effect. The veto efficiency, on the other hand,
equals T — Nget/Ngn, where Ny, is the number of particles traversing the detector which should
not cause the Cerenkov effect, and N is the number of particles that were nevertheless seen
by the detector. The efficiencies of the Cerenkov detectors were tuned to have at least eight
photoelectrons reaching the first dynode of one of the photo-multipliers per event, and were
studied in [86] applying the three-detector method with the ToF scintillators at the lower side
and the Top scintillators on the upper side of the Cerenkov counters. The results are shown in
table 4.3.

Coincidence efficiency

The coincidence efficiency of a double coincidence experiment can be defined as the ratio of the
H(e, e'p) coincidence cross-section to the H(e, e’) elastic scattering (inclusive) cross-section. If
both reactions are measured at equal kinematical conditions, the cross-sections should be equal.
In other words, the coincidence efficiency measures the ability of the event-builder to combine,
synchronise, and process two completely independent spectrometer data streams. This was
studied in detail in a previous work [84], and we used the value of ¢cpinc = 0.996 quoted there.
The systematical uncertainty of the overall detector (VDCs, scintillator counters and Cerenkov
detectors) and coincidence efficiency was estimated to be 1% for all settings [84].
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Table 4.3: Efficiencies of the Cerenkov detectors of spectrometer A and B for the identification of elec-
trons and for veto operation (pions). For details of the analysis, see [86]. In our measurement, the
Cerenkov detectors were not used as an active part of the trigger-system, but only in the off-line analy-
sis.

Particles Electrons Veto (pions)

tcorn  99.98%  100.00%
ECerB 99.97%  100.00%

4.5 Correction factors
Dead time correction

The overall dead time of a coincidence setup originates in individual dead times of the de-
tectors, readout and trigger electronics, and data acquisition software. In our experiment, the
major contribution to the overall dead time comes from the software, by far exceeding the in-
trinsic detector dead times. The dead time correction factor for a coincidence measurement
with spectrometers A and B can be expressed as Kgeaqg = 1/(1 — €4ead), Where

tdead _ tya + tap — taas n natia + nptip — naptias

€dead =

(4.2)

trun trun trun

The tqa, tgp and tgap in the first term of 4.2 denote the data acquisition dead times of the
individual spectrometers and of the coincidence setup, respectively. The second contribution
corresponds to the trigger electronics (mostly due to the coincidence PLU module) dead times
of tia = tig = tic = 90ns per event (settings 437, 648, 457 and 259; in all other settings, 500 ns)
for each of the single events na and ng or coincident events nag. Overall dead times tge,q and
total run-times t,n for all measured runs are listed in table 4.4. The systematical uncertainty of
the dead time correction is 0.5 % [84].

Table 4.4: Overall dead times tgeyq, total run-times trun (all in [s]), €geaq and Kgeaq for all measured
settings. Note that the entry for setting 834 [84] corresponds only to the measurement parallel to q.

Kinematics 219 500 834 229 437 742 259 457 648

tdead 1991 1051 610 1992 623 735 2837 1536 2234
trun 86494 48628 20215 99950 44926 19403 159744 109716 48534
€ dead 0.023 0.022 0.030 0.020 0.014 0038 0018 0014 0.046
Kdead 1.024 1.022 1031 1.020 1.014 1.039 1018 1014 1.048

Pion decay correction

By far the largest correction factor to the measured number of events originates in the charged
pion decay n* — ptv,, in flight from the target to the detectors. The decay follows the simple
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exponential law
Net n 1
g =€ =g (4.3)
N2 decay

where Ly = (Ex/MrC?)TrPrC = (Pr/MrC)Trc is the pion decay length, with the pion lifetime
(in the frame where the pion is at rest) of T, = 26.03 ns ([24], p. 321). This amounts to 1, ~ 1Tm
for a typical pion momentum of p, = 200MeV/c, meaning that during their flight through
e. g. spectrometer B with the reference trajectory length of L, = 12.03m, two thirds of pions
decay (the situation is not much more favourable in spectrometer A with L, = 10.75m). The
scintillator planes are then hit by the remaining pions and by the fraction of the muons that
were not stopped in the collimator slits or internally in the spectrometer walls.

The problem is that muons with momenta very close to the pion momenta can not be distin-
guished from the pions by either time of flight differences or differences in the ADC spectrum
of the scintillators. The muons represent a certain contamination of the pions, which can only
be determined by a computer simulation. We used the RAYTRACE computer code [97] for
tracing particle rays through optical systems that was later upgraded for pion decay [98].
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Figure 4.8: Muon contamination in the focal plane of spectrometer B in kinematics 457: a — in the
dispersive coordinate x, b — in the non-dispersive coordinate y. The light shaded histograms correspond
to the pions, and the dark shaded ones to the muons from the pion decay.

Figure 4.8 shows the simulated distributions of pions and muons from the pion decays, in
the dispersive focal-plane coordinate x and in the non-dispersive coordinate y of spectrom-
eter B with the central momentum of 227 MeV /c (the distribution in the dispersive angle 0
roughly resembles that in x, whereas the distribution in the non-dispersive angle ¢ looks sim-
ilar to that in y). In a previous work [84], the pion decay correction was determined in two
steps of the simulation. First, initial pion rays were randomly and uniformly distributed over
the spectrometer acceptance and transported to the focal plane, allowing pions to decay un-
derway. Cuts were then applied in the four focal plane distributions (x, 6, y and ¢) that corre-
sponded to pions; the muon contamination Ry, in the focal plane was then identified with the
remaining muons surviving all four cuts, i. e. Ry = N, /(N + N ). This contamination was
then subtracted from the number of detected coincident events. The result was then multiplied
by the correction factor Kgecay, Obtained from (4.3) with s = L.

In this work, a more accurate approach is attempted, largely mandated by the use of the ex-
tended liquid hydrogen target and motivated by improved means of particle tracing and back-
tracing. Again we first randomly generated a sample of pion rays originating at the target, but
with linear and angular distributions corresponding to the actual extension of the target and
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to the beam wobbling amplitudes actually used in the experiment. All the particles reaching
the focal plane, the pions as well as the muons, were then back-traced to the target. A sample
result of a back-tracing procedure is shown in figure 4.9 for kinematics 457, showing original
pion distributions, back-traced pion distributions, and back-traced muon distributions in four
target coordinates. The cuts can then be applied at the target. The ratio Kgecay of the number
of the pions that survived the cut, to the original number of pions, reduced for the muon con-
tamination R, within the cuts, was finally interpreted as the total pion decay correction factor.
Table 4.5 summarises the correction factors for all measured kinematical settings. The system-
atical uncertainty of (1 — R;;)Kgecay Was estimated to be 1.6 % for settings 834 and 500, 1.8 % for
setting 219, 0.6 % for setting 229, and 0.5 % for all other settings.
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Figure 4.9: Pion and muon distributions after back-tracing the particles from the focal plane of spec-
trometer B back to the target (kinematics 457, extended target with a wobbled beam), in: a — kinetic
energy deviation 8T = (T — T,of)/T,e, b — dispersive angle on target, ¢ — vertex on target, and d — non-
dispersive angle on target. Unshaded histograms correspond to pion rays entering the simulation, light
shaded histograms to back-traced pions, and dark shaded histograms to back-traced muons.

Radiation loss corrections

The electrons and the pions of the p(e,e’n")n reaction interact with the target protons and
with the electron clouds of the target atoms, and thereby lose a fraction of their energy by
radiating additional real or virtual photons. Since these radiation losses can not be directly
measured, the reconstructed energy transfer, momentum transfer, missing mass and related
distributions become distorted: they exhibit radiative tails, populated by events in which some
of the particles involved lost a part of their energy. Three mechanisms of energy losses are
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involved in the p(e,e’n")n reaction: internal Bremsstrahlung, external Bremsstrahlung, and
target ionisation (see Appendix D for details).

Table 4.5: Simulated muon contamination Ry, and the pion decay correction factors Kqecay for all mea-
sured settings. Note that in settings 219, 500 and 834, the total correction factor (1 — Ry.)Kgecay was
determined from the simulated pion and muon distributions in the focal plane, whereas for all other
settings, it was extracted from the same distributions back-traced to the target.

Kinematics 219 500 834 229 437 742 259 457 648

Ry 0.072 0.148 0.148 0.010 0.017 0.111 0.017 0.018 0.018
Kdecay 3.116 2953 2891 2910 2.909 2512 2668 2.660 2.674

The energy loss correction can be done by counting the number of events N(AMy,) within
a certain interval AM,, above the peak of the background-free spectrum of M, — M, and
multiplying it by the correction factor K;,q(AMm) = Kschw (AMm) Kprems(AMm) Krand (AMm)
corresponding to the ‘cut-off” energy AMp,. The N(AMy,) Kiaq(AMy,) is then interpreted as the
“true’ number of coincident events, i. e. events that would have been observed, had there been
no energy losses. This approach was followed by [84] for settings 834, 500 and 219. In the en-
ergy ranges of our experiment, the electrons lose their energy almost exclusively by Schwinger
radiation. Bremsstrahlung of pions is further suppressed by a factor of m%/m2 and may be ne-
glected. The pions only lose energy through ionisation losses, but for our kinematical settings
and typical cut-off energies of ~ 10 MeV, the correction factors are close to 1. Energy losses
due to Landau straggling can be neglected for target thicknesses smaller than 0.05 of the target
material’s radiation length. The overall correction factor K .4 was 1.227 for setting 834, 1.182
for 500, and 1.156 for 219 [84], and its systematical uncertainty was estimated to be 2 %.

But the problem is that the energy losses of the particles do not map trivially to the corre-
sponding changes in the missing mass, since M, (4.1) is a non-linear function of E., E/ and E.
For example, it is obvious that an incoming electron’s energy loss of 10MeV, which is also ‘in-
herited’ by the exchanged virtual photon, will not necessarily correspond to a shift of 10 MeV in
the distribution of Mp,. We therefore incorporated the radiative correction into the acceptance
simulation (see subsection 4.7 for details). The advantage of this approach is the possibility to
properly handle the particles” energy losses in the target and in the variety of other materials
of entrance and exit foils. In addition, beam wobbling amplitudes were equal to those actually
used in the experiment, so that the detector acceptances were consistently folded into the ra-
diative tails. The systematical uncertainty of the radiative loss correction was estimated to be
3.9 % (setting 259), 2.8 % (457, 742), 2.6 % (437), 1.2% (229), and 1.0 % (648).

4.6 Luminosity

The integrated luminosity is defined as the product of the number of target nuclei per unit
surface N; and the number of electrons N impinging on the target in a time span T

1 T
N = Quot _ —J Idt.
€0 €o Jo

Determining the integrated luminosity therefore effectively amounts to measuring the integral
charge accumulated on the target. The beam current is measured with the probes described
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in section 3.2, and the elapsed time information is kept in the run-time and real-time scalers
controlled by the uBusy module; during data taking, these scalers are read out and their values
directly entered into the data stream. To calculate the number of target nuclei per unit surface
from a given target density p and average target length X, we use

PXNa
N, —
t A s
where N, is the Avogadro number and A is the mass number. Because the beam wobbler
was used at all times during our experiment, illuminating different portions of the target for
different deflection amplitudes (see figure 3.3), the target length has to be averaged over these
amplitudes. Table 4.6 shows the values determined for the two target cell types.

Table 4.6: Average target cell length X, target density p and the number of target nuclei per unit surface
N¢ for two types of LH, target cells used in the experiment (f A = 2.000; Tt A = 1.008.)

Kinematics (219,500, 834)f (229,742)t1 (437,259,457, 648)1T

X[cm] 1.868+0.5% 1.868+0.5% 4.886+0.3%
plg/cm?] 0.1374£0.5%  0.0708+0.5%  0.0708+0.5%
N¢[1022/em?]  7.73140.7 % 7.730+0.7 % 20.67+0.6%

In the coincidence experiment we performed, the data streams of individual spectrometers
were combined into a single event stream in the final stage of the data acquisition system (see
figure 4.10 for an illustration of the time sequence of spectrometer data streams as seen by the
acquisition software).

PreA Runtime A
123456 8 10 1112 14: 15 17 18 19 20.... .. 3456 3457 3458 3460 | No B
ee0 000 o L I Y LI ) o0 0 O > o o @ [
A
No A 7 13 15 9. L 3458 3459
° o [ ° > ° .
B
9 13 16 9. L 3461 3462
° ° o > ° o Post
C
Run start Run stop

Figure 4.10: Spectrometer data streams in an experiment utilising three spectrometers. Bullets represent
single events and numbers represent their sequential numbers. For example, events #15 and #3458 are
AB coincidences, and event #19 is an ABC coincidence. Only the time period during which spectrom-
eter A’s and spectrometer B’s data streams overlap can be used for the evaluation of luminosity in an
AB coincidence experiment.

The time intervals called ‘Pre A" and ‘Post C” in the figure, during which the actual data taking
has not started or finished yet, are irrelevant. But the differences between the starts and stops
of the individual spectrometer data streams ("No A” and ‘No B’ in the figure), are important to
the luminosity calculation for an AB-coincidence experiment. Since there can obviously be no
coincident events during these (relatively short) acquisition starting and stopping procedures’
dead times, only the time when spectrometer streams ‘overlap” may be used for the luminos-
ity calculation. Correspondingly, only those events from the data stream may be used in the
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analysis that fit into the time window after the ‘No A’ and before the ‘No B’. The average elec-
tron beam currents, the total accumulated charges and integrated luminosities for all measured
settings, and their systematical uncertainties are listed in table 4.7.

Table 4.7: Average electron beam currents I, total accumulated charges Qiot and integrated luminosities
L for all measured settings (the entry for setting 834 [84] corresponds only to the measurement parallel
to q). Note that for settings 437, 259, 457 and 648, L # NQot/eo since the small corrections due to the
data acquisition dead times mentioned above have already been taken into account. The systematical
uncertainties of Qot and L originate in the uncertainties of the Forster probes and in the fluctuations of
the target density.

Kinematics T.[pA] Qiot [As] L[10" /em?]
219 33.6 3.1064+0.5% 14.9854-0.9 %
500 335 1.6284+0.5% 7.8554+0.9 %
834 14.3 0.2899+1.1% 1.399+1.3%
229 33.9 3.8244+0.3% 18.4514+0.6 %
437 19.5 0.8716+0.03% 11.368+0.5%
742 21.8 0.4783+0.5% 2.3084+0.7 %
259 23.1 3.6624+0.02% 47.7684+0.5%
457 16.8 1.8434+0.03% 24.0434+0.5%
648 25.1 1.215+0.01% 15.844+0.5%

4.7 Spectrometer acceptances

When two spectrometers are used in a coincidence experiment, the ranges of the kinemati-
cal variables they cover (the so-called nominal spectrometer acceptances as given for instance
in table 3.1) are in general much smaller than the ranges of the same variables that occur at
the target. Specific geometries and experimental conditions (different spectrometer angles,
collimators, scattering cell types, beam wobbling, or imperfect detector efficiencies) and the
energy-momentum constraints of the reaction being studied further narrow the kinematical
‘slit” in which coincidence events can be observed. Unfortunately, this slit” is almost impossi-
ble to calculate analytically since the mapping of the box-like nominal acceptances to the actual
distribution of the events as seen by the spectrometers is very complex. The only possibility to
determine the actual acceptance is to use a computer simulation. Single-arm events are gener-
ated at the target in kinematical ranges exceeding the nominal spectrometer acceptances, and
individual particle rays are checked for momentum and angles at the spectrometers. For a suf-
ficiently large number of tries, the ratio between the accepted coincidence events N and the
events generated at the target N, approaches the ratio of the actual acceptance to the nominal
acceptance. In the case of p(e,e’nt")n,

N
dE{dO{dOr = = AELAQ{AQ,.

J (4.4)
AEL AQL AQ tg

The acceptance integral reflects only the geometry of the setup and energy-momentum con-
servation, but does not have any further physical content, and has to be divided out from the
observed spectra. In the analysis of our experiment, the particles” radiation losses, the calcula-
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tion of the virtual photon flux I'y and the frame transformation dQ, — dQ} implied in the step
from (2.2) to (2.3) were also included in the acceptance simulation.

First, a valid reaction point is randomly generated according to the beam wobbling ampli-
tudes equal to those used in the experiment. When the reaction point is known, the length of
the path (and the corresponding energy loss) of the incoming electron through the target cell
can be calculated. Second, the scattered electron is generated. One randomly selects its disper-
sive and non-dispersive angle from ranges AQ/ = Asin 8, A/ that slightly exceed the nominal
angular acceptance of the electron spectrometer, and a value of g2 from a sufficiently broad in-
terval, so that the momentum of the scattered electron (which can be calculated from the angles
and from g?) lies within AE.. One then checks whether the outgoing electron passes the colli-
mator: if it does, the length of its path through the target cell is calculated and a corresponding
energy loss is forced. If the momentum of the electron still fits into the momentum bite of the
spectrometer, one has a valid electron; in all other circumstances, the event is rejected.

The calculation now proceeds in the centre-of-mass frame. If the scattered electron was
accepted, the virtual photon flux I is calculated from the energy-loss—subtracted E., E. and
q?, and the event is weighted by [VAE. AQ! times AQ% = AQ¥, = Asin 0% Ad%, and normalised
to the total number of tries (this very last step can be done at any point). Since the four-vectors
of the photon and the target proton are known, the magnitudes of the CMS three-momenta in
p* = pL + px = 0 can be calculated from the yy + p — n+ n" kinematics. Finally, the spherical
angles of the neutron are randomly selected, the neutron is boosted from the centre-of-mass
frame to the laboratory frame, and the pion four vector is calculated from p,,. If the outgoing
pion then passes the collimator, the length of its path through the target cell is calculated and a
corresponding energy loss is forced. If the momentum of the pion fits into the momentum bite
of the spectrometer, one has a valid coincidence event, which receives an additional weight due
to vertex corrections (see appendix D for details). In all other circumstances, the whole event is
rejected. To be able to compare the simulated particle distributions to the ones obtained from
the analysis program, the energy losses of the event are corrected for in the last step of the
simulation. The results of the simulation are summarised in table 4.8.

Table 4.8: The acceptance integral (4.4), expressed in the centre-of-mass frame of the final hadrons, in
units of [10~%sr?] for the measurements at g2 = —0.195 and —0.273 GeV?/c2. The energy losses of the
particles involved were included in the simulation: the (50) value includes all events in the simulated
missing mass spectrum, whereas the (10) value impliesa Mm < 10MeV cut actually used in the analysis.
For the calculation of the acceptance integral at g2 = —0.117 GeV?/c?, where a different procedure has
been adopted to handle the particles’ energy losses, refer to [84].

Kinematics 229 437 742 259 457 648

JWdE.dQ/dQ% (50) 0.7308 1.6339 5.9777 0.7826 1.4803 3.0083
JTWdELdQ.dQ% (10)  0.7245 15319 5.5835 0.7426 1.3638 2.7192

4.8 The differential cross-section

To determine the reaction cross-section (2.2) for p(e, e’ )n, we count all ‘true’ events (i. e. back-
ground free pion-electron coincident events) and normalise their number to the luminosity and
to the acceptance covered by the spectrometer setup. The ‘true’ number of events Ny is iso-
lated from the measured number of events Neyp, by eliminating the background Ny (through
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subtraction of accidental coincidences and performing cuts to dispose of the remaining back-
ground), and by applying the correction factors described in sections 4.3 to 4.5,

1

Nirwe = (Nexp — N 1—-RK K .
true ( exp bg) ( u) decay ™dead EVDC Escint ECer Ecoine

The luminosity L = N¢Qtot/€p is determined from the properties of the target and from the
measurement of the total accumulated charge, as described in section 4.6. The sole quantity
that can exclusively be obtained by a computer simulation, is the actual physical detection
volume available to the particles in the final state. The cross-section, averaged over the nominal
acceptance na = AE, AQ/ AQ, is then

do _ Nirue
C“:_('2 dQé dOnrlna L Ina C“:_('2 lel('2 dQ,

Since the reaction cross-section for p(e, e’ntt)n also assumes a factorised form (2.3), the physi-
cally relevant differential cross-section do/dQ can be calculated from

dO' — Ntrue
dQy L[ NJ.dE/dQ/dQ, "

(4.5)

As indicated in (4.5) and discussed in section 4.7, the virtual photon flux factor I'y and the
Jacobian determinant J, were directly included in the acceptance calculation, in which each
accepted event is appropriately weighted. The measured cross-sections are listed in table 4.9.

Results and analysis

Table 4.9: Measured centre-of-mass cross-sections for the p(e,e’n")n reaction at W = 1125MeV
and four-momentum transfers q> of —0.117 (settings 219, 500, 834), —0.195 (229, 437, 742), and
—0.273GeV?/c? (259, 457, 648). See also table 2.1.

Kinematics do/dQ}  Stat. error Syst. error
[ub/sr] [ub/sr] [ub/sr]
219 5.96 0.14 (2.3%) 0.19 (3.2%)
500 8.40 0.11 (1.3%) 0.31 (3.7%)
834 11.14 ~ 0.08 (0.7%) 0.41 (3.7%)
229 4.69 0.10 (2.2%) 0.08 (1.8%)
437 5.61 0.10 (1.8%) 0.16 (2.9%)
742 7.73 0.12(1.6%) 0.24 (3.1%)
259 3.55 0.05(1.5%) 0.15 (4.1%)
457 4.16 0.06 (1.4%) 0.13 (3.1%)
648 5.13 0.06 (1.1%)  0.09 (1.7%)
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Since all measurements were performed in parallel kinematics, the interference cross-sections
vanish, and the transverse and the longitudinal cross-sections could be separated by applying
the Rosenbluth method to data points at constant g2, but various es (see section 2.2). The slopes
and the y-axis intercepts of the straight-line fits of cross-sections from (2.5) were identified with
the longitudinal and the transverse cross-sections, respectively. Figures 4.11 and 4.12 show the
results of the fits and the results for the separated transverse and longitudinal cross-sections
in dependence of q?, including the predictions of the models of Drechsel and Tiator (DT) ([38],
section 5.2) and of Drechsel, Hanstein, Kamalov and Tiator (DHKT) ([39], appendix E).
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Figure 4.11: Least-squares straight-line fits to the measured cross sections at constant values of q° as
functions of the virtual photon polarisation ¢. The slopes of the fits are proportional to the longitudinal,
and the y-axis intercepts of the fits to the transverse cross-sections (see (2.5)). The smaller error bars
correspond to statistical, the larger ones to the sum of statistical and systematical uncertainties.
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Figure 4.12: Separated a — transverse and b — longitudinal cross-sections at W = 1125MeV, together
with the q2-dependence predicted by the DT and DHKT models. Full curves: DT model fit to the data
points with dor(0) fixed by photo-production data (see also figure 5.3) and M4 as the fit parameter;
dashed curves: DT model fit with dop(0) as the second fit parameter; dotted curves: DHKT model.
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In the analysis of the q?-dependence of the cross-sections, resorting to an effective La-
grangian model was inevitable, since the values of g and W in the experiment were still
too high for the current development stage of the xPT. The DT model we used in the anal-
ysis is a gauge-invariant model for charged pion electro-production in the region below the
A-resonance. In this model, the procedure of gauge-invariance restoration influences only the
longitudinal cross-section, whereas the transverse part containing the axial form factor remains
unaffected. The q?>-dependence of the form factor (or the corresponding value of M 4) can hence
be extracted from the fit of the calculated transverse cross-section to the experimental data with
an enhanced sensitivity. Two approaches were attempted.

In the first approach, only the axial mass was varied, whereas the cut-off energy of the pion
(monopole) form factor was set to A, = 0.682GeV. The value of dot at q> = 0 was fixed
to 7.4 ub/sr, indicated by the photo-production dispersion analysis of [101]. In the second
approach, we used the same value of Ay, but treated dor(0) as an independent fit variable,
yielding the value of dot(0) = (7.05 & 0.54) ub/sr. In both methods, the resulting best-fit
parameters for the transverse part were then used in the fit of the longitudinal part.

Using the first and preferred method, we find M = (1.073 £ 0.016) GeV, corresponding to
(1‘/2%)]/2 = (0.637 £ 0.010) fm. From the longitudinal part, we obtain A = (0.673 &+ 0.018) GeV,
corresponding to (r2)'/? = (0.718+0.019) fm. Using the second method, we get M = (1.105+
0.059) GeV or (r)'/? = (0.618 + 0.033) fm, and A, = (0.685 + 0.019) GeV or (r2)"/? = (0.706 +
0.019) fm. The results indicate that our extracted value of My = (1.073 +0.016) GeV is (0.056 &
0.028) GeV larger than the axial mass M s = (1.017+0.023) GeV known from neutrino scattering
experiments. Our value essentially overlaps with the scaled-error weighted average M =
(1.068 £+ 0.017) GeV of all older pion electro-production experiments. If we append it to the
database, the weighted average increases to M s = (1.070 £ 0.012) GeV (see the corresponding
figure 7.1), and the ‘axial mass discrepancy’ becomes AM = (0.053 £ 0.026) GeV.
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Extracting G, (q?) from experiment

The theoretical fits in figure 4.12 are meeting points of experimental data and theoretical mod-
els, and exploit the q2-dependence of the cross-section to probe the matrix element of the model
axial current and, equivalently, the axial form factor.

In the past few decades, the knowledge on the q%-behaviour of the axial form factor emer-
ged from an interplay between experimental improvements and gradual sophistication of the-
oretical models. But apart from the uncertainties related to the estimates of centre-of-mass
motion and recoil effects (which will be referred to in the next chapter), these models were
facing another correction problem. Early attempts to describe low energy photo-production of
massless charged pions can be traced back to the Kroll-Ruderman formula (2.8). Their result
was subsequently extended to virtual photons by Nambu, Lurié and Shrauner [73, 74], who
calculated the isospin-odd electric dipole amplitude at threshold (2.9). Expanded to the order
of %,

2

2
(—),NLS 2 ega q 2 q
E my=0,97) = T+ — (i) + —>
0+ ( ud q ) 8T[f7[ { 6 ( A> 4M2

1
ws]ro@l}, 6
where ky is the isovector anomalous magnetic moment of the nucleon (see also section 5.3). (In
turn, the longitudinal s-wave multipole L((;r) additionally appearing in electro-production con-
tains the isoscalar anomalous magnetic moment and the pion form factor F(q?).) This result
can be used to extract the axial radius rp from experimental data on threshold pion electro-

production. Namely, since in the immediate vicinity of the threshold only s-wave multipoles
contribute to the cross-section (2.3), it can be expressed in a simplified form

Q3 doy
pxldO%

=ao+efap = ot [* + ef | Lot 2 (5.2)

according to (B.10) and (B.11) 4. For the p(e,e’7")n reaction, E((;r) is the dominant multipole
containing (14 ). The experimental value for the threshold cross-section was therefore obtained
by extrapolation from a range of energies W down to threshold W = M + m,, and (%) could
be isolated from the q?-slope of the cross-section using (5.1) and (5.2). The problem is that
(5.1) was also formulated for unphysical pions with zero four-momentum (and therefore zero
mass), and to be able to confront the experiment, it had to be extrapolated into the physical
region with m, # 0 and p,, # 0. There were several attempts to tackle this problem.

*When a specific physical channel is considered, appropriate isospin combination of the multipoles appear in
(5.2) (see appendix C for the definitions).
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5.1 Early theories

Furlan, Paver and Verzegnassi (FPV) were among the first authors who tried to extend (5.1) to
physical pions. Their method was based on current algebra and on the approach of [117], in
which the generic physical reaction amplitude F(v = pypr,u = pZ = m2) was derived from

the soft-pion amplitude F(0,0) by means of a dispersion relation

2 m%r ,  ImF(u')
F(v,ms) = F(0,0) + — L du T —md)’
where the integration path vy lies in the (v, u)-plane. Such dispersion relations are a means to
use analytical continuations of the physical amplitudes into the complex plane in order to be
able to connect them to other observables (e. g. to connect Im F(u') to the total cross-section
using the optical theorem [103]). It was hoped that the integration could be performed in such
a way that the dispersion corrections would be small. It was shown [75, 76, 77, 6] that the
corrections to the transverse multipole (5.1)

E(f),FPV(

-), S _
S0P, q?) = ES NS0, 62) + 6L, (m, ¢2)

- S0+

which vanish for m,; — 0, show up at a level of 10 to 30 % at the most. The prospects were
much worse for the corrections to the longitudinal multipoles Ly, and at that time, this trig-
gered further experimental efforts to accurately separate the electro-production cross-sections
at threshold and extract G (q?) from the transverse part.
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Figure 5.1: Available experimental data for G 5 (q?), extracted from pion electro-production experiments
in the vicinity of the pion production threshold. Note that in experiments where more theoretical models
(FPV, BNR, DR) were used to extract G 4, all results are shown in the figure. The curves show predictions
of some of the quark models: MIT bag model or the Cloudy bag model (thin full curve), model with
a confining potential of the form ~ 3 without CMS corrections (upper dashed line) and with CMS
corrections (lower dashed line) [115], Skyrme model (upper dotted line), and Skyrme model with vector
mesons (lower dotted line) [118, 119]. The upper and the lower thick full curves correspond to dipole
parameterisations of Ga(q?) with Ma = 1.10 and 1.00 GeV, respectively. Experimental data are from
[26, 28, 29, 30, 31, 32, 33, 35, 37].

Sound objections to the FPV approach were risen by Benfatto, Nicolo, and Rossi (BNR), who
claimed that the mass extrapolation of the amplitudes could not be trusted, and that the dis-
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persive corrections do not necessarily remain small [80, 81]. To diminish the problem, they sep-
arated the total electro-production amplitude into a term that was expected to be well-behaved
under mass extrapolation, and into a ‘Born” term. For the first term, the FPV result was essen-
tially kept, whereas the second term was fixed by gauge invariance. The drawback of the BNR
theory, as pointed out by [117], was that in addition to the basic current algebra commutators, a
specific phenomenological Lagrangian had to be chosen to describe the Born terms, where the
pion charge form factor F-(q?) had to be introduced.

Another approach was adopted by Dombey and Read (DR) [78, 79] who noted that the dis-
persion relations used in the description of pion electro-production were incompatible with the
requirements of current algebra. Although it seems natural to expect that the threshold Ey, am-
plitude for charged pion electro-production can be identified with the s or u-channel nucleon
pole terms, and hence depends on the proton charge form factor, current algebra asserts that
the axial form factor is the most important. The mismatch could be traced back to the fact that
dispersion calculations used the pseudo-scalar TINN coupling, whereas current algebra used
the pseudo-vector coupling meeting the requirement of PCAC and directly leading to a contact
(or seagull) term for yyN — N'7t upon minimal substitution. This term could be identified
with the part of the current algebra amplitude containing G (q?). The extrapolation from the
soft-pion limit to the physical region occurs through this correspondence, and G4 (q?) remains
the relevant form factor.

5.2 The DT model

The DT model of Drechsel and Tiator [38, 85] we used in the extraction of Ga(q?) from our
experimental data is based on the effective Lagrangian models of [40, 41]. It is an earlier and
simplified version of the unitary isobar model discussed in appendix E.

The electro-production amplitude is treated in two parts: the part which describes the cou-
pling of the virtual photon to the nucleon or to the pion, and the part which describes the TNN
vertex. The NN vertex is more involved, since it embodies the strong interaction part of the
electro-production process. At low energies, it can be well described by the pseudo-vector (PV)
coupling

LR =~ Bysyedimy
which also reproduces PCAC and is consistent with the low-energy theorems and chiral per-
turbation theory [8] to the leading order. In the one-photon approximation, the total electro-
production amplitude is a coherent sum of the non-resonant Born terms and the resonant terms
with nucleon and meson resonances in the intermediate states (figure 5.2), where form factors
are inserted at the photon-hadron vertices.

The problem is that the gauge invariance of the electro-magnetic current g"J,, = 0, inher-
ent to the PV coupling, can only be maintained if the pion and the axial-vector form factors
are set equal to the Dirac isovector form factor, Ga(q?) = Fx(q?) = F{(q?) = 1/(1 — q*/A3)*.
Insertion of form factors with different q%>-behaviours spoils the gauge invariance (i. e. the cur-
rent conservation), and it is crucial to cure that. Gauge invariance can be restored by including
additional gauge terms in the hadronic current

a“J-q
q2

TH s M —

7

where the subtracted term is purely longitudinal since according to figure 2.2, q = (w, 0,0, ]ql).
The subtraction effectively modifies only the longitudinal part of the cross-section and, corre-
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Figure 5.2: Decomposition of the total charged pion electro-production amplitude into non-resonant
Born terms: a — s-channel term, b — u-channel term, ¢ — t-channel (pion pole) term, d — contact (seagull)
term, and resonant terms: e — s-channel A-exchange term, f — vector meson exchange term. The full
circles in a, b, ¢ and d indicate the insertions of the appropriate form factors, and ellipses stand for in-
clusions of higher resonances. The contact term containing the axial form factor G 5 (q?) follows directly
from the pseudo-vector coupling upon minimal substitution.

spondingly, influences the weight of the pion-pole term and the extracted value of A, parame-
terising the monopole pion form factor

Fe(a?) =1/(1 —q?/A2).

This procedure does not affect the transverse part of the cross-section. This allows us to apply
form factors with different qz—dependencies: we used the cut-off parameter of Ay = 0.843 GeV
for the dipole isovector Dirac form factors, whereas the cut-off parameters of the dipole G Alg?)
and of the monopole Fr(q?) form factors were fitted to the transverse and to the longitudinal
cross-sections, respectively, as described on page 46. The A-resonance exchange term is by itself
gauge-invariant, ¢*J¢ = 0. In this sense, the parameterisation of the form factor of the YNA
vertex is irrelevant to the determination of Ga(q?).

The value of dot at g2 = 0 was fixed by extrapolating our transverse cross-section (i. e. the
Eo+ (n7tt) amplitude) to the photo-production angular distribution do/dQ% at 6, = 0°. Due
to the lack of reliable near-threshold data for charged pion photo-production, the multipole
analyses maintained by the SAID group [99] (figure 5.3) are rather imprecise in this energy
region and could not be used to this purpose. We used a value of 7.4 ub/sr, strongly favoured
by the photo-production dispersion analysis of [101]. The corresponding value of Ey is also
well supported by the studies of the GDH sum rule [102] and by the Kroll-Ruderman theorem.

Due to the cancellations between the terms including only | > 1 partial waves and inter-
ference terms with the s-wave amplitude Ey,, the model transverse cross-section is predom-
inantly sensitive to the Eo(n7tt) amplitude and therefore to G Al@?) or, if the dipole param-
eterisation (1.1) is used, to M. In the case of the longitudinal cross-section, the sensitivity
on the corresponding open quantity, the pion form factor, is more intricate. The s-waves con-
tribute only 10 % to the longitudinal part, and the pion form factor appears only at the order of
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Figure 5.3: Determination of the transverse pion electro-production cross-section at the origin from
pion photo-production data by extrapolating the multipole analyses of angular distributions to 0°. Only
those entries of the SAID database [99] corresponding to 1100 MeV < W < 1150 MeV were used. The
full curve is the result of the SAID multipole analysis, and the dotted curve is the prediction of the
DHKT model described in appendix E. Note, however, that the SAID result was not used in our analy-
sis for lack of reliable data and systematical uncertainties of the SAID multipole analysis in the threshold
region (e. g. questionable treatment of multipoles in the vicinity of the charged and neutral pion thresh-
olds). The value of do(0) = 7.4 ub/sr we used was obtained from the multipole analyses of [101] and is
indicated by the arrow.

O(u?, ng?/M?) in the Lo, (nmtt) amplitude. However, the complete doy, containing also higher
partial waves is quite sensitive to F(q?) and to the corresponding cut-off parameter A,.. As the
higher partial waves are not well known yet, and since restoring the gauge invariance of the
model involves the longitudinal part of the current, the analysis of the pion form factor can not
be as reliable as the one of the axial form factor. The results of the model fit to the experimental
data have been presented already at the end of chapter 4.

5.3 Chiral perturbation theory

Chiral perturbation theory (xPT) is one of the most elaborated low-energy effective field the-
ories approximating QCD in its low-energy domain, where colour confinement makes the
hadrons, not quarks and gluons, the relevant and in fact the only observable degrees of freedom
[8]. In this regime, the existence of pions (and other Goldstone bosons) reflects the spontaneous
symmetry breaking of the vacuum, and the pions provide the connection to QCD. Since the in-
teraction of the Goldstone bosons is weak at low energies, the observables can be calculated
perturbatively using an expansion in small masses and momenta. Comparing the results of
our measurements with the predictions of xPT would be a most important test of the theory.

Regrettably, the four-momentum transfers as well as the invariant mass in our p(e,e’n" )n
experiment were still too high for its currently developed abilities. However, the difference in
the axial mass parameter AM 4 confirmed by our measurement can nevertheless be used to test
the xPT through its prediction for the threshold s-wave amplitude Ey;. The crucial feature of
the xPT applied here is that corrections to the amplitude in the chiral limit (m, = 0) can be
calculated systematically and model-independently, thus avoiding all obstacles and pitfalls of
mass extrapolation in the FPV, BNR and DR models.
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The xPT asserts that already at the order of O(q?), the NLS result for the threshold ampli-
tude (5.1) has to be updated due to processes involving pion loops [82]. Contrary to the case of
the Goldberger-Treiman discrepancy discussed in section 2.2, these contributions do not van-
ish, and generate a new q2-dependent term in the isospin-odd electric dipole amplitude

2 2 2
(=), XPT 2y _ €9a a”, 2 q l] q [ _E] 3
Ey, (M, q )_87th[ {1+ < (rA>—|—4M2 {Kv-i-z +]23f% 1 2 +0((p°);, (65.3)

where p is a generic small momentum or meson mass. For transparency, chiral logarithm terms
of the order of @(m2,Inm2) and a recoil correction —m,./M were left out in this expression,
since they play a minor role in determining Ga(q?). Also note that the isovector anomalous
magnetic moment k, appears in (5.3) and in (5.1) instead of the q?-dependent magnetic form
factor, since in the consistent chiral power-counting of the xPT, these form factor effects are of
the order of @(g>) and have to be dropped.

One has to be aware of the fact that the new q?(1 — 12/7?)/128f2 term is a genuine one-
loop contribution that can not be cancelled by higher loop contributions, and that this result is
completely model-independent. Higher loop corrections are suppressed by powers of m,/M
and m2/16m*f2 and are expected to be small (however, investigations concerning this point
are underway [8]). At any rate, the O(q?) correction has an important consequence for the
extraction of rp from pion electro-production data. It effectively reduces the mean-square axial
radius,

3 12
(ra) = (rA) + an (1 — P) : (5.4)

The correction term in (5.4) has a value of —0.046 fm?, which is a —10 % correction to a typical
value of (r3) = 0.45fm?. Correspondingly, the axial mass Ms = v/12/(r3)"/? would appear
to be about 5 % larger in electro-production than in neutrino scattering, in agreement with the
observed AM,.
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Calculation of the nucleon axial form factor

In the discussion of any scattering of relativistic electrons off the nucleon as a composite had-
ronic system, the structure of the nucleon plays a crucial role. In fact, the corresponding point-
interaction currents are modified. A simple and direct, yet fruitful, way to circumvent the ex-
plicit consideration of the effect is to introduce form factors multiplying various components
of these currents. For example, the electro-magnetic form factors obtained in elastic electron
scattering (or their equivalents, the electro-magnetic root-mean-square radii) reveal that the nu-
cleons have a finite extension. Similarly, in the analysis of our measured data from p(e,e’n")n,
we determined the qz—dependence of one of the less known form factors, called the axial form
factor, which carries the information about the structure of the nucleon axial-vector current.

Determination of the form factors in an explicit microscopical approach is, however, a the-
oretical task which generally requires quite complicated techniques. Prompted in addition by
the ‘axial mass discrepancy’ discussed in section 2.2, we were motivated to calculate the axial
form factor Ga(q?) in the framework of two chiral soliton models of the nucleon which are
of our special interest: the linear o-model (LSM) and the chromodielectric model (CDM). The
LSM is characterised by an extraordinary strong pion cloud surrounding the valence quark
core, while a prominent feature of the CDM is a QCD-inspired, dynamically generated binding
field for quarks.

Since similar technical issues emerge in the evaluation of the axial coupling constant ga
(which is nothing but the axial form factor taken at q> = 0), the first part of this chapter is
dedicated to ga and reviews some common theoretical concepts and models used to calculate
it, while the second part concentrates on the calculation of G A(g?) in the LSM and the CDM,
taking care of the proper consideration of centre-of-mass and recoil corrections.

6.1 The axial-vector coupling constant
6.1.1 ga in the NRQM

The axial coupling constant ga of the nucleon | N) can be defined by
~3
9a (N o3 N) = Jd%({sq}N [A%0,1)|Bain ), (6.1)

where AW (x) = E(x)y”}g%’rjlj)(x) is the quark-level axial current operator, o and T are the
usual Pauli matrices, and |{3q}n ) is the three-quark nucleon wave-function, generally formed
from space, isospin, spin, and colour parts. In the non-relativistic constituent quark model
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(NRQM), the matrix element on the RHS of (6.1) is evaluated between states represented by
free, plane-wave Dirac spinors, in the non-relativistic limit, so (6.1) reduces to

3
ga (N1oNTY IN) = ({3qin| Y~ olims(i) |3ain ),
i=1

where on the LHS, the spin and isospin operators act on nucleonic degrees of freedom and on
the RHS, on the quark degrees of freedom. Since the total spin-isospin wave-function |{3q}n )
is symmetric with respect to an interchange of any two quarks, the expectation value can be
calculated only for one quark and multiplied by 3. For [{3q)n) = |pT), we getga -1 =3-3 or

5
o =3, (62)

about 32% above the current average experimental value of ga (0) = 1.2670 + 0.0035 [25].

6.1.2 ga in the MIT bag and in models with a scalar confining potential

In the MIT bag model [104, 105], the P (x) represents the solution of the Dirac equation for a
massless quark moving freely in an infinitely deep, spherically symmetric potential well (also
called a bag) of radius R. With

‘LI)(X) = L ( f(r) ) Espin—isospin,

Var \iorg(r)
the solutions for components are f(r) = NEjo(Er) and g(r) = —NEji(Er), where N is the
normalisation constant fixed by the conservation of probability, fg (f2 + g?)r?dr = 1. In

the lowest quark radial state, E = Ey with wy = EoR ~ 2.0428. The axial current AW (x) =
P(x)y*ys %lel)(X)@(R — 1) differs from zero only in the interior of the bag, and we get

R
gIXHT = gJo dr 2 [fz(r) — %gz(r) = ngvi 7= 1.09, (6.3)
about 14% below the experimental value. Models with confining potentials (o1, equivalently,
with the mass term M(r)) of the form M(r) = Cr™ and the integration range correspondingly
extended to oo, give values remarkably close to the experimental value: n = 2 gives ga = 1.26
and n = 3 gives go = 1.21 [106].

One of the inherent difficulties in the calculation of ga in the framework of quark models
is the spurious centre-of-mass motion. But with the exception of the non-relativistic version of
the harmonic oscillator quark model, the centre-of-mass motion can not be explicitly separated
from the relative motion of the quarks, and corrections are mostly only approximate. Centre-
of-mass corrections to the order of @(p?) can be incorporated into the MIT bag model or into
any relativistic quark model invoking Dirac-like wave-functions containing upper and lower
components f and g by using the wave-packet formalism suggested in [107]. For the matrix
element of the n — p axial-vector transition current one obtains

MIT,O(p?) (p?) <] 3mn 3mp>} 5 JR 2 [ 2 1,
1— Sp2Ma SMpY 2 _-
9a { 3mam, \4 + 8'm, + 8. 30, drre | f2(r) 39 (r)

instead of (6.3), where typical (p?) is of the order of 0.1 GeV?2. The problem in this procedure
is that once a certain momentum P is projected out of the three-quark wave-function |p;p,p3)
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[108], the resulting wave-function does become translationally invariant in the sense that the
centre-of-mass moves as an exp(iPr) plane wave, but the Lorentz invariance, and therefore the
conservation of the electro-magnetic current, are spoiled. The reason is that the lower spinor
components are not treated properly by such projection. The technique is therefore limited
to conditions in which the nucleon as a whole moves non-relativistically, i. e. to cases where
P2 <« 4MZ2. In the quark model with the M(r) = Cr™ scalar potential, the centre-of-mass
corrections yield Aga = —0.05 for the quadratic and Ags = —0.06 for the cubic potential [106].

6.1.3 The role of pions in ga

Apart from the problems inherent to the linear momentum projection, the potential quark mod-
els suffer from another serious drawback. Models in which relativistic quarks are bound only
by a scalar field violate the chiral symmetry of QCD for massless quarks. As a single quark re-
flects at the bag boundary, its momentum reverses sign, whereas its spin remains unchanged,
i. e. the quark wave-function is not an eigenfunction of helicity °. In other words, the solution
of the equation of motion does not reflect the chiral symmetry of the underlying Lagrangian.
The extent to which chiral symmetry is broken is measured by the divergence of the quark axial
current

o _ T; iPpystiPp 15(R—1) (MIT bag model),

0uAT(x) =0, 'LI)(X)’YLL'Y531])(X)] - { i$y5’r;1|) iz\/l(r) (scalar c%nﬁning potential) ,
where j is the isospin index. In chiral bag models, in which the interior and the exterior of
the bag maintain two distinct realisations of chiral symmetry, the non-vanishing divergence of
the axial current is interpreted as the source function of the pion field. The pions compensate
the helicity change of the quarks impinging on the bag boundary, and are therefore a vital
ingredient of these models, restoring the chiral symmetry of the original Lagrangian. The pion
field is introduced phenomenologically as an elementary field, without any reference to its
quark-antiquark structure.

In the earlier versions of chiral bag models, the pions appear exclusively outside the bag
[109, 110, 111] and couple to the quarks only at the bag’s surface. The ‘pionised” varieties of
the model with a scalar confining potential [106] or various versions of the cloudy bag model
(CBM) [112, 113, 114] eliminate this unnatural division and allow the pions and quarks to in-
teract throughout the object’s volume. The flow of the axial-vector current continues at the
boundary of the quark core, and contains the additional pion contribution

AN (x) = By ys 3T () M(r) + 0475 (x) (6:4)

(for the CBM, M(r) is replaced by ©(R — 1)). The pion field satisfies the Klein-Gordon equation
in which the divergence of the axial current of the quark core acts as the source term

M(r) —
(V2 = m2) () = M ey,
and where the operators of 7j(r) = —oT T; $(r) (the role of the oT operator is to endow the

pion field operator with a negative parity) should be taken between nucleon spin and isospin
states. For small v, ¢(r) is linear in r, whereas asymptotically, it is given by the Yukawa form

5In the MIT bag model, for instance, the confining boundary condition requires that PP =0and n Ppy*p =0
at the bag boundary, where n,, is an outward normal four-vector.
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$(T) ~ (14+m.r) exp(—m,r)/r2. This has an important consequence for the pionic contribution
to the axial coupling constant defined by

o™ (N oN1Y IN) =fﬂJd3r(NV[G?¢(r)]TN>,

analogously to (6.1). Using the identity V [oTd(r) | = T(oT)d'(r)+[o—7(0oT) | $(r)/r we obtain
the surprising result
o) = g,

(m) _ 58, [* z[/ 2¢(T)]_§8_Tf 2 _
gy _33fﬂL drr® ) ¢'(r) + — —ssfnrtb(r)o—o/

i. e. the g, is determined by the quark core alone, whereas the pionic contribution is zero due to
the vanishing of the pion field at r = 0 and r = oo (the same argument applies to the CBM, with
f(r) and g(r) in the quark part replaced by jo(wor/R) and j; (wor/R), respectively). The reason
for this behaviour is the linear dependence of the axial current (6.4) on the pion field 7t(x).
Higher-order corrections in powers of 7t are expected to be small: for instance, if the Weinberg
representation of the pion field [115] m — /(1 + n?/f2)71/2 is used and the corresponding
pion part of the axial current

f

ATI) = 3 /e
7T

a“nj (X)

is expanded in terms of 7, the contribution of the 7> term to gX[) turns out to be negligible. The

situation is essentially different in models in which the f;0"m;(x) term in the axial current is
replaced by o(x)o*m;(x) — 7tj(x)0" o (x), where o(x) is allowed to vary in space. In these chiral
soliton models the nucleon is described in terms of a quark core coupled to the meson cloud
in which the o and the 7 fields appear symmetrically as chiral partners. In the chiral soliton
models, the basic ingredients are represented by interacting dynamical fields constrained by
the equations of motion, contrary to the potential models in which parameters are fixed in
advance. One of the prices we have to pay for this liberty is the value of go which generally
overestimates the experimental value, typically by 30 or 40 %.

6.1.4 ga in the LSM and the CDM

The constraints of chiral symmetry in the world of hadrons composed of light quarks have
a firm theoretical and phenomenological background. If the masses of the u and d quarks
were zero, the left-handed and right-handed components of the quark fields in QCD would
decouple and maintain separate ‘left” and ‘right” invariances, and QCD would possess a chiral
SU(2)L x SU(2)g (or, equivalently, SU(2)y x SU(2)a) symmetry ¢. Even with the m,, = mq #
0, the chiral SU(2) remains a fairly accurate symmetry of QCD, which nevertheless does not
emerge in the energy spectrum of the physical hadrons: there is no parity doubling among the
lowest-lying hadron states. What we do observe is that the masses in the multiplets (e. g. of
(m*, 7 ) or (p,n) are nearly equal. We can therefore conclude that the chiral SU(2) is broken
to the vectorial isospin SU(2)y (in other words, the SU(2) 4 remains hidden).

The LSM and the CDM are characteristic representatives of phenomenological quark soli-
ton models of the nucleon implementing the concept of chiral symmetry and containing the

®With the inclusion of the s quarks, these extend to SU(3);, x SU(3)g or SU(3)y x SU(3) 4.
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mechanism of its breakdown at the quark level (see appendix F for the basics of the models). In
these models, the nucleon is described in terms of a core consisting of three u/d valence quarks
coupled to o-meson and pion fields. The axial current operator has the form

AM (x Zw X)YHy53TWa (x) + o(x) 9k (x) — 75(x)oka(x) (6.5)

where 1(x) are the quark spinors and the o(x) and the 7t(x) fields represent the o-mesons and
pions. Only quarks in the lowest radial mode with 1 = 0 and with a particular spin-isospin
combination (Ju |) — |d T))/v/2 are considered, and the mesons are introduced in terms of
coherent states (see appendix G for details).

In the LSM and the CDM, the model states (ppy) = [B) ® [Z) ® |IT) (‘hh’ stands for "hedge-
hog’) in which the bare quark core [B) is coupled to the cloud of o-mesons |Z) and pions [IT)
(see (G.5)), do not correspond to physical states, since spin and isospin are not good quantum
numbers: the meson part of the baryon wave-function is a superposition of the meson vacuum
and components with one, two, or more mesons, and the quark part is also a superposition of
a three-quark state with the quantum numbers of the nucleon, and the three-quark state with
the quantum numbers of the A. In other words, the model wave-function emerges as a soliton
which is neither an eigenstate of angular momentum nor isospin, and therefore breaks the ro-
tational (spin and isospin) invariance of the Lagrangian. Although the expectation value of the
angular momentum operator T between hedgehog states vanishes, we have

(Wpnl 1Tt Whn) #0.

The physical model states of the nucleon and the A can be derived from the model states |})
by means of the Peierls-Yoccoz projection [116]

[TTMMy) = Pl | W)

where ﬁ,{IMT is the projection operator yielding a state of definite spin and isospin. Because of
the grand-spin symmetry of the hedgehog state (see appendix G), only one of the projections
onto spin | or isospin T is sufficient, since a projection onto ] automatically projects also onto
T = J, and vice versa. The projector which projects a state with angular momentum J and
isospin T = ] from the hedgehog is given by

41 .
BT = (—1)Mr ;ﬁ Jd3 D) (Q)R(Q), (6.6)

where Q = («, 3,v) are the Euler angles, D,]\,l «(Q) are the Wigner functions and R(Q) is the
rotation operator. We consider only states with M = —Mr and use the shorthand notation
P,Ul M= P]M, where Pm = PUM m- The projected baryon states obtained in this projection
can now be used in the calculatlon of physical observables. The expectation value correspond-
ing to an arbitrary operator O is

(JTMMr|O | TTMM) = (Y1nPlyy 1 O [ Pjvatbin) -

Thus to calculate g in the LSM or the CDM, one has to evaluate the expectation value of (6.5)
between nucleon states, i. e.

N —
~

Nl —
N —
N —

9 =2Jd3r<%%%% [ A%(r) |
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In both models, the resulting expressions for the quark and the pion contribution to the axial
coupling constant have the same algebraic form

(@ _ 5_4Nﬂ<2_F3/2>]J 20,2 1.2

g [3 7 —sz drrs (U™ —3v7), (6.7)
(m) _]67’[ 5 do

ga = "o Jdrr d)_dr , (6.8)

where N is the calculated number of pions before the projection and Fy,, and F3,, are the
overlaps of the unprojected and the projected nucleon states (see appendix G). The factors in
front of the integrals originate in the spin/isospin structure of the model wave-function and
are fixed. The radial functions u(r), v(r), o(r) and ¢(r) (see (G.1), (G.3) and (G.4) for their
definitions) depend on the choice of the quark-meson coupling constant g, and are determined

variationally. In the LSM, a typical result with g = 5.0is ga = gf)—i—g;sm) =0.961+0.823 = 1.783.

In the CDM, where the pion field is relatively weak since the quarks are basically bound by the

x field alone, we obtain gp = gf) + gﬁf‘) = 1.270 4+ 0.232 = 1.502 with a typical coupling

constant of , /gm, = 0.2GeV.

6.2 Definition of G, (q?)

Formally, the axial-vector form factor is defined as the coefficient of the axial-vector term in the
general Lorentz decomposition 7 of the matrix element

X - 2, Gela?) , Grl) x-S T

(N(pe) [A (0] INi(pi)) =The(pr) | GaldT) Y + =1 —d+ —o ; io qvei] Y5 wi(pi)
of the space part of the axial-vector current A, where j is the isospin index, q = p; — p¢ is the
four-momentum transfer, and the spinors u; and 1 satisfy the Dirac equation. Here G ala?) =
ga(a?)/ga(0) is the axial-vector form factor, Gp(q?) is the induced pseudo-scalar, and Gr(q?)
is the pseudo-tensor form factor (see also appendix A). Requiring that the axial current is
Hermitian and that its matrix element is invariant with respect to time reversal, we get Gt = 0.
This equation is the starting point for all model calculations of the axial form factor: its RHS
is fixed by the Lorentz and Dirac properties of the nucleon spinors, whereas the model wave-
functions and the model axial current operator enter on its LHS.

6.3 Ga(g?) in the MIT bag and in models with a scalar confining potential

For a nucleon consisting of a core of three point-like u and d quarks confined in a scalar poten-
tial, expression (6.3) can easily be generalised to q? # 0. Without centre-of-mass corrections,
we obtain s %1 (qr)

o . j1(qr

Gala?) =3 |~ are? [otan) [ () - g0 ] + 2290 2|,

0 qr
where f(r) and g(r) are the upper and lower components of the spinor that solves the Dirac
equation for massless quarks in the confining potential M(r). In the MIT bag model where the

71t can be shown [121] that 12 different independent Lorentz axial-vectors can be constructed from the pertaining
four-vectors q = (p;—p¢) and (p;+p¢), and from the matrices y*, vs and o*” = (i/2) [y*,y" ]. Using the properties
of the 'y-matrices and the Dirac equation, the number of independent axial-vectors reduces to 3: yys, qys and
0 q~ i, which are also used here (see also (A.1)).
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single quark wave-function is completely determined by its eigenenergy wy (and also in the
CBM, where the same holds and where the pion contribution to G A(@?) vanishes just as it did
in ga), the result is even simpler

Galq?) =

301 (Ro,T. 2 2 2j1(qr) .»
Eig(wo)L are® [jolar) [0~ 71| + 229 |

where x = wpr/R. Attempts to eliminate the centre-of-mass motion and to account for recoil
effects in Ga(q?) face the same problems as for the ga. When corrections are applied [115], the
general trend is to bring the calculated q?-dependence into a much better agreement with the
experiment (see figure 5.1).

6.4 Ga(q?) in the LSM and the CDM

The most convenient reference frame to calculate the nucleon form factors in the LSM and the
CDM is the hadron Breit frame in which the momenta of the target and the recoil nucleon are
anti-parallel and equal in magnitude,

Pi = (E>_%q)/
ps = (E,+34q),
E= (a2 +M)"2,

and therefore q = (0, q), i. e. the energy transfer is zero and q?> = —| q . In this frame, the
general expression for the axial current matrix element reduces to

2 .
3016l + [Gala?) = i Gola?) [ on } T, (69)

(N¢(3q) |A’(0) IN;(~ 3 ) =XI{ M 4M2

where o, = q(0q), o1 = 0 — g(oq), and g = q/|q|. We use the stationarity and the transla-
tional invariance of the current AM(0) = exp(— —ixP)AM (x) exp(+1xP) to get

(N3 a) [A(0) ING(—1 q)) = €™ (N¢(3q) | A (r) NG (— 1 q)) -

The static approximation

The static approximation with %\ql <« M is the easiest way to proceed [120]. Since the plane-
wave states |N(q)) are normalised as

E
(Nt(a")INi(q)) = (2m)*85) (q' — q) — Ot
whereas (JTMMt|JTMMr7) = 1, we can make the correspondence
IN(q)) ~N(0)) — [(2m)*5)(0)1'/? [ TTMMy) . (6.10)

From (6.9) we then obtain

E
(xi|0331%) 37 Gald’) = Jdrel““OTMMT\A )| rT™MMY) . (6.11)
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Multiplying this expression from the left by q x (gx, expanding the exponential in terms of
the spherical harmonics exp(iqr) =4m ) | iljl(qr)Ylm(?)Y{‘m(a) and then integrating over the
directions of q, we find

GA(q2)=%MJd3r [ jollair) (JTMM |: A¥(r) :| TTMMy)

— V27 j2(lqh) [Y2® <1TMMT\;A3(1~) :‘]TMMTH]O} . (6.12)

The second term in (6.12) is the zero component of a vector obtained by coupling the vector A’
to the spherical harmonic of rank two. The bulk of the calculation is hidden in the evaluation
of the expectation value of the space part of the axial current operator (6.5) between projected
hedgehog states | JTTMMr), but can be done in a straightforward manner exploiting the proper-
ties of the hedgehog ansatz. The result for the axial form factor in the LSM or the CDM without
centre-of-mass or recoil corrections finally is

LY

Gala?) = 75+ | "dre? [iotanfotan) +ia(ar)fatan)]

Where fo = f(()q) + f(()m), f2 — fgq) + fém) and

(q) 5 2Ng ( F3/z> } , v ]
fla — |2 LNy 132 AN
0 [6 27 Pl LY 73

fa _ [5_21\‘_n<2_@>
2 6 27 Fi/2

3
£lm) 4 do 4n (d 2

S =g gty o(gty)e
m) _ 4m do  4n <i_l>
L =—gbgtoolg )¢

where u(r) and v(r) are the radial parts of the quark spinor and ¢(r) and o(r) are the meson
radial fields (see (G.1), (G.3) and (G.4) for their definitions). In the limit g — 0, jo(qr) — 1,
j2(qr) — 0, E — M, and since the first and the second term of f(()m) are equal, these results
reduce to the expressions for the axial coupling constant (6.8).

Linear momentum projection

We saw in subsection 6.1.4 that the model state \p,,) is not an eigenstate of angular momentum
or isospin. Furthermore, the hedgehog soliton is a localised object and is therefore not an
eigenstate of linear momentum either: even though (| : P [Wpn) = 0 due to the symmetry
of the soliton, the expectation value of P2 differs from Zero,

(Wnn P [bhn) # 0,

and breaks the translational invariance of the Lagrangian. Variational solutions therefore con-
tain spurious centre-of-mass motion which contributes to the energy of the soliton and alters
the “intrinsic” values of the physical observables (for example, increases the charge radii) and,
therefore, has to be eliminated. Moreover, treatment of recoil in the calculation of the axial form
factor requires states of definite linear momentum. Below I describe how the translational and
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rotational invariances of both models are restored in a combined spin/isospin-momentum pro-
jection procedure, following the computational techniques developed by [123], and present our
calculation of G (q?) in which the centre-of-mass motion and recoil effects are excluded.

The projector which projects a state with angular momentum J and isospin T = | from the
hedgehog state (G.5) is given by (6.6). In turn, the linear momentum projector is given by

1

Pa=np

Jd3aeiaqﬂ(a) , (6.13)

where ﬂ(a) = exp(—ialA’) is the translation operator, a is the displacement vector and P is
the operator of linear momentum. The physical nucleon at rest can be obtained by applying
consecutively the spin/isospin projection operator and the projector onto linear momentum
q = 0 to the model wave-function [pyy,). Since 13]M and I3q:0 commute [122, 123], we have

[JIMM, @ = 0) = Pq—oPjm | Wnn) = PjmPa—o | W) -

But to calculate physical observables free of centre-of-mass motion and recoil effects, the model
states have to be eigenstates of angular momentum, isospin and of a finite linear momentum
q # 0. One way to achieve this is to boost the spin/isospin-eigenstate IADq:oIA’]M\ Ppp) from its
rest frame to a frame moving with a finite velocity. Such a fully relativistic, Lorentz-invariant
boosting procedure which preserves the energy-momentum relation E2(q) = M? + |q|* has
been proposed and elaborated [124], but when applied to chiral solitons, its technical obstacles
become prohibitive. We therefore approximated the exact boosting procedure by the Peierls-
Yoccoz projection of a spin/isospin eigenstate | [TMMrT) onto q # 0 using (6.13). Analogously
to (6.10), the model wave-function is now given by

| E PglPym)
IN(q)) = [(2m)*6P)(0)]"/2 | = ——9= ) (6.14)
M (P qbym| Pgbym) /2
where the square roots are just normalisation factors and [\Ppjm) = [JTMM7T) = 13]M|1|)hh).

The angular and linear momentum projectors do not commute anymore, and their ordering
as imposed in (6.14) should be respected. Furthermore, since the exp(—ia(q — ﬁ))-type of
projection onto a finite momentum is not Lorentz-invariant, the energy-momentum relation
now resembles the non-relativistic expansion of E(q) and has the form

B ql? 4
E(q) =M+ 7 +0(da™),
where R
M* 3[d’a (| Ula) | )

T [Paa (U—Ta)m M= H: (U a)m)

The insertion of states with definite linear momenta takes place in the step preceding (6.12).
Instead of | JTMMr), the states (6.14) are plugged into (6.11). As it was done before, the result-
ing expression is multiplied from the left by q x (qx, the exponential is expanded in terms of
the spherical harmonics, and we get

32M E 1

Gale?) = ~5op a4 (Pasre | [@x @ x ATON] [Pyt

1 ~3

3 | €0 &b @ [@x (ax (wyrlie)ATO)UbIpyr) ) ] elo0 107

6
8
g | P b da [ax (ax (prA T — b)) ] 092,
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where we have used the relation

Ufm)A’ (0)l(b) = Ut ) A (0)U(b") Ut (b)) T(b) = A’ (b)) U (b — b
in the last step and where we have denoted N' = (13q 20T | I3,q 2U5T). We now integrate
over all directions of q and make the variable substitution z = b — b’ and y = b/, so that

b+ b’ =2y +z. We get

Gala?) = | [y (o [AR W)U [wrr)io( |y + iz a)

—\/_Z CZ m1de3yd3 <¢]T‘A3m YZ m(zy—l—z ‘¢]T>]Z(‘y+zz‘q):| .

The crucial step now is to commute the projector 13,]\1,\4 contained in the spin/isospin-projected
states (\Py7| = (ll)th;]leM to the right of the operator

A3y, z) = /A\33(y)io(‘y+%z‘OI)
- \/_Z CYm A™Y) Y2 (25 +2)i2( |y + 32| a),

premonitioning the fact that the expectation values of the form

(U(—=3a)ppn [A3Q(r) (UL a)R(Q) W)

can be calculated for the hedgehog state in a relatively straightforward manner. In particular,
they can be analytically integrated over the directions of a [123]. The commutation relation can
be proven by expanding the spherical Bessel functions jo and j; in powers of their arguments
(z% +4yz + 4y?) and demonstrating that the integrals of the form

[ &y d3z (22 +4yz + 44°)" [U(2),R(Q)] O(y)

and [ Py dz (22 +4yz + 4y*)" [U(z),R(Q) ] Y2_n(25 +2) O(y)

vanish if operators O possess certain tensorial properties. This was done by [123] for the case
of the isoscalar component of the electro-magnetic current (which is a vector), but similar argu-
ments apply to the axial current (which is a vector and isovector). So under this particular inte-
gration, we are allowed to commute rotation and translation operators even when Y,_,(2y+z)
is present. The angular momentum projector can then be commuted through 433 using

5T 133 T 13
P AP = Z Co AP oM/
Q=

T 1 T T 1 T
comaren( L L) (Ll o)

where
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Eliminating centre-of-mass motion and recoil effects

Reverting to the variables a and r using b = r — %a and b’ =r + %a, the expression for the
axial form factor can be cast into the form

2 ! A
Galq?) = = [ C Jd3rd3ad3QD2 Q)iolar
Alg7) NG le Q ;%7(3,;%( )jolqr)

o)

(U= a)omn | A%Q(r) | UL a)R(Q) by )

N|—

1
F53-QF

—V2m Y Cq Jd3rd3ad3QD*% (Q)j2(qr)

UalRiQm) |, 615

where

1
N = [@ada D} (@)io( %) (b | Ula) ROQ) | o)
2

and D are the usual Wigner functions. The — signs in the D-functions refer to the quark contri-
bution, whereas the + signs refer to the meson contribution. With the (r, a) notation, the for-
malism becomes more transparent: the elimination of the centre-of-mass motion and recoil is
embodied in the centre-of-mass coordinate r and in the relative Breit coordinates i% a, both of
which are integrated over. The integration over the Euler angles and over the azimuthal angles
of a and r can be done analytically, whereas the integrals over their polar angles and magni-
tudes have to be performed numerically. The quark and pion contributions to Ga(q?) can be
given in terms of integrals of radial functions u(r+) and v(r4 ), and double Fourier transforms
of ¢(r) and o(r) (obtained in the self-consistent variational calculation), with arguments

1/2

2
riz‘ri%a‘:{ﬁ%—%ilallrx , (6.16)

where x is the relative angle between r and a (see appendix H for the details of the calculation).

Results and discussion

In our analysis of experimental data, we extracted the value of the axial mass parameter M4
from the measured cross-sections, where the dipole parameterisation (1.1) of the axial form
factor has been used. Here we discuss the q?>-dependence of the calculated axial form factor.
In order to make a meaningful comparison between them, the calculated form factor g Ala?)
should be ‘normalised’ to 1 at g% = 0, i. e. divided by the axial coupling constant ga (0) (see
also the definition in section 6.2). In the framework of the LSM, we have calculated the form
factor ga(q?) in two distinct cases.

In the first approach, we used the conventional variation-after-projection method (VAP)
applying only angular momentum projection to generate the radial quark and meson fields in
a self-consistent calculation with the quark-meson coupling constant set to g = 5.0. When the
appropriate set of integro-differential equations [116] for the fields is solved, the resulting fields
minimise the energy of the projected ] = T = 1/2 state (but not the energy of the unprojected
hedgehog state). These fields are then used to evaluate the matrix element of the axial current
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(see figure 6.1a). In the calculation without centre-of-mass and recoil corrections (ANG), we
reproduce the characteristically large value of

94(0) = g'2(0) + g™ (0) = 0.961 +0.823 = 1.783

at q? = 0 (similar values were obtained in a less general approach by [123]). This value is a very
typical result for the LSM: the quark contribution by itself makes up for about 75 % of the exper-
imental value of g (0); the meson contribution, however, is large and spoils this relatively good
agreement making the total ga (0) much too large. If linear momentum projection is applied in
the calculation of the matrix element, i. e. when the centre-of-mass and recoil corrections are
included (ANG+LIN), the quark contribution at g> = 0 increases for about Agf)(O) = 40.11,

but the meson contribution decreases for about Angm) (0) = —0.13, so that
ga(0) = 1.075 + 0.688 = 1.764 .

Thus, the net effect on the total g (0) is again negligible. Regardless of the technique applied,
the absolute value of ga (0) is about 40 % above the experimental value.

Partially, the reason for this discrepancy might originate in the intrinsic inconsistencies of
the LSM and similar effective models in which quarks are coupled to point-like pions with no
underlying quark-antiquark structure. In such approximative approaches, the pions are treated
as independent degrees of freedom (apart from being coupled to quarks), and some extent
of double-counting is difficult to avoid. An attempted explanation that the quark-antiquark
polarisation of the Dirac sea is effectively absorbed by the kinetic energy of the mesons, has

also been proven erroneous (see [123], p. 91). Furthermore, the cancellation of Agf) and Ag&m)
originating in the removal of the centre-of-mass effects, is present even at q?> # 0. Within
0 < g2 < 1GeV?, the ga(q?) calculated in the VAP approach using ANG does not differ from
the ANG + LIN values by more than 12 %.

Quantitatively, a somewhat different behaviour of the axial form factor is observed in the
second approach in which the radial quark and meson fields are obtained from a classical
mean-field calculation. This amounts to solving a set of differential field equations without
performing any angular or linear momentum projection during the generation of fields. At his
point, we considered two sub-cases. First we took g = 5.0, and a single angular momentum
projection on ] = T = 1/2 was carried out before the calculation of the total baryon energy and
other observables (VBP). In the second case (VBP+), an additional linear momentum projec-
tion on q = 0 was applied, and the coupling constant g was adjusted to reproduce the value of
the total baryon energy to the experimentally observed nucleon mass (g = 4.1). The resulting
radial fields were again used to evaluate the matrix element (see figure 6.1b) using either ANG
or ANG + LIN. An obvious feature of this approach with the mean-field calculation is (in both
sub-cases) a significantly weaker pion tail yielding a relatively small pion contribution to ga.
Without centre-of-mass and recoil corrections, we obtain

ga(0) =1.290 4+ 0.318 = 1.608,
whereas with the corrections included, we get
ga(0) =1.407 +0.241 = 1.648.

We observe that the cancellation of the quark and the meson shifts in g A(g?) is not as promi-
nent, and the ga(q?) calculated using ANG differs by 0.04 — 0.09 (on the absolute scale) from
the ANG + LIN values for 0 < g2 < 1 GeV?2.
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Figure 6.1: The q*-dependence of the quark and the meson part (thin curves), and of the total axial form
factor g (q?) (thick curves) in the LSM, without centre-of-mass and recoil corrections to the matrix
element (dashed curves), and with corrections (full curves). The results were obtained a (VAP) — with
g = 5.0, by using angular momentum projection for the self-consistent calculation of radial fields, b
(VBP+) — with g = 4.1, by using the classical mean-field approximation to calculate the fields, and
with the angular and linear momentum-projected total baryon energy fitted to reproduce the observed
nucleon mass. The VBP sub-case is very similar to (VBP+), so it has been omitted for clarity.

Both approaches call for a rather obvious improvement: to include the linear momentum
projection in the very determination of the radial fields. But in doing so, the variational pro-
cedure becomes very complicated and technically infeasible. At the moment, the only way to
proceed was therefore to solve the equations of motion for the radial fields within some rea-
sonable approximation excluding linear momentum projection, and to use these fields in the
calculation of selected observables using ANG or ANG + LIN.

2 : : : —
— ANG+LIN

Figure 6.2: The q%-dependence of the quark and the meson part (thin curves), and of the total axial
form factor ga(q?) (thick curves) in the CDM, without centre-of-mass and recoil corrections to the ma-
trix element (dashed curves), and including corrections (full curves). The results were obtained with
/oMy = 0.2GeV, by using VAP and angular momentum projection for the calculation of the fields.
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In the CDM, the pion field is relatively weak since the quarks are basically confined by the
x field alone. Only the ‘single minimum’ quadratic potential for the confining field was con-
sidered since the ‘double minimum” quartic form appearing in other studies with this model
yields an unrealistic equation of state for quark matter [125]. We used the standard VAP in the
CDM, and with a typical coupling constant of , /gm, = 0.2GeV, we get

ga = 1.270 +0.232 = 1.502
if the matrix element is calculated without centre-of-mass and recoil corrections, and
ga = 1.381 4+ 0.196 = 1.578

with these corrections included (similar values were obtained in a less general approach by
[123]). At g% # 0, the rapid fall-off of the pion contribution resembles that of the LSM with
the radial fields optimised for ANG + LIN, whereas the bulk of the qz—dependence (as well as
magnitude) of the form factor is again carried by the quark core. Within 0 < g2 < 1GeV? (see
figure 6.2), the corrections are as large as 0.20 on the absolute scale.

Figure 6.3 shows the results for the axial form factor for both models.
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0.6 NI VBP J[ A 0.6
{E ”00 L
0.4 R S . 0.4
0.2 B 0.2
—— ANG+LIN
"""" ANG
a b 0 L | L | L | L | L 0 L | L | L | L | L
0 0.2 0.4 0.6 0.8 1 0 0.2 0.4 0.6 0.8 1
—q° [GeV’] —q° [GeV’]

Figure 6.3: The axial form factor G5 (q?) = ga(q?)/ga(0) a — in the LSM, using VAP and angular
momentum projection to calculate the radial fields (upper pair of curves), or using the classical mean-
field approximation (VBP+-: lower pair and VBP: incomplete curves qualitatively similar to VBP+), and
b — the CDM, in comparison to experimental data (for references to the data, see caption to figure 5.1).
The dotted curves corresponding to the dipole parameterisations (1.1) with My = 1.000GeV and Ma =
1.100 GeV are plotted for orientation.
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Summary and outlook

We have measured the electro-production of positively charged pions on the proton at the in-
variant mass of W = 1125MeV and at four-momentum transfers of q> = —0.195(GeV/c)?
and —0.273 (GeV/c)?. With these measurements, combined with our previous experiment at
q? = —0.117 (GeV/c)? [85], we completed our project to study the q?>-dependence of the trans-
verse and the longitudinal cross-sections, separated by the Rosenbluth technique for each g.
The statistical uncertainties were between 0.7 and 2.3 %, an improvement of an order of mag-
nitude over [5], and the systematical uncertainties were estimated to be between 1.7 and 4.1 %.
The latter are expected even to improve in the future experiments.

An effective Lagrangian model with pseudo-vector TNN coupling allowed us to extract the
‘axial mass” parameter of the nucleon axial form factor from the transverse cross-section in a
nearly model-independent way. Our extracted value of M = (1.073 £ 0.016) GeV is (0.056 +
0.028) GeV larger than the axial mass M s = (1.017+0.023) GeV known from neutrino scattering
experiments. It essentially overlaps with the scaled-error weighted average M = (1.068 £
0.017) GeV of older pion electro-production experiments (figure 1.2), and if it is appended to
the database, the weighted average increases to M = (1.070 £ 0.012) GeV (figure 7.1).
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Figure 7.1: Axial mass My as extracted from charged pion electro-production experiments, including
our measurement. The new weighted average, including the error-scaling procedure suggested by the
Particle Data Group ([25], p. 9),is My = (1.070 £ 0.012) GeV.

67



68 7. Summary and outlook

The ‘axial mass discrepancy’ then becomes AM 4 = (0.053 + 0.026) GeV. This value of AM4 is
in perfect agreement with the prediction derived from xPT, AM = 0.056 GeV. This strongly

supports the hypothesis that processes involving pion loops modify the threshold E((;r) ampli-
tude by about ~ 10 % at the order O(q?). We conclude that the ~ 5 % discrepancy between the
axial radii extracted from pion electro-production and (anti)neutrino scattering experiments is
superficial and can be resolved by these corrections. Nevertheless, further work is needed on
the theoretical as well as the experimental side: in particular, higher-loop corrections of the
order m,/M and m2/16m%fZ to the XPT result will soon have to be confronted by even more
accurate measurements of the Al Collaboration, particularly by measurements of p(e, e’ )n
closer to threshold and utilising the new short-orbit spectrometer [126, 127] optimised for the
detection of slow pions.

Our value for the charge radius of the pion (r2)/2 = (0.718 4 0.019) fm, extracted from the
longitudinal part of the cross-section using the DT model, deviates slightly from the values of
(r2)1/2 = (0.657 4 0.012) fm and (0.666 + 0.035) fm obtained from measurements of nte — mte
elastic scattering [128, 129]. The discrepancy can be ascribed to the vicinity of the pion pole and
to the relatively poor convergence of the partial wave series in the DT model. Moreover, the
sensitivity of dop, on F~(q?) diminishes for low Q?, so that further measurements at higher Q?
would be necessary to analyse its q?-dependence.

We have calculated the axial form factor in the framework of two chiral quark models of
the nucleon: the linear o-model (LSM) and the chiral chromodielectric model (CDM). The main
aim of the calculation was to study the effect of removing the spurious centre-of-mass and recoil
nucleon motion from the matrix element of the axial current, and to study to what extent the
axial form factor depends on the pion cloud surrounding the valence quark core.

Due to the relatively weak pion cloud in the CDM, the value of the axial coupling constant
is closer to the experimental value than in the LSM, but the normalised axial form factor falls off
too rapidly, even though the centre-of-mass and recoil corrections bring the model calculation
into a much better agreement with the data. Both observables are dominated only by the quark
core.

In the LSM, which possesses a relatively strong pion cloud, two approaches have been at-
tempted. If the radial fields were obtained by excluding the spurious effects from the total
baryon energy, the calculated form factor slightly underestimates the data, and also mostly
depends on the quark core. If the fields were obtained by the conventional variation-after-
projection method, the sensitivity of the form factor to the pion cloud increases, so that the
quark core and the pion cloud play quantitatively comparable roles in the magnitude of the
axial coupling constant as well as in the q?>-dependence of the axial form factor. In this case,
the calculation overestimates the data by about 10 %. In both approaches, the radial fields used
in the calculation of observables were obtained by solving the equations of motion, ignoring
linear momentum projection. An obvious improvement of our evaluation would require in-
cluding the linear momentum projection in the variational calculation itself, but the technical
complications of the procedure were beyond the scope of this work.



A

Extracting M 4 from (anti)neutrino scattering experiments

The extraction of M from (anti)neutrino scattering experiments relies on the quasi-elastic pic-
ture of the scattering process, meaning that (anti)neutrinos interact only with individual nucle-
ons (or quarks) within the target molecule whereas its remaining nucleons (or quarks) simply
witness the event. The underlying elementary flavour-changing processes are vi+d — 1~ +u
and ¥ + u — 1" +d, where | = e, 1. So for the liquid hydrogen target, for example, one
directly measures the ¥, + p — pt + n amplitude, whereas a reaction on a deuteron, say
Vu+d = W+ P+ Puimess 1S in fact a measure for the v, + n — w™ + p process.

These lepton-quark charged current interactions are mediated by the W* bosons, but at
neutrino energies well below the W resonance, they can be sufficiently accurately described
by the effective Fermi interaction of the pure leptonic V — A current and the weak hadronic
current. The weak hadronic current also has a vector and an axial component, but strong inter-
actions distort the pure V — A form and one has to introduce weak form factors for individual
contributions to the current. The most general form of the weak hadronic current is

(N'(p")IT¥IN(p)) =

_ if2(q?) v f3(q?)
COSGCuN’(pI) fl(qz)'Yu + ™M Ouvd + M du
ig2(q?) v 93(d?)
+ 91(q2)vws+W%W5q + S Y | unp), (A

where the vector part of the current has been decomposed into the vector, weak magnetism
and induced scalar terms, and the axial part of the current into the axial-vector, pseudo-tensor
and induced pseudo-scalar terms. For simplicity, we set M, = M, = M. The weak form
factors f; and g; are functions of q%, where q =p —p’.

The electro-magnetic current is a pure vector current and can also be decomposed into the
electric, magnetic and induced scalar terms

~ N (2 N( o2
(N T ING)) =00 [V @y + 20 o+ Bl gy, a2)

Conservation of the electro-magnetic current 9*JEM = 0 immediately gives F}' = 0 by virtue of
the Dirac equation unduy = un(¥ — ¥ )un = (M — M)unun = 0. In addition, T-invariance
of the electro-magnetic amplitude requires the F)Y and FY to be real. The Dirac-Pauli electric
and magnetic form factors F; and F, are normalised to the nucleons’ charges and anomalous
magnetic moments, i. e. FI])(O) =1,F(0) =0, FE(O) =Kkp = 1.79,and F3(0) =k, = —1.91.
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70 A Extracting M from (anti)neutrino scattering experiments

In theoretical interpretation of the neutrino scattering data one extensively uses the con-
served vector current (CVC) hypothesis [130]. The CVC hypothesis states that since the electro-
magnetic current (which is a vector current) is conserved, the vector part of the weak hadron
current should also be conserved. This statement is based on the observation that in the q> — 0
limit, the isovector component of the electro-magnetic current

(N'[TEMYIN) =T [F(0) = F(0) 1y tsu = WyuyTsu
and the combinations
(pIT! +112 n) = Wyudriu,
(n|T! —iT8 2 p) = WyudT u,

of the SU(3) current octet members J}}"* belong to the same isotriplet of currents. This means
that we can identify

fi(a*) = F(a*) —F(a*) — 1,
f2(a®) = F5(a%) — Frz‘(qz) — Kp — Kn, (A.3)
f3(q*) = F5"(a%) =

Note that the question of how fundamental CVC is can be rephrased by asking how badly the
chiral SU(3) invariance of QCD (as discussed at the beginning of subsection 6.1.4) is broken. In
other words, if SU(3) remains hidden, CVC is valid to the level of validity of SU(3)y.

One further expects that the g, and g3 form factors either vanish or are relatively small
[131], so that the weak amplitude finally contains only f1, f and g1 = Ga. It has the form (the
+ sign corresponds to neutrino and the — sign to anti-neutrino scattering)

do¥¥  M2G2 cos? 8¢ 5 5, (s —u) 5. (s —u)?
= A +B C A4
0T = e MO E B S Clah) S (Ad)
where Gy, is the weak coupling constant determined from muon decay, 6¢ is the Cabibbo angle
and q* = —Q? = (Ev5 — EW)? — (Ipy 5/ — Ipy))? is the four-momentum transfer. The coefficients

A(g?), B(q?) and C(q?) (see [9] for explicit expressions) multiplying the invariants s —u =
AME, 5 + q? — ml2 and (s — u)? are scalar functions of g2, and they contain the Dirac-Pauli
form factors Fq(q?), F2(q?) and the weak axial-vector form factor G (q?). The Dirac-Pauli form
factors can be substituted by the physically more meaningful Sachs form factors according to

2
GE"(q?) = F"(a®) + WFP“( a?), (A5)
Gh(a?) = F™(a?) + F5"(q?) . (A.6)

The Sachs form factors are usually written in their ‘scaled” (and recently [132] argued against)
dipole fall-off forms

Gula®) _ Gu(d?) _ 1
T+xp Kn (1—a?/M3)?
GR(a®) =0, (A.8)

GE(a?) = (A7)

in which «p, and k, are proton and neutron anomalous magnetic moments. These form factors
are well known and were measured to a high precision in many inclusive (e,e’) scattering
experiments [133] and the best fit to the data gives the ‘dipole mass’ of M2 ~ 0.71 (GeV)?.
The axial form factor Ga(q?) then remains the only unknown quantity and can be fitted to the
measured cross-section (A.4).



B

Multipole expansion

In the conventions of Bjorken and Drell [45], the matrix element of the scattering matrix for
N(e,e'nm)N’ is
S = 8 — i (271)*8') (pe + i — P& — Pt — Pr) M -

The invariant matrix element My is equal to the scalar product of the photon polarisation four-
vector and the expectation value of the hadronic electro-magnetic transition current operator
J#, times —i. The most general form of the transition current is

T = (@¥" + aaP* + asph)vs + (a¥* + asP* + agplt ) vsd , (B.1)

where P = %(pi +p¢) and XM = x* — (v - q/a?) g*. The decomposition of the invariant matrix
element along (B.1) is not unique. The matrix element of the current can generally be written
as a sum of products of Dirac operators M; and invariant amplitudes A;, evaluated between
the initial and the final nucleon bispinor [134, 135]

Mﬁ =—i €u <Nl(plv S,) ‘TH‘N(pys» = ﬁf(plysl) Z A]'(S,t,u, ql) M] ui(pv S) ’ (Bz)
j=1

which is in accordance with (2.1). As soon as a certain choice for the invariant operators M;
is made, the amplitudes A; are unambiguously fixed, and (B.1) is just a particular (gauge-
invariant) way of doing this: the invariant operators M; in this case can be obtained by con-
tracting the operators in (B.1) with —i ;. But there are other possibilities as well. In general, the
operators M; should contain combinations of four-vectors pertinent to the physical process: the
four-momenta of the particles, the polarisation four-vector of the virtual photon, and the Dirac
matrices. It goes without saying that the choice of M; has to be consistent with requirements
of Lorentz and gauge invariance, conservation of parity and constraints of the Dirac equation.
The amplitudes A; are functions of the Mandelstam variables

(i + a)* = (g + pr)? = W2,
(4 —pr)? = (pi —pg)?
(q—pe)? = (pi —pr)

s
t ,
w 2

and of the four-momentum transfer q? (for p(e,e'n)n, the relation s + t+ u = 2M2 +m2 + q?
constrains the number of independent variables to three). The invariants can then be con-
structed from the momentum four-vectors p;, ps, q, pr, the photon polarisation four-vector e
and the set of four Dirac matrices y. The only independent invariants containing vy matrices
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72 B Multipole expansion

are ¢ and ¥, since both $#; and $#; can be eliminated using the Dirac equation (¥; — M)u(p;) =0
or U(ps) (¥ — M) = 0 on both sides of the matrix element (B.2). Due to the conservation of
energy and momentum, ¥ can be replaced by ¥; +  — ;. This leaves us with the invariants
%(pﬁ—pf) -q = P-q,pr€and q-e¢ (apart from ¢, the latter two are the only invariants containing
€).

There are some additional constraints on the form of the overall electro-production ampli-
tude. The pion electro-production formalism is based on the assumption that only a single
photon is exchanged between the electron and the nucleon, so that the amplitude must be pro-
portional to €,,. Gauge invariance further requires that My — 0 if €, is replaced by q,. This
requirement is met by assigning My o« F*¥ = e*q"¥ — €Yq". The produced pion has a negative
intrinsic parity, so the amplitude has to be proportional to ys. One of further possible choices
for the invariant electro-production operators is then [135]

M = ivs(éd — d¢),

M; =1iys5(P-€(2pr-a—q*) —P-q(2pr-e—q-€)),
M3 = iys(¢€ pr-d—dpr-€),

My = 2iys(¢P-q—dP-e) —iMys(¢d — d¢),

Ms = iys(q-epr-d—pr-€q’),

Mg = iys(q-ed — ¢q?).

In photo-production, the number of independent invariants is reduced from 6 to 4, since q* = 0
and € - q = 0. The conventional choice then is [134]

My = iyséd,

My = 2iy5(P-epr-q—P-dpx-€),
M3 =iys5(¢pr-d—dpr-e€),

My = 2iys(¢ P-q—dP-e—M¢d).

The amplitude Mg can now be reduced to its two-component form. In this step, the ex-
pectation value of the sum of the invariant operators between the initial and final nucleon
bispinors u(p;, s) and T(py, s’) is replaced by the expectation value of the spin operators, sand-
wiched between the Pauli spinors | s) and | s’). We define

47W

Mg = M (s"| Fls),
so that
: O-pro-g-xe .0 q"py-€ .0 PrPx-€
F=io-eF+ FPoti——— F3+i F.
‘ prllq*] z pxllar 3 prP *
.o-q"q*-€ .O-prq*-€ . “Pr . o-g*
+i——FFs5+i——— Fs—1ic€ F7—ieg——— Fg, B.3
g TSt T g e T 0Ty P T o T (8.3)

where momenta q* and p}, are given in the centre-of-mass system of the final hadronic state.
From the gauge invariance for the reduced amplitude F, i. e. €, — qj, = F — 0, it follows that
*

ic 9

| *

q*|

[1a*1 71+ 1q¥] cos 0573 + [a* F5 — w*Fg | =0, (B.4)

*
io p:
ol

(19" cos 8574 + % F — w*F7 | =0, (B.5)
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where |py||q*| = cos 0. Gauge invariance therefore allows us to eliminate either 77 and Fg
or F5 and F¢ from (B.3). Each of the remaining 6 amplitudes F; is just a linear combination of
the 6 invariant amplitudes A;j (in the case of photo-production, two amplitudes again vanish
due to € - ¢* = 0). If we eliminate 7, and Fg, we speak of the virtual photons as having two
transverse and a longitudinal component, whereas if we eliminate F5 and Fs, we speak of the
photons as having two transverse and a scalar component. The liberty of doing this is called
choosing a gauge.

Let us choose a gauge in which the scalar component of the virtual photon is eliminated.
The amplitude F then remains of the form (B.3) if €, is replaced by

In the next step, the amplitude F is expanded in terms of the electro-production multipoles
[136], where the summations run over all allowed relative angular momenta of the emitted
pion

Fr=) (M +E)PL () + D ((L+ M +E )P 4(x),
1=0 1=2

Fr =) (L+1)My + M )P{(x),
1=1

F3 =) (B —Mu)Pla(x)+ ) (B + M )P (x),
1=1 1=3
[e.e]
Fi =) (M —Eiy =M —EL)P(x),
1=2
[e.e]
f5 ZZ(l+] L1+P1+1 ZlLl Pl ~|
1=0

Fo =) (I —(L+ DL )P(x),
1=1

and x = cos 0% = py - §*. In practice, one rarely ventures beyond 1 = 2, and mostly only terms
with 1 =0 and | = 1 are kept. The expansion then simplifies to

F1 = Eor +3(My4 +Eq4) cos 0y,
Fr =2Myy + My,

F3 = 3(E1 —Myy),

Fqs =0,

Fs = Loy +6L14 cosO,

Fe = L1 —204,.

The amplitudes F5 and Fs occur only in electro-production.

For the sake of completeness, we also quote the inverse relations, expressing the multipole
amplitudes in terms of the reduced amplitudes. These relations follow from the recurrence and
orthogonality relations of the Legendre polynomials:

Pro1 —Pup
21+ 1 !

1 1
My = mjl dx FiPL—FoPr—F3
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1 ! UPy 1 —Pis1) (L+1)(Py — Pyy2)
EL = P, — F,P L
b z(1+1)J1d" L R TR 2143 '
] 1
L = p P
1+ 2(1+])J dx |F5Py+ FsPii1] ,
Mo = [ ax[—mp Ay 4 R P
lf_Zld,]X_ 1 2P 11 3 ZH—] ’
T (L+1)(Pr_qy — Pyy1) P —P1))
E. = ﬁu,1 dx _‘7:]])1—.7:2])1,]—‘7:3 N1 +‘7‘—4721_] ,
1 1 _
LI, = — dx FsPr+ FePro1],
21) 4 L

where all P; depend on x and ' denotes a derivative with respect to x. The advantage of the
inverse formulas is that one can easily read off the power behaviour of the electro-production
multipoles for small values of |q*| and |p}|. In this limit, the reduced amplitudes F;j can be
expanded as

Fi= Z Fin(Ip3l g% x)™

so that in the vicinity of the threshold

Eip, Lip ~ gt |P:r|1 1L>0,
Muy, Mo ~ @™ il 1>1,
By L~ gt 2 pilt 1>2,

with the exception of Li_ ~ |q*||p}L]. We see from these expressions that close to the pion
production threshold, only s-wave pions are emitted, since all multipoles behave as |p%/".

In the final step, the structure functions Rt, Ry, Rir and Rrr have to be expressed in terms
of Fjs and, through these, in terms of the multipoles. The procedure gives

Rr = |F12 + B + 1sin? 0% [| 7312 + | Fa 2]
—Re[2cos 0% Fi Fy — sin® 0% ( Fi Fs + F3 Fz 4+ cos 0% F5Fa )1,
Rp = |Fs? + |Fel* +2cos 0% Re [ F2 Fel,
Rir = —sin®xRe[(F> + F3 +cos 05 Fy ) Fs + (Fi + F; + cos 0 F3 ) Fel,
Rrr = sin? 0% [ (1531 + |Fa? ) + Re [ Ff Fu + F5Fs + cos 0% FiFall.

Again limiting our considerations only to 1, < 1, we get

Rr = ap + ajcos 0 + a cos? 0%
= [Eos[* + % 2Mig + My + % 3E14 — My + My
+2cos 05 Re [E5, (3E1+ + My —My)]
+cos” 0% (BErs +Myy — My P — 3 2Myy + My 2
— IBE =My + M), (B.6)

RL = ab + a} cos 0% + a} cos? 0%
= [Los[? + 4L P + L [* —4Re [T}, 1;]
+2cos 05 Re L5, (4114 + g )]+ 12cos? 0% (L1, [* + Re (L, L1 1), (B.7)
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Rir = sin0%(do + dj cos 07)
= —sinOy Re [L5, (3B — My + M) —Eoy (217, — 17)
+6cos0 (L7 (Ejx —Myy +My_) + L1 _Ey) ], (B.8)

Rrr = sin? 0%co
= 3sin? 0% [3 [E14[> — 3 My 2 —Re[Ef, (Myy — M) + M{,My_]]. (B.9)

The meaning of coefficients a, b, ¢ and d becomes apparent when the differential electro-
production cross-section is expanded in terms of the pion scattering angle

d _ _ _ _
% = Ao+ Aqcos 0% + Ay cos? 0% + Az cos> 0% + . ..
7T
+¢(Co + C1 cos 0% 4 Cocos? 0% + ... ) sin? 0% cos 2dx

+4/2¢f(1+¢) (Do + Djcos0y+ D, cos? 0% + ... ) sin 0% cos b . (B.10)
The expansion coefficients Ay, ..., Co, ..., Do, ... are independent of 0%; at given energy and mo-

mentum transfers they depend only on the individual multipoles. Since only the s and p-waves
contribute in the region below the A-resonance, we read off from (B.6-B.9) that

— _ [pxl ' jod
Ay = " [Clo + 8{(10] , Co = =, €0,
w . o
1= lar+efai], Do = Qr do, (B.11)
— ot P
Ay = [Clz + efaé] , D =-2%d;.

* — O*
Y Qy
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Isospin decomposition

Even though electro-magnetic interactions do not conserve isospin, the interaction Hamiltonian
operator possesses certain properties with respect to isospin transformations. The reason for
this is the structure of the electro-magnetic current, which in isospin space acts as an isoscalar
plus the third component of an isovector, Ji, = J§ + J5. The selection rule is AT = 0 for
isoscalar transitions, and AT = 0,=%1 for isovector transitions. Therefore three independent
isospin amplitudes are required to express the pion electro-production amplitude, which can
be expanded in isospin space in a symmetrical form

Ai(s,t,1,0%) = Al a0 + AL J1Ta, Tol + A] 14,

where o is the isospin index of the emitted pion and T are the nucleon isospin matrices. We
suppress the index j and quote only the isospin structure of the amplitudes [135, 136]. The
physical amplitudes (pertaining to specific reaction channels) are

Alyyp = nmt) = [A }

Alyvp — pr®) = [A ]
Alyyn = pr ) = V2 [A ]
A(yyn — nn’) = [A }
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Corrections of radiation losses in p(e, e’ )n

The electrons and the pions taking part in the p(e,e’n" )n reaction interact with the target pro-
tons and with the electron clouds of the target atoms, and thereby lose a fraction AE of their
energy E; by radiating additional real or virtual photons. Since these radiation losses can not
be directly measured, the reconstructed energy transfer, momentum transfer, missing mass and
related distributions become distorted: they develop radiative tails. For example, the spectrum
of the scattered electron energies E; should ideally appear as a sharp peak, broadened only by
the intrinsic energy resolution of the experimental setup. With radiation losses, in which the
electrons randomly radiate away a certain amount of energy, the spectrum acquires an energy-
dependent tail

dCTo
d—Ef = 0o f(Ef)

0
with the probability density f(E¢) normalised to unity, fg £ f(Ef)dEf = 1. The experimental spec-
trum o is obtained by counting the events contained within the interval between the maximum
possible energy E? and some minimum energy E? — AE, where AE is much larger than the ex-
perimental energy resolution. The ‘true’ spectrum oy (i. e. without any losses) is then obtained
from the measured spectrum o according to

E? do EQ
o =J “04F = aoj ' f(Eg)dE; = F(AE)oy,
E0-AE dE EO-AE

where F(AE) is the fraction of electrons which suffered an energy loss of less than AE. In
other words, the fraction of events that due to radiation losses migrated to energies, lower than
E? — AE, is equal to 1 — F(AE). The ‘true’ number of events is then

1
F(AE)

0p = o = K(AE)o, (D.1)
where K(AE) is the correction factor. In p(e,e’n" )n experiments with particle momenta of a

few hundred MeV, typical correction factors are between 1.05 and 1.20 for cut-off energies AE
of 3 to 10MeV.

The problem is that the energy losses AE of the particles do not map trivially to the corre-
sponding shifts in the missing mass, since M, (4.1) is a non-linear function of Ee, E/ and E.
For example, it is obvious that an incoming electron’s energy loss of 10 MeV, which is also “in-
herited” by the exchanged virtual photon, does not necessarily correspond to a shift of 10 MeV
in the My, distribution. Furthermore, if beam wobbling over extended targets is used in a real
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experiment, the paths traversed by the particles vary for each event and so do their energy
losses. In addition, the detector acceptances should be unfolded from the radiative losses. The
‘average’ correction factors K(AE) do not take any of these effects into account. In our analysis,
the radiative corrections were evaluated in the simulation of the detector acceptances. For the
sake of being complete, the following section presents both approaches.

Energy losses in individual radiative processes

The photons emitted in the radiative processes are not detected in the experiment, so that the
theoretical probability densities f have to be averaged over all their possible momenta and
emission angles. The treatment of radiative losses is usually simplified by assuming that only
the magnitude of a particle’s momentum changes in the radiative process, and not its direction
(the forward-peaking approximation). Consequently, the averaged correction factors depend
only on AE, the momenta of the particles involved, and the target composition.

However, when radiative processes are included in a computer simulation, full track can be
kept of the particles’ trajectories and their lengths in various materials, and the corresponding
energy losses and corrections can be evaluated for each event separately. The energy losses
in the simulation are treated in two steps. When events are generated (see also section 4.7),
authentic experimental conditions are simulated by assigning to each particle involved an en-
ergy loss of dE/dx, integrated over the length of its path Ax in a given material. To be able
to compare the resulting distributions to the measured ones, the energy losses then have to be
corrected for in exactly the same manner as it is done in the analysis program. But since exact
energy losses in each event of the real data are not known, we use most probable energy losses
for the correction in the data analysis as well as in the simulation.

Internal Bremsstrahlung

The process in which the electrons radiate real or virtual photons (in addition to the exchanged
virtual photon) in the vicinity of the target protons, is known as the Schwinger radiation or
the internal Bremsstrahlung. In p(e,e’nt")n reactions, this is by far the largest contribution to
the radiative tails: since the Bremsstrahlung probability is inversely proportional to the square
of the particle’s mass, the contribution of the pions to this process is entirely negligible. The
lowest order Feynman graphs contributing to the Schwinger radiation in p(e, e’ )n are shown
in figure D.1. Internal Bremsstrahlung occurs during the reaction itself, so that the averaged
Schwinger correction factor does not depend on the target thickness.

The averaged correction factors for Schwinger radiation have been parameterised in a num-
ber of ways [137, 138, 139], but all methods give almost identical results. A common starting
point is the factor in the form

eéreal

—_— D.2
1 + 6Virt ( )

KSchw =

which was successfully used in radiative corrections of the A(e,e’p)B data [139]. The graphs
of type a in figure D.1 contribute to d,.,;, Wwhereas graphs of type b, ¢ and d contribute to dyir:
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Figure D.1: The lowest order Feynman graphs for internal Bremsstrahlung processes (Schwinger radi-
ation) in p(e,e’'n")n al, a2 — emission of real photons, b — electron vertex correction, c1, ¢2 — renormal-
isation of the electron mass (emission and reabsorption of the photon in the electron line), d — vacuum
polarisation.

These expressions generalise the results for potential scattering [140] and for inelastic electron-
nucleon scattering. The factors b and n are inserted as effective corrections due to the recoil of
the target nucleus (they become important when —q? becomes comparable to the target nucleus
mass) and are equal to

2 0
b:1+mwsin279,

2F 0
T]:]+ MeSinzje,

and [,(x) is the Spence function, L(x) =Y, x™ /n?. Very often, an exponentiated parameteri-
sation of the correction factors is used instead of (D.2). Aslong as dirt is small, we may rewrite
Kschw as

Sreal
Kschw = % ~ e‘sreal(] — 6Virt) ~ e‘srealf‘svirt = eéschw ,
where
200 q? Vb EGEL 131 17 1 ,E. 1[n 5 6e
) =—{|In—s—-1||In——= = —+-In"=4+-|——-1L — .
Schw ﬁ{{“mg H“ nAE 12 +36+4nEé+2{6 2(“’8 2)]

The exponentiated form has a deeper physical background [137, 138]. Schwinger has shown in
his analysis of potential scattering [140] with M — oo that the measured cross-section and the
cross-section, evaluated in the plane-wave Born approximation, are related through

do=(1- 6pot) dolBorn , (D.3)

as in (D.1). Here 8yt is equal to the expression for dsq,, With all terms from 17/36 left out,
VEeE! replaced by E. (since E. = E/ for potential scattering), and recoil factors b and n set to
unity. The 8pot is logarithmically divergent for AE — 0, and (D.3) leads to a negative cross-
section. On the other hand, scattering processes are always accompanied by emissions of real
or virtual photons, so that physically, one expects do — 0 for AE — 0. The exponential form
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1 — & — e ® with the correct behaviour for AE — 0 was proposed already by Schwinger.
Its physical content is the possibility of an emission of soft real or virtual photons with the
number of quanta going to infinity and the energy of quanta going to zero, but with a finite
total radiated energy. This is the basic statement of the Bloch-Nordsieck theorem [141]: the
intensity of the radiation I, per unit of frequency goes to zero when w — 0; but in the same
limit, I, /Aw (which can be understood as the average number of quanta per unit of frequency)
goes to infinity.

In the framework of the acceptance simulation, the Schwinger processes are treated in two
steps. The vertex correction and the vacuum polarisation processes remain encapsulated in the
correction factor dyi¢ and the simulated spectra are weighted by exp(—dyirt). On the other hand,
the treatment of the real-photon part of Schwinger radiation follows the prescription of [137]
that the effect of internal Bremsstrahlung can be approximated by a joint effect of two external
radiators (the so-called equivalent radiators), one placed before and one after the scattering,

each of thickness 5
t_ o« —qa
X~ b [ln m2 1} , (D.4)
with 4 1Z+1
+1 . 4 ~1/3 }
= |1+ 1
b 3 { 571 In""'(183Z )

and & = In(1440Z2/3)/In(183 2 '/3), where the target surface thickness t and the radiation
length X, are both given in g/cm?.

External Bremsstrahlung

In the process of the external Bremsstrahlung, either the electron before the reaction or the
scattered electron emit photons in the field of other nuclei (sc. those not involved in the reaction
under study). As opposed to the Schwinger radiation, the external Bremsstrahlung occurs
while the incoming and the scattered electron penetrate through the target and interact with its
nuclei: the averaged correction factor is proportional to the target thickness and is written in
the exponentiated form [142] Kprems = e%brems,, since

ot : E  AE 1[AE\?
6brems—Xo[ (C 2)+ClnAE+CE 2<E>:|

diverges for AE — 0. In the expression above, E is the electron energy before or after the
reaction, and ( is a known function of Z of the target nucleus

c:1{12+

Z+1 }
5 .

ZL4(Z) +1,(2)

The parameters 1; and 1, are tabulated and have values between 5 and 7 for light nuclei. In our
case with Z = 1, { ~ 4/3 and X, = 63.29 g/cm? for a liquid hydrogen target (parameterisations
of the radiation length in Z and A for other target materials also exist [139]).

In the simulation program, the distribution of energy losses in AE = E — E’ (where E is the
unperturbed energy of the particle) due to external Bremsstrahlung of electrons is described in
terms of the probability distribution
bt/Xo ]

E .

E

dp bt/Xo AE
dAE ~ T(1+bt/Xo) { (D:5)
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The parameter b is the same as in the case of internal Bremsstrahlung, whereas the surface
thickness t = pAx is calculated for each generated electron track when its length Ax within the
material of density p is reconstructed from the position of the reaction point. The internal and
external Bremsstrahlung energy losses are imposed simultaneously by adding this calculated
t to the t from (D.4) and picking a random value of AE according to the distribution (D.5).
Note that in all circumstances, t;g >> tgp. In our kinematical settings, a typical trajectory length
within the target cell is tgg/pry, =~ 0.5 cm, whereas typically tig o~ 20 tgg, and so tig + tgp =~ tip:
the energy losses of electrons originate mostly in the Schwinger processes, and the averaged
correction factors are between 1.05 and 1.20. For external Bremsstrahlung of electrons, the
correction factors are between 1.00 and 1.01. Bremsstrahlung of pions is suppressed by a factor
of mZ/m2 and may be neglected.

Ionisation losses

On their passage through the target material, particles also lose energy by excitations and ioni-
sations of the target molecules and atoms. The strength of this effect (known as Landau energy
straggling, originally discussed in [143]) also increases with the target thickness. A common
parameterisation of the averaged correction factor is

9 —1

9
KLand = {Z fi] {Zfi erf (xi(AE)) | ,

i=1 i=1

where erf(x) is the usual probability integral, f; are known tabulated coefficients, and x;s are
functions of AE, of the particle’s energy E and of the (Z, A) of the target nucleus, and are also
parameterised with a known set of coefficients [144].

As in the treatment of energy losses due to Bremsstrahlung, ionisation effects for electrons
were incorporated into the acceptance calculation program by directly assigning energy losses
to the particles involved. For Landau straggling, the distribution in deviations A = (AE —
AEmp)/C of the actual energy loss AE from the most probable energy loss AE,,, is given by

d(A) = lJ dre M TInT gin(7r) (D.6)
0

and ARy, is parameterised in terms of the target’s mass number, atomic charge, average ion-
isation potential, and on the electron’s velocity [145]. For pions, the Bethe-Bloch formula was
used to estimate AEy,,. The parameter ( is linear in the target thickness t and specifies the
characteristic shape of the straggling distribution. During the simulation, generated electrons
are assigned an energy loss of AE = AE,, + A((t), where t = pAx is calculated from the posi-
tion of the reaction point and A is a random number distributed according to (D.6). However,
the effects of Landau straggling can be neglected for target thicknesses smaller than 0.05 of the
target material’s radiation length [137]. With our 2 cm cylindrical target, t/Xo ~ 0.0022, and
with the extended 5 cm target, t/Xp ~ 0.0055, well below this limit.
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The DHKT model

In the energy region between the threshold and the A-resonance (as in our experiment), the
electro-production cross-section becomes sensitive to the low-energy end tails of the lowest
nucleon resonances. As a cross-check against our extraction of G A(@?), we used an improved
version of the DT model described in section 5.2. The DHKT model of Drechsel, Hanstein,
Kamalov and Tiator [39] took over the successes of the isobar model of [42], and since reso-
nance features of photo- and electro-production on the nucleon can be clearly distinguished
already by observing the cross-sections, it assumes that the leading part of the total production
amplitude is equal to the sum of the resonant amplitudes with Breit-Wigner forms, plus some
non-resonant ‘background’.

The electro-production amplitude is treated in two parts (as in the DT model): the part
which describes the coupling of the virtual photon to the nucleon or to the pion, and the part
which describes the TNN vertex. The electro-magnetic YNN and y7irr vertices have a well-
defined structure

5 Ov v P/
Lynn = —e [ AN B (%) + 5 0 AV (a?) [,

Ly = €| (um)f x 7] A*Fr(a?),

where A" is the electro-magnetic four-vector potential and F;, F, are the usual Dirac-Pauli
nucleon form factors (these can be converted to the Sachs form factors GF and GM according
to (A.5) and (A.6)), and F is the pion electro-magnetic form factor. In the DHKT model, gauge
invariance is imposed by the simplest requirement

The difference with respect to the simpler DT model appears at the TNN vertex, which is far
more involved than the electro-magnetic vertex, since it embodies the strong interaction part of
the electro-production process. At energies in the vicinity of the threshold, the pseudo-vector
(PV) coupling

f _
LN = —— P y5y, T
Mo

of the DT model is sufficient to describe charged pion electro-production. This coupling also re-
produces PCAC and is consistent with the low-energy theorems and chiral perturbation theory
to the leading order. At higher energies, the pseudo-scalar (PS) coupling

LB =igdysTr
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where f/m, = g/2M, is preferred to the pseudo-vector since the PS is renormalisable in the
usual manner whereas the PV is not. In the DHKT model, the description of the hadronic part
of the process is therefore attempted by a simple form of the mixed coupling

q3
LN = At ad L+ Az Oq LIXN
which exhibits a gradual transition from the low-energy ‘PV-regime’ to the high-energy ‘PS-

regime’. The ¢ is the asymptotic pion momentum in the centre-of-mass frame of the final

niN system, and A is the mixing parameter. The value which best fits the M; 3/2) and Ey 3/ 2
multipoles (see appendix B for their definitions), is A = 450 MeV. However, one should note
that in the charged pion channels as in p(e,e’ntt)n, the multipole Ep; which dominates the
non-resonant background, is sensitive neither to the choice of the coupling scheme (of the A),
nor to the re-scattering effects mentioned below.

A relatively new addition to the model are the vector meson exchange terms which are
generally much smaller than the Born terms, but in fact bring the MWZ) multipoles into ex-

cellent agreement with the data. Vector meson exchange also plays a role in the unitarisation
procedure for the isospin-T th component of the electric dipole amplitude

Eoy) = B PomYME (14t ),

where tg\% =[nr exp(if)I[N) — 1]/2iis the niN elastic scattering amplitude with the phase shift
81\ and n is the inelasticity parameter. Using this prescription, the pion-nucleon rescattering

effects causing a large imaginary contribution to Eé? are taken into account.

Once the non-resonant ‘background’ is fixed, a certain analytical scheme has to be adopted
to determine the resonant contributions to the multipoles. In the DHKT model, the genuine
("bare’) resonances are thought to interfere with the non-resonant parts of the amplitude, and
the effects of this interference show up in the vertex corrections (however, at resonance posi-
tions, the contributions of the interference terms are expected to be small). In principle, the
individual resonance positions and resonance widths entering the Breit-Wigner parameterisa-
tions are known from pion-nucleon scattering, so that the energy dependence of the resonant
amplitudes is known in advance. An important additional component of these parameterisa-
tions is an unitarity phase factor which has the important role of adjusting the phase of the total
amplitude (‘background’ plus resonance) to the corresponding pion-nucleon scattering phase
shift according to the Fermi-Watson theorem.

When the DHKT model is extended to virtual photons, the multipoles and their intrinsic
kinematical factors become qz—dependent. For the small E1; and Sq4 multipolesinthe T = 3/2
channel which are relevant to p(e,e’nt")n in the vicinity of the A-resonance, the form of this
dependence is only poorly known, and it is assumed that it is equal to the q>-dependence of

Mﬁr/z) But fortunately this assumption does not affect the unitarisation procedure since the

Fermi-Watson theorem requires that neither the phases of the total M; 3/ 2) , By 3/ 2) and S; 3/ 2)
multipoles nor the A(1232) resonance position should depend on g?. Once the umtarlsatlon
procedure is carried out, the unitarity phase factor in the Breit-Wigner parameterisation de-
pends on both W and g?. As a consequence, the total phase of the resonance multipoles is 90°
at the resonance position W = 1232 MeV and their real parts vanish.
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The Lagrangians of the LSM and the CDM

The linear o-model (LSM) of the nucleon is a prototype of a phenomenological model incor-
porating the violation of chiral symmetry and containing the mechanism of its spontaneous
breakdown. In its original version [146], the model unified these concepts naturally within the
tield-theoretical framework of fermion fields 1 coupled to scalar-isoscalar fields o and pseudo-
scalar/isovector fields 7, interpreted as nucleons, o-mesons and pions, respectively. In our cal-
culations, we use an advanced version of the model [116] with the u and d quarks as fermions.
The (chirally invariant) Lagrangian density of the LSM is

Lo(x) = ipy*o,p — g(o + it - 7wys )

2
+ %(auo)(aua) + %(aun)(aun) — %(nz +0° —vz)z +Uy, (F.1)

where g is the coupling constant of the quark-meson interaction. The quarks (or the nucleons)
in the LSM do not acquire their constituent masses through the usual Dirac term —myb
since it violates chiral symmetry, but through the chirally invariant interaction term —g(o +
it - wys5 ) after the chiral symmetry becomes spontaneously broken as described below. The
meson fields additionally enter the Lagrangian density in their individual kinetic terms and in
the potential
2

U:}\Z(th—l—cz—vz)z, (E2)
where A is the coupling constant of the inter-meson interaction. The canonical formalism [147]
applied to this Lagrangian density yields the equations of motion for the model particles: the
Dirac equation for the quarks coupled to the meson cloud, and a Klein-Gordon equation de-
scribing the meson cloud having a potential energy of (F.2) and with a quark core source.

The parameter v2 in (F.2) determines the mode in which chiral symmetry is realised within
the model. In the Nambu-Goldstone’s realisation with v2 > 0, the vacuum is degenerate and
any value of the meson fields satisfying the constraint of the “chiral circle’ 6 + 7> = v? min-
imises the potential energy. We choose the solution for which the meson fields fluctuate around
their vacuum expectation values = 0 and oy = +v, and interpret these fluctuations as the
actual physical fields. After the shift of fields, the Lagrangian density is still chirally invariant,
but the chosen solution, i. e. the chosen realisation of the vacuum, is not. The consequence of
this spontaneous symmetry breakdown is the quark constituent mass

mg=gv.

Obviously, absolute confinement of quarks can not be achieved in the LSM for finite values of
g, and only quarks with energies E < gf, are bound.
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Since confinement seems to be the dominant feature of the strong interaction at low en-
ergies, it motivated [148] to search for a way to introduce its main aspects into chiral soliton
models like LSM. In this approach, the interactions of the gluon fields with the scalar field o of
the underlying LSM are represented by the colour dielectric function k(o) which exponentially
decreases when the o field approaches its physical vacuum expectation value. In other words,
the non-perturbative vacuum of QCD is understood as a perfect dielectric with k = 0 sur-
rounding the k # 0 region in the interior of the hadron. Such mechanism directly generates the
confinement of colour charges: according to the Gauss Law V - D@ = p(®), an isolated colour
charge pla) generates a colour dielectric field DY (1) x 1/r2 and its energy fd3 rDY2(r) /k(r)
diverges for r — oo. These authors have shown how colour-singlet contributions to k can be
derived directly from QCD by averaging over all gluon field configurations. In this approxi-
mation k = (gx(r))*, where ¥ is a scalar-isoscalar field.

The extended version of the LSM incorporating the additional field x became known as the
chiral chromodielectric model (CDM). Its Lagrangian density [149, 150] differs from the one of
the LSM by the additional kinetic and corresponding mass term for the x field

1 1
LM = 5(05x)(0%) — 3mix
and in the structure of the quark-meson interaction term, in which the (radially dependent) x
acts as a coupling ‘constant’,

LM — —gw(o it Tys) (E3)

The appearance of the x field in the denominator of (F.3) brings about the dominant feature
of the model: the variational procedure in which x(r) is self-consistently determined, yields
solutions with x(r — oo) — 0, so that the effective quark mass of mq = gv/x(r) increases with
r. It should be noted that unlike in the models with an r™ scalar confining potential, the quark
mass is thus dynamically generated, and the quarks remain ‘confined” (for typical values of the
coupling constant, mq remains below 0.2GeV and constant for radii smaller than ~ 1fm, and
begins to rise rapidly to a few GeV within the next 1fm).

Recently, the x field acquired further phenomenological support. Since x is a colour sin-
glet field, it is not supposed to simulate the (coloured) gluon fields within the nucleon, but is
believed to effectively represent the net effect of colourless gluon clusters known as scalar glue-
balls. In the recent years, there were numerous experimental indications [151, 152] for existence
of such clusters with masses around my ~ 1.5GeV.

The contribution (F.2) in the LSM and the CDM can be understood as the potential energy
of the mesons. When the symmetry is spontaneously broken in the Nambu-Goldstone fashion,
the o-mesons acquire a mass of (2A?v?)!1/2, whereas the pions remain massless. Only when
the chiral symmetry of the Lagrangian is additionally explicitly broken by a term linear in the
o-field Ly, = f,mZo(x) [146, 147] do the pions acquire a mass. The coefficient f.mZ, where
fr = 93MeV is the pion decay constant, is fixed by the PCAC relation [147]. The coupling
constant g is the only genuine free parameter of the LSM and CDM. The mass of the pion is
taken to be m,; = 139MeV, whereas the o meson is usually identified with the unstable 0"
meson with a mass of 400 < my < 1200 MeV, decaying predominantly into two pions [24].
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The model wave-function of the LSM and the CDM

Since the LSM and CDM can not be solved exactly, certain simplifications are made in our
version of the models [116]. In the one radial mode approximation, we assume that all three
quarks of the quark core occupy the same radial state with angular momentum 1 = 0, and
that the radial dependence of the pion cloud can be described by a single function ¢(r). The
one-particle quark bispinor has the general form

qnljmjmt(r) :( uqﬂj(r) ) Z iji me Ylml(?)amsmt .

. ~ 1
io - Tvny(r) el lmi3

Here, the &{mom, = X 1 mSCD Im, is the spin-isospin part of the wave-function. In the LSM and
the CDM, we use a particular ansatz of the form

VA \io - TV

where functions u(r) in v(r) are normalised according to

1
q(r) == ( u(r)(r)> ‘Espin—isospin> ’ (Gl)

N = JOO drid(u(r)? +vr)?) =1,
0

and the so-called hedgehog ansatz is used for the spin-isospin part

‘Espin—isospin> = ‘Ehh> = w ’ (GZ)
in which arrows indicate the third spin component of the quarks. It is the principal feature of
the hedgehog ansatz that the spin (s?, ms) and isospin (t2, my) separately are not good quan-
tum numbers, and that only m¢{ = —m, appear in the linear combination (G.2). The three
valence quarks in their lowest single-particle states differ only by the quantum numbers of
colour. The colour part of the three-quark wave-function (which we omit in the expressions)
takes care that the complete wave-function is antisymmetric with respect to the interchange of
the quarks; the spin-isospin part and the space part of the wave-function are symmetric. The
ansatz for the bare baryon wave-function is then 8

B>=%[N>+A>}.

8We could introduce an additional mixing angle §, allowing us to mix the bare nucleon states [N} and bare A
states |A) with relative weights other than 1 : 1, like [B(8)) = cos & [N)+sin & |A). In this case, the variation procedure
has to be extended to this new degree of freedom, so that the baryon energy is minimised with respect to it.
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The mesons in the LSM and the CDM are represented by coherent states. The coherent
states | Z) of the meson field o and |TT) of the pion field 7r are defined in k-space as eigenstates
of the annihilation operators of the individual meson fields [116, 153]. For the expectation value
of the pion and the sigma field we choose the meson hedgehog ansatz,

m(r) = (7T = Zo(r), (G3)
o(r) = (£]5]5) = o(r). (G.4)

Typical solutions for the radial fields obtained in a self-consistent variational calculation are
shown in figure G.1.
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Figure G.1: Typical solutions for the radial fields obtained in self-consistent variational calculations a —
for the LSM, b — for the CDM. Note the change of scale on the y-axis of the plots.

The total trial wave-function of the (dressed) baryon is the product of the quark part and of the
part describing the meson cloud

[$hn) = [B(8)) @ 1Z) @ [TT). (G.5)

The overlap matrix elements quoted in (6.8) are given by F; = (Y | 13] [ Pn) and the total
baryon energy is equal to the expectation value of the Hamiltonian density H = Hq + qu‘ +

’Hqﬂ + Heo+ Hor + Hon + ( ’HCDM ), where all the creation and annihilation operators contained
in it are arranged in normal order

= (Gnn | :H 2 [Ppp) - (G.6)

It is worth stressing that (G.6) is equal to the total baryon energy obtained classically in the
mean-field approximation (MFA). All quantum corrections of the individual contributions to
(G.6) are eliminated through normal ordering.
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Evaluation of G,(q?) in the LSM and the CDM: technical details

In the LSM and the CDM, the axial current operator contains a quark and a pion contribution
AW(x) = AI(x) + Al (x)
= Z Vo ()Y Y53 T0al(x) + 0(x)3%m(x) — 5(x) 4o (x)
where we have used \(x) to denote quark spinors and o(x) and 7t(x) represent the o-meson
and the pion fields. The sum runs over all three quarks 1 < a < 3 and j is the isospin index.
The calculation of G (q?) with the centre-of—Amass motion and recoil effects eliminated amounts
to the evaluation of the matrix element of A" (x) between states of definite spin, isospin and

linear momentum, as given in (6.15). To begin with, we rewrite (6.15) by isolating the integrals
over d°r from the integrals over d>Q and d*a

1 1 N 1 R
Gala®) = N { Z CQJd3ad3Q [D 2 ((Q)-PRED2 L (Q)- K3Q}
=1 ) »

1 1 N 1 N
-V Y CQJd3ad3Q[D*zl L(Q) -7+ D2 ](Q)-L3QH,
Q=-1 2 '

where we have abbreviated the jy and j» quark/meson contributions by

R0, a) = [driolan) (TUl—aim [A3%,.(r)| Uk alR( Q1w

U3 @)R(O) b ) -

7/13%(0,a) = Jd3r]z(qr)< (— }a)ll)hhH T )®Aq/0ﬂ( )]10‘

H.1 The quark contribution to the term with j,(qr)

As suggested in [123], the first step is to perform the rotation of the hedgehog in isospin space,
so that the matrix element I3Q(Q, a) can be reduced to the expectation value between the quark
hedgehog states (G.2)

Po(0,a) = [@riolan) (G-balvm [A3(r) [T aRIQ )b,
— 3n2() N2(Q) nnl@) N(©, @) mala) PO(Q, ),

88



H Evaluation of G4(q?) in the LSM and the CDM: technical details 89

where the ns and the N's are functions of Q and a, as given in the equation group (D.30) of
[123]. In short, N is a function of the Euler angles Q) only, whereas N; depends in a rather
complicated way on the double Fourier transform of the pion field ¢(r) and can be related to
the total number of pions in the model. The ng, n; and n, are also double Fourier transforms
of u(r) and v(r), ¢(r) and o(r), respectively. In practice, they are calculated numerically from
the model fields obtained in the variation. The portion of the amplitude pertaining to the axial
current operator is enclosed in 139(Q, a), where

"0, a) = | driolar) (£ [dlr) vy alr) | RIQIEwm)

with 1. defined in (6.16). To perform the integration over azimuthal angles, the r = (x,y,z)
system is rotated in such a way that the z’ axis of the new system is aligned with a,
e XI ,
y= cosyy' +sinyz’,
z = —sinyy’ +cosyz'.

There is no loss of generality in this particular choice since the integral over directions of a still
has to be performed. The integrand is rewritten in terms of the variables in the primed system
and it is easy to see that on symmetry grounds, ‘'odd” terms containing r{rj with i # j vanish,
and only terms with i = j contribute to the integral. Using the formula

Jd??ﬁj f(ar) = 8;G(a) + @id; [ F(a) - G(a) ], (H.1)
Fla) = ZNJ] dxx? f(r,a,x),
—1
1
G(a) = nJ dx (1 =) f(r,a,x),
—1

in which x was redeclared to the variable denoting the cosine of the relative polar angle be-
tween r and a in accordance with (6.16), we obtain

PR(Q,a) = Ay <E,hh ‘ 03370 ‘ R(Q E,hh> + Az Z aszag <E,hh ‘ ok 3TQ ‘ R(Q hh>

with
RN ! virgv(ro) (5,
Ao = EJO drr?jo(qr) J dx | ulrpulr-) ————r*x _T”’
A, = %J'O drrzjo(qr) J dx%b*z(?)xz_ 1) — %) .

H.2 The quark contribution to the term with j,(qr)

We proceed in an analogous manner in calculating the j, contribution

Po(Q,a) = [ @riaan) (G-balm | [VaF @ AT ()], |G @RIQ )b,

= 3n2 (N2 (QIna(a)NA(Q, a)nola) Y T™R(Q, a)

m
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with
(0, a) =Jd3mz(qr (8| T Y™5 52 €t Y2 ml®) () [RIQ)En)

Fortunately, the spherical harmonic Y,_,, does not cause any problems, since the summation
over m generates contributions of the same type as in I™Q when we calculate the integral over
the azimuthal angle. This can be seen by explicitly writing the Y, . in terms of coordinates
in the spherical basis, and weighting the sum with the corresponding Clebsch-Gordan coeffi-
cients. We get

ZImQ(Q,G) BO<E.hh‘C732TQ‘R 5hh>+BZZa3ak<£hh‘0k2TQ‘R 5hh>

m

where

1 00 1
By = ——— | drr?j J d {
o \/8—7[L realan) | de

w(ryJulr ) virv(r ) (- a_2> |[1-3¢]

4 dryr_ 4
+v(r+)v(r,) 12(1 —x2) }
T
L ! Bu(ryu(ro) v v(r )/, d 2
B, = _\/ﬁ JO drrjo(qr) J] dx[ 1 + dror <r — I)] [3)( — 1] .

What remains to be done are the integrals over d*>a and d3Q. As it has been shown in [123],
the integration over the Euler angles can be done analytically only if a is substituted by a —
T 1(Q') a with T defined by a similarity transformation T(Q/)R(Q)T 1(Q’) = R,(¢) which
transforms the bilinear form a'R(Q)a into the form a'R,(¢p)a, where R, (&) corresponds to a
rotation for an angle of ¢ about the z-axis. Then [ d3a = [da a2 d(cos0q) ddq, where the final
integrals over da and d(cos 84) have to be done numerically. For the Ay and the By terms, the
integration over ¢ is trivial (27r) and we get

] 2
WJ Jdd’az’;q

—am—[h(2)+ 1] Q=0

(Q)NF(Q) NA(Q,z <£hh‘032TQ‘R 5hh>

———[n@-nE] Q=-1,

where I;(z) are the modified Bessel functions of the second kind, z is given by (H.5) and where
only the terms depending on () were considered for reasons of clarity. In the A, and the B,
terms, however, also the azay depend on ¢4 and one first performs this integration using

jd% a:(Q)d(Q) = Cy(Q, ) (H2)

given by the equation group (N.16) of [123]. This yields

i d3QD2 o 1(QNGQ)NR(Q,2) 3 Coul(Q,5) (En | 0T |R(Q)Emn)
2 k

2
[ —2?7[67[11(2)4-12(2)] Q=0,
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Putting all the pieces together, summing over Q with the appropriate Cq coefficients as speci-
fied in (6.15), and dividing out the normalisation overlap N, we obtain the final expression for
the quark contribution to the axial form factor
1 Jdaa?n(a) Agola) [ods (e7/2) [5Ti(2) + () |
3 [ daaznB)(a)jo(}qa) [yds (e =/z) [Ii(z) + ()]
4 [ daa?n@(a) Ag(a) [ ds (e 2/z) Py(s) [1] (z) — L(z) }
? [ daan®(a)jo(3aa) fyds(e2/2) [T1(2) + Ta(2) ]

G\ (q?)

/ (H.3)

where we have identified nV)(a) = nil(a) Nny(a)ng(a) and where

Aqo(a) = (Ao—\/Z_TEBo)—l—%(Az—\/Z_Tth),

Aqla) = —3(A; = V2rB,),
and all remaining integrals have to be performed numerically. To check the static limit of our
results against the results of [123] which were obtained in a completely different way, by eval-

uating the expectation values between rotated and translated hedgehog states in k-space, we
have to use these relations with Ay, A,, By and B, evaluated at q = |q| = 0.

H.3 The meson contribution to the term with j,(qr)

To calculate the contributions of the meson cloud, we have to evaluate the expectation value of
the axial current operator o(x)0"7;(x) — 75;(x )00 (x) between rotated and translated hedgehog
states. Using partial integration it is easy to show that the expectation values of the two terms
of this operator differ only by a sign, so either of them is sufficient to obtain the complete matrix
element. For convenience, we chose the second term, so that

K*Q(0,a) = Jd3rio(qr) (U= @) | AR | G QRQ)Ppy )
— —2jd3rjo(qr) (U= @) |: 1o (r)2*o(r) : | UL @)R(Q) ) -

We insert the plane-wave expansions

Vo(r) = —i ] Jd3k ( ] kj[a(k)eikf—af(k)eikf

(2m)3/2 2wg)1/? ’
1 3 1 ikr } —ikr
molr) = (27r)3/2J Tk Gz | Pelkle™ +bglkle ]

and make use of the fact that a translated and/or rotated hedgehog state is still a hedgehog
state, i. e. for the pion fields
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and analogously for the o-meson fields

)| QORQba) = 220 (k) *““\u Q)

(omlilx) | (k) = (00 [/ LX) e,

where we have used

tolk) = _le\FJdn j1(kr)b(r) = —ikgA(K),

n(k) = \E defzio(kf)ﬁ(f) .

Applying the relation [ dkk; e**"% = +47i?-;j;(krs), the resulting expressions can then be
integrated over dk and dk’. We obtain (note the nfl(a) N, Cf (Q) factor appearing in the expres-

sion instead of the 311% (a) NV; Cf (Q) factor in the quark contribution where two of the quarks were
acting as spectators)

K0, a) =nd(a) N3 () nala) Nx(Q, @) ng(a) KIO(Q, a),

where

3
: 1
iQ 3
K¥(Q,a) = ZJd rio(qr) > kEZ]

F5C(rs) +75C(r )] [RQL?kD(r)+5Qk?+kD(r+)

and where we have used C(r) and D(r) to denote double Fourier-transforms of the meson
tields. From the recurrence relations for the spherical Bessel functions, it is easy to see that
these transforms reduce to the original radial fields, i. e.

7 do(r)

C(r)zjdkk%(kr)n(k)s— ze,

D(r) = Jdkkzn (kr) A \[tb

When individual pieces are decomposed using (6.16) and conveniently regrouped, the angular
integral over the azimuthal angle of a can be performed according to (H.1). Care must be taken
that terms of the form C(r)D(r)r;a; in general neither vanish nor cancel with the terms of the
form C(r)D(r)a;r;. We finally obtain

K3Q(Q, a)=-2 {Co (R3Q (Q) + 5Q3) + Cy Z asdy ('R,kQ(Q) + 6Qk) }
k

with
00 1
com et [ (S )y
e, Cr)D(r) | COIDE)Y 5 nos
C, = EJ; drrojo(qr) J1 dx[ ( o + Z )r (3x~—1)
1/C(r)D(r_) C(ry)D(r) C(ry)D(ry)
+§< rr% ) r:;rir ) 2+2 r+r%r + rax
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H.4 The meson contribution to the term with j,(qr)

We proceed analogously in calculating the j, term of the meson contribution

1Q(0, a) = n3 (@) V2 (Q) na(a) N(Q, a) nola) Y L™O(Q, a),

m

with
L"0(0,a) = -2 [ driaar) - Zcz i V2 m(®)

-[?+mC(r+)+r mC(r )] [Rri kD(r )+5Qk?+kD(T+)] :

After the spherical harmonic Y, is written out explicitly in terms of coordinates in the spher-
ical basis, the resulting expression for L™Q(Q, a) can be integrated over the azimuthal angle of
a using the formula

P N

+ {51]' axa; + 6uaiaj + 5ikaj ap+ 6jlaiak + 5116]' ayx + 5jkaia1] {F(a) — %G(a)] ,
1
Fla) = T[J dxx?(1 = x2) f(r,a,x),
1

G(a) = ?J]]dxﬂ —x2)?f(r,a,x),

1
H(a) = ZTEJ dxx* f(r, a, x)
~1

After some book-keeping algebra, the j, contribution can be brought into the same form as the
jo contribution, but with different coefficients involving integrals of C(r) and D(r). We obtain

39 (Q,a)=-2 [Do (R3Q(Q) + 5Q3) + D> Z asdy (RkQ (Q) + 6Qk) }
k

with
. 1 [ 7. ! C(r+)D(r,) C(r_)D(r )
Do = —EL drrsjo(qr) J] dx ( o Z )r (1—x?)
3 /C(r )D(r,) C(r_)D(r
(e ) rex1 =],
_ 1 OO 2. ! C(H)D(K) C(r_)D(r 2
D, = —EL drr-jo(qr) J] dx ( e -z )r (3x2—1)
1 C(r+)D(r,) C(r_)D(r P
_Z < T4T_ T% ) ¢ 3X _]
9C(r.)D(r_) 1C(r_)D(r)
e e )

As in the quark contribution, the remaining task is to perform the integrals over d*a and
d®>Q. The integration over the Euler angles can be done analytically if a is substituted by



94 H Evaluation of G(g?) in the LSM and the CDM: technical details

a — T7'(Q’')a with T defined by a similarity transformation T(Q")R(Q)T~'(Q’) = R,(d)
which transforms the bilinear form a'R(Q)a into the form a'R,(¢)a, where R, () corresponds
to a rotation for an angle of ¢ about the z-axis. For the Cp and the Dy terms, the integration
over (g is again trivial (271) and we get

1

*l 1
e stg qu)aD%ZQ H(Q)NZ(OQ) NA(Q,2) [ R;(Q) + 83 | o

—T%[h(z)—lg(z)] Q=+1,

ne—: [311(2) 1 4T,(2) + 13(7,)] Q=0.

In the C; and the D; terms, the azdy depend on ¢4 and the integration is again performed
using (H.2) and taking the appropriate spherical components

1 |
Cl(Q,9) =% [Cn(@,9) £iCa(,9)]

Together with Cé}g(O_, s) = C3x(Q), s) this yields

1
4]? Jdm D} . HOQ)NZQ)INA(Q,2) Y CoL(Q,s) ['Rks(()_) + 5k3]
2 2 K
—@e—;[ll(z)—uz)]m—sa Q=+1,
. % 352 (11(2) = I3(2)) + 5L (2) + 8La(2) + 313(z) | Q=0.

Putting all the pieces together, summing over Q with the appropriate Cq coefficients as speci-
fied in (6.15), and dividing out the normalisation overlap N, we obtain the final expression for
the meson contribution to the axial form factor

4 [ daa?n®(a) Apo(a) [ads(e%/2) [11 (z) + Iz(z)]
7 [ daaznB(a)jo(Yqa) [y ds(e2/z) [1(2) + Ta(2) ]

GV (g?) : (H.4)

where
Amo(a) = 6(Co—V2rDp) +2(C, — V21D;),
Amz2(a) = =2 (Cz— \/Z_Tsz) ,

and all remaining integrals have to be performed numerically (note that only Any(a) is needed
to calculate the meson contribution). To check the static limit of our results against the results
of [123], these relations have to be used with Cy, C,, Dy and D, evaluated at q = |q| = 0.
The complete expression for the axial form factor is obtained by adding the quark contribution
(H.3) and the meson contribution (H.4).

H.5 The norm overlap

Apart from a jo factor, the norm overlap N between the translated and rotated hedgehog states
is equal to the one obtained in the static limit [123], i. e.

1 a R
2, (0)jo( L) (e | U@) RO | )

N = Jd3ad3QD 2
)2 2

*
1
2



—Z

= 8 J:O da a?n3(a) na(a) na(a)jo (%) J11 ds —[h(z) + L(z)],

where s is the cosine of the polar angle between a and q, and

2= 2[15(a) + Pa(s) 5 (a) (H.5)

is expressed in terms of the Legendre polynomial P,(s) and

ff(a) = Zﬁjdkkzjl(ka) wr(k)A%(k),

Alk) = \/% defzh(kf)d)(f)-
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ADC, time gate, 28

axial coupling constant, 5, 53

axial current, CBM, 55

axial current, divergence of, 55

axial current, MIT bag, 54

axial form factor, 2

axial form factor, calculation, 53

axial form factor, data, 3

axial form factor, formal definition, 58

axial form factor, from neutrino scattering,
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axial form factor, in LSM and CDM, 60, 62,
63, 88, 127

axial form factor, ‘normalised’, 66

axial form factor, “‘unnormalised’, 63

axial mass, 4

axial mass discrepancy, 4

axial mass, definition, 3, 46, 51

axial mass, extraction, 46, 51

axial radius, definition, 3

axial-vector coupling constant, 53

B

background reduction, 33

bag, 54

bare resonances, 83

beam current, maximum, 17

beam current, measurement, 18, 19
beam energy, final, 17

beam energy, gain per turn, 17
beam monitor, HF, 19
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beam wobbler, 17, 18

bispinor, for valence quarks, 86
Bloch-Nordsieck theorem, 80
boosting, 61

Born approximation, plane-wave, 6
Born terms, 83

Breit frame, hadron, 59

Breit-Wigner parameterisation, 82, 83
Bremsstrahlung, external, 80
Bremsstrahlung, internal, 78

C

centre-of-mass corrections, 54

Cerenkov detectors, 24

chiral bag models, 55

chiral perturbation theory, conventional, 13

chiral perturbation theory, generalised, 13

chiral soliton models, 56

chiral symmetry, 12, 55

‘clam-shell” dipole, 22

cloudy bag model, 55

CMS, of the final hadrons, 9

coherent states, for mesons, 87

coincidence efficiency, 37

coincidence experiments, with electrons, 1

coincidence experiments, with hadrons, 1

coincidence gate, 30

coincidence peak, width, 31

coincidence PLU, 27

coincidence TDC, 29

coincidence time, 29

coincidence time, corrected, 30

coincidence time, raw, 30

confining potential in CDM, quadratic, 66,
85

confining potential in CDM, quartic, 66

correction factor, 40, 77



correction factor, exponentiation, 79, 80
correction factors, averaged, 78
cross-section, differential, 7, 10, 44
cryo-target, 17

current conservation, 49

cut-off energy, 40, 77

CVC hypothesis, 70

D

Dashen-Weinstein theorem, 13

dead time correction, 37

detector efficiencies, 34

Dirac operators, 71

Dirac-Pauli form factors, 69

dispersion, 21

dispersive plane, 21

drift chambers, resolution, 23

drift chambers, trajectory reconstruction, 23
drift chambers, vertex reconstruction, 23
duty factor, 16

E

effective Lagrangian model, 49, 82
efficiencies, VDC, 34

efficiency, Cerenkov detectors, 36
efficiency, coincidence, 37

efficiency, overall VDC, 35

efficiency, scintillator detectors, 36
efficiency, single wire VDC, 34
eigenstates, of linear momentum, 60
eigenstates, of spin and isospin, 57
electro-magnetic current, 69

electronic factors, 8

electronics, individual spectrometer, 25
electronics, 25

energy loss, in acceptance simulation, 43
energy-momentum relation, 61
equivalent photon energy, 10
equivalent radiators, 80

event module, 28

exclusive experiments, 2
exponentiation, of correction factor, 79, 80
external radiators, 80

F

Fermi interaction, 69
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Fermi-Watson theorem, 83

focal plane, 21, 23

forward-peaking approximation, 78
Forster probe, 19

G

gauge invariance, 49

glue-balls, 85

Goldberger-Treiman discrepancy, 12
Goldberger-Treiman relation, 12

H

hadronic probes, 1

hadronic structure functions, 8
hadronic tensor, 6

Hall probe, 22

hedgehog Ansatz, for pions, 87
hedgehog Ansatz, for quarks, 86
HF beam monitor, 19

I

inclined pole faces, 21

inclusive experiments, 2

interrupt, from coincidence PLU, 28
invariant amplitudes, 71

invariant mass, 10

ionisation losses, 81

isobar model, 82

isospin decomposition, 76

K
knock-out, one nucleon, 2
L

Lagrangians, of LSM and CDM, 84
Landau energy straggling, 81

laser monitoring system, 25
leptonic current, 69

leptonic factors, 8

leptonic tensor, 6, 8

liquid hydrogen cryo target, 17
luminosity, 40



M

puBusy module, 28

magnetic field, measurement, 22
magnetic spectrometers, parameters, 20
magnification, 21

MaMi-B accelerator, 16

matrix element, invariant, 7

missing mass, 31

MIT bag model, 54, 58

mixing parameter, 83

model wave-function, of LSM and CDM, 86
most probable energy loss, 78, 81
multipole expansion, 71

muon contamination, 33

muon contamination, simulation of, 38

N

NMR probes, 22
non-relativistic constituent quark model, 54
non-resonant background, 82

P

parallel kinematics, 45
parallel-to-point imaging, 21
PCAC, 82

Peierls-Yoccoz projection, 57, 61
photon, polarisation, 10

photon, degree of polarisation, 10
photon, longitudinal polarisation, 10
photon, transverse polarisation, 10
pion decay, 37

pion decay correction, 37

pion decay length, 38

pion decay time, 38

pion field, Yukawa form, 56

pion form factor, extraction, 46, 51
plane-wave Born approximation, 6
PLU, clear, 27

PLU, coincidence, 27

PLU, programming, 27

PLU, spectrometer, 25

PLU, strobe, 27

point-to-point imaging, 21

pole face curvature, 21

positron background, 33
projection operator, linear momentum, 61
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projection operator, spin-isospin, 57
projection, of linear momentum, 60
projection, Peierls-Yoccoz, 57, 61
proton background, 34
pseudo-scalar coupling, 82
pseudo-vector coupling, 49, 82

Q

quark mass, dynamical generation in CDM,
85

quasi-elastic neutrino scattering, 69

quasi-elastic scattering, 1

R

racetrack microtron, 17
radiation loss corrections, 39
radiation losses, 40, 77

radiation losses, correction of, 40
radiative tails, 40, 77

raw detector data, 25

reaction plane, 7

reaction point, in acceptance simulation, 43
recoil effects, 5, 15

recoil factor, 7

reference trajectory, 21
rescattering effects, 83

resonant amplitudes, 82
retiming, 27

Rosenbluth separation, 45

S

Sachs form factors, 70

scalar confining potential, models with, 54,
58

scattering plane, 7

Schwinger radiation, 78

scintillator detector, layers, 24

scintillator detector, segmentation of, 24

scintillator paddles, 24

sextupole magnet, 21

signal-to-noise ratio, 16

spectrometer imaging modes, 21

spectrometer magnetic field, measurement,
22

spectrometer PLU, signals, 27

spectrometer PLU, 25



spherical aberrations, 21

spurious centre-of-mass motion, 5, 15, 54

static approximation, 59
T

target, cryogenic, 17

TDC, stop for drift chambers, 28
time-of-flight detectors, 24

timing detectors, 24

timing, in a double-arm experiment, 29

trajectory reconstruction, using VDCs, 23

trigger detectors, 24
trigger system, 25
true coincidences, 30

U
unitarisation, 83
Vv

variation after projection, in CDM, 66
variation after projection, in LSM, 63
vector meson exchange, 83

vertex corrections, to the resonance, 83
vertex reconstruction, using VDCs, 23
virtual photon, 6

virtual photon flux, 10

\%

weak form factors, 69
weak hadronic current, 69
wobbler, 17
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