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Abstract

The first excited state of the proton, the Delta, can be reached through a magnetic
dipole spin flip of one of the quarks (M1) or through electric and Coulomb quadrupole
terms (E2 and C2) which indicate a deviation from spherical symmetry. The quark
models using the color hyperfine interaction underestimate the size of the quadrupole
terms by more than an order of magnitude. Models using the pion cloud do a much
better job of describing the data. This is expected due to the spontaneous breaking
of chiral symmetry which leads to a cloud of virtual p wave pions which introduce the
non-spherical amplitudes. The data presented in this work fill gaps in the low (?,
long distance region where the pion cloud is expected to dominate and to produce
significant Q% variation.

The p(€,e'p)m° reaction was measured in the A region at Q> = 0.060 (GeV/c)?,
the lowest Q% to date for pion electroproduction, utilizing out-of-plane magnetic
spectrometers at the Mainz Microtron in Germany. This work reports results for
the dominant transition magnetic dipole amplitude and the quadrupole to dipole
ratios obtained from fitting the new data with models using a three parameter, reso-
nant multipole fit: M7/> = (40.33 + 0.63at rsyst £ 0.61modar) (1073/my+), E2/M1 =
Re(EY? /MP?) = (—2.28 £ 0.2941a1 1syst £ 0.20moaa) %, and C2/M1 = Re (S>> /M%)
= (—4.81 £ 0.27gat1syst £ 0.26moqde1)%. These new results for the transition multi-
poles disagree with predictions of the quark models but are in reasonable agreement
with a chiral extrapolation of lattice QCD, chiral effective field theory and dynamical
model results confirming the dominance and general Q% variation of the long range
pionic contribution. While there is qualitative agreement with the models, there is
no quantitative agreement thus indicating the need for further improvement of the
models.
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“Science is a way of trying not to fool yourself. The first principle is that you must

not fool yourself, and you are the easiest person to fool.”

Richard Feynman
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Chapter 1

Introduction

Non-spherical components in the proton and its first excited state, the A, have been
studied through experiments and theory in recent years [31]. All of the intermedi-
ate energy electromagnetic facilities have used photo- and electropion production to
investigate the A resonance region. There is currently strong experimental evidence
that the nucleon and A contain non-spherical components but neither the magnitude
nor the physical mechanism for this are fully understood.

In the quark model, the deviations from spherical symmetry of the nucleon and A
are caused by the non-central, tensor interaction between quarks [39, 43, 22, 23]. How-
ever, the magnitudes of this effect for the predicted E2 [22] and C2 [23] quadrupole
amplitudes are at least an order of magnitude too small to explain the experimental
results and even the dominant M1 matrix element is ~ 30% low [22].

The quark model predictions are low because they do not respect chiral symmetry
(see Sec. 2.6), whose spontaneous breaking leads to a large pion cloud effect in the
p wave (which is not spherically symmetric), as has been recently discussed [14].
The pion cloud and its non-spherical components are then expected to dominate the
quadrupole (E2 and C2) transition matrix elements in the low Q? (large distance)
domain.

The domination of the pion cloud is demonstrated in the model calculation of Sato
and Lee [67]. There, the pion cloud plays a large role in the size of the E2 and C2

matrix elements. As expected, these matrix elements are particularly strong at low

21
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Figure 1-1: Sato-Lee M., Ei,, Si; [67] vs Q* plot where the pion cloud effect is
visible. The central arrow is where the extensive Q? = 0.127 (GeV/c)? database is
located. The leftmost Q2 arrow is at @? = 0.060 (GeV/c)? and is where the data
for this work were measured. The rightmost arrow is at @* = 0.200 (GeV/c)? which
are data that were taken but are being analyzed by our collaborators. The circle
represents the photon point.

Q? and peak near Q? = 0.15 (GeV/c)? . Figure 1-1 shows the calculation of Sato and
Lee for the magnetic dipole and the two quadrupole terms both with and without the
pion cloud. The pion cloud effect is a maximum in a region where there is a scarcity
of data.

Recent electropion production experiments in the low Q? region have been carried
out at Bates [81, 55, 80, 49, 48, 74] and Mainz [63, 12] and include measurements
of the unpolarized and fifth structure functions. Experiments in the % range from
0.4 to 4.0 (GeV/c)? have been performed at Bonn [40] and JLab [45, 37]. In addi-
tion, measurements of the £2 amplitude from photopion reaction experiments with

polarized photons have been reported [13, 16]. However, there is a gap in the Q2
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Figure 1-2: Plot of existing data versus Q? at W = 1232 MeV for M;, (in units
of 1073/m}), EMR and CMR compared with other data in the low @ range and
representative models. The SAID model is plotted at their fitted resonance position
of W = 1227.3 MeV [3]. The other data are the photon point (O [13], CLAS O
[45], Bates A [74], Elsner [33], M. inclusive ¢ [8], and Pospischil B [63]. Recent
lattice QCD calculations are shown x [2] as well as recent chiral effective field theory
calculations from Pascalutsa and Vanderhaeghen (PV) [60] and Gail and Hemmert
(GH) [38]. The GH prediction for M; f is very close to the MAID2003 results up to
Q* ~ 0.2 (GeV/c)? and so has been suppressed. The HQM [25] and Capstick [22]
quark models have been included to emphasize that those models do not agree with

the data.

coverage between the photon point at > = 0 and the JLab data starting at Q% = 0.4
(GeV/c)? | with the exception of the @* = 0.127 (GeV/c)? data from Bates and
Mainz. It is this experimental gap that is partially filled in by these new measure-
ments. For details, see Figure 1-2 which shows exactly where the data are and also
shows the predictions from several models.

The goal of this experiment is to determine the ? dependence of the multipoles
in the region where the pion cloud is expected to dominate. There is an extensive
database at @Q* = 0.127 (GeV/c)? near where the pion cloud effect is expected to
be a maximum, but there are few data below that point until the photon point.
Furthermore, new chiral perturbation theory (CPT) results are available in this low
Q? region [38, 60] where these calculations should be most accurate. There are also

lattice QCD results available [2] and low @? data provide an excellent test of the
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linear extrapolation to the physical pion mass (see Chap. 2.6).

The deviation from spherical symmetry is measured by examining the electric
and Coulomb quadrupole amplitudes (F2, C2) in the predominantly M1 (magnetic
dipole-quark spin flip) v*N — A (1/2 — 3/2) transition. The E2/M1 and C2/M1
ratios are small (typically ~ -2 to -8% at low Q*) making their measurement difficult.
In addition, the non-resonant (background) and resonant quadrupole amplitudes are
of the same order of magnitude in this region. Therefore, experiments must be de-
signed to separate the resonant and non-resonant components with precision.

An experiment was carried out at the Mainz Microtron to measure the helicity
dependent and independent cross sections at @? = 0.060 (GeV/c)? , the lowest prac-
tical value at the facility. This value of Q? is also the lowest value probed to date in
electroproduction. The cross sections were measured over as wide a kinematic region
as was possible to maximize the sensitivity to the quadrupole terms.

In addition, data were taken at both @* = 0.060 and 0.127 (GeV/c)? in order
to constrain the background amplitudes. A complete experiment with target and
recoil polarization would allow the determination of all of the multipoles. However,
since that would require more time than is practical, models provide the background
amplitudes while the resonant amplitudes are fit to the data. The models derive
their background amplitudes in different ways which leads to differences in the model
predictions. Fortunately, the effect of different backgrounds is fairly small in the reso-
nance region. However at lower W, away from the higher resonances, the backgrounds
become more important.

In summary, these new pion electroproduction data at the lowest Q? to date help
to constrain the model backgrounds and determine the ? dependence of the resonant

multipoles in the region where the pion cloud is expected to dominate.
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Chapter 2

Theory

2.1 Kinematics

The kinematics for the pion electroproduction reaction p(€,e'p)w’ can be described

using six energy-momentum four-vectors:
e Incident electron: k; = (E;, k;)

Scattered electron: k' = (E', k)

Target nucleus: pr = (E7, pr)

Detected proton: p; = (Ey, py)

Undetected pion: p, = (Ey, Py)

Virtual photon: ¢ = (w, §)

Figure 2-1 shows the relations between the four vectors.
In a pion electroproduction coincidence experiment, k;,k',pr, and p; are all known

or measured. Four-momentum conservation leads to the following definitions.

ki — k' = (Ei, k) — (B, F) = ¢ = (w, ] (2.1)
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Figure 2-1: The four-vectors and their relations in the one photon exchange for pion
electroproduction.

The variables w and ¢ are then defined as

w=E-F (2.2)
and
T=k — k. (2.3)
Therefore,
—Q*=g=uw?—-7%<0. (2.4)

At the energies of this experiment, the electrons are ultra-relativistic and so E; =

|/Z,\ and F' ~ \l;’ |. A useful equation for the four-momentum transfer squared is then
2 ! in2 06
Q° = 4F;F’ sin Oh (2.5)

Figure 2-2 shows the electron arm and the relations between the kinematic variables

and the lab angles. In addition, the virtual photon is shown.

Since the initial and final electron four-momenta and the initial and final proton

four-momenta are all known, the undetected pion four-momentum can be derived.
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Figure 2-2: Electron arm kinematics and the virtual photon using the one photon
exchange approximation.

Using four-momentum conservation,

q + Pr = Pr + Dp- (2.6)
Another useful quantity is the center of mass energy W which can be derived from
W? = (q+pr)’ = —Q° + mj + 2wmy, (2.7)
Using Eq. 2.6 again

Pr =4 + P — Dp- (2.8)

Substituting in the values for the energies and momenta and conserving both inde-
pendently gives:
E,=w+my,—E, (2.9)

and

Dr = @ — Dp- (2.10)

The missing mass of the pion can then be calculated using

my = /E2 — .2, (2.11)
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As will be shown in Sec. 2.2, the cross section depends upon certain specific
variables. The scattered electron angle is represented through the W and Q? variables.
The other derived relations up to now have not relied upon angles. Figure 2-3 shows
the various planes and angles required for defining the pion electroproduction reaction.

The electron scattering plane is defined by the incoming and outgoing electron,
l;:'i x k'. Tt is measured from the floor plane by ¢.. ¢. does not play a role in the cross
section physics but is critical for determining where the particles are in the lab frame
and, hence, the detectors. The lab electron scattering angle 6, has been shown before
and is included here for completeness. ¢, is the angle from the initial electron to the
momentum transfer vector ¢. The pion center of mass polar angle 6} is defined from
the ¢ vector. The scattering pion and the ¢ vector define a plane called the reaction
plane, ¢x p; . The pion center of mass azimuthal angle is defined as the angle between
the scattering plane and the reaction plane. The other commonly used angles are the
center of mass angles for the proton 6, and ¢,. Since the proton and pion are both in
the same center of mass frame, the angles are related as 6; = 7 —0; and ¢, = ¢; +7.
The proton angles are only used for comparison with the experiment since the proton
is the particle that is detected. The physics is always defined from the pion angle.

In addition, 6 and ¢} are also commonly written with an explicit reference to the

*

g-vector, 07 and ¢; , as are the proton angles, 6, and ¢, .

2.2 Cross Section Formalism

This section shows the formalism involved for the exclusive pion electroproduction
cross section for the reaction é(e’, N)m or é(e’, 7).

The electron serves as a good probe of nucleons because the quantum electro-
dynamic interaction is very well understood. Since the size of the electromagnetic
coupling constant o = €?/fic ~ 1/137.036 is small, the first order calculation can be
used with a small error. The single photon exchange approximation is used through-
out this thesis along with the plane-wave Born approximation (PWBA). The PWBA

assumes plane wave incoming particles and spherical wave outgoing particles [79].
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g
Floor Plane

Figure 2-3: Various planes and angles required for defining the €(e’, p)7® reaction.
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Since the electron arm is well known, all of the unknown terms are placed in the
hadronic part. Using current conservation and symmetry properties, the contraction
of the electron and nucleon tensors gives a cross section [27, 65]. While in the general
case there are four combinations with and without initial and final polarization leading
to 36 different cross sections, this experiment was performed with polarized initial
electrons only leading to five cross sections. Using the convention of [29], the cross

section can be written as

d570 =T ( dor edaL +v OIT cos oy
dQdEdQ —  \dQ, | dQ, T dQ, e
dorr " dopr .
+ € ol o8 2¢;, + hvpy a0 sin (ﬁwq) (2.12)

where ¢7  is the pion center of mass angle, h is the longitudinal polarization

(helicity) of the electron,

VLT = 26(1 + 6) (213)

and

v = \/2€(1 —¢). (2.14)

Also, € is the transverse polarization of the virtual photon

~1

1+ 272
¢ = (%) (2.15)

Q tan D)

' is the virtual photon flux
!
_ o Bk 1 (2.16)
272 Ez Q2 1—c¢

and k., is the photon-equivalent energy, the laboratory energy necessary for a real

photon to excite a hadronic system with center of mass energy W
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w? — m?

This notation is used on the MAID website [29] but differs from the notation
defined in [30]. The difference is in the longitudinal terms and is due to the use of €

only instead of €.

€, = EG (218)
with
R — M (2.19)
cm T W - :

The extra terms are absorbed by the longitudinal cross sections resulting in a
different definition for them. This difference is mentioned for completeness since all

the cross sections shown in this thesis follow the MAID convention.

2.3 Multipoles

The interaction of interest in this thesis is the virtual photon interacting with the

0. The electromagnetic

proton, exciting the A, which decays into a proton and a 7
current can be expanded into a series of complex multipoles. The conservation of
total angular momentum and parity selects the allowed multipole amplitudes. The
virtual photon initial state carries total angular momentum L made up of its intrinsic

spin 1 and orbital angular momentum [ relative to the proton. The wave-function

can be represented using vector spherical harmonics as [30]

Yiu = Y C(A W|LM)é\Yy, (7). (2.20)

Electric and magnetic multipole transitions correspond to the transverse polariza-
tions A = £1 and the longitudinal or Coulomb transitions correspond to A = 0.

There are two common notations to refer to the multipoles. One focuses on the
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virtual photon and uses EL, ML, and CL to refer to the electric, magnetic and
Coulomb multipoles with L being the angular momentum of the initial photon. The
other notation is in terms of the 7N final state: Ejy, M., L;+ where the F, M and
L are the electric, magnetic and longitudinal multipoles respectively, [ is the orbital
momentum of the pion relative to the nucleon, and + refers to the total angular

momentum J = | +1/2|.

Putting everything together, the conservation of total angular momentum in the

initial and final states gives
IL+1/2|=[1+1/2]=J (2.21)
The conservation of parity formulas depend upon the type of multipole.

Even intrinsic parity CL,EL (—1)Y = (-1)"** (2.22)

Odd intrinsic parity ML  (—1)"*' = (=1)"*! (2.23)

The initial state has the parity of the photon times the parity of the proton (which
is 1 and is suppressed in the above formulas). The final state has the parity of the
pion, -1, and the parity of the orbital momentum of the pion in the 7N center of
mass, (—1)! [48, 30]. A useful example of this multipole notation is the v*N — A

transition which is shown in the next section.

Multipoles can also be expressed in several different bases depending upon the
physics of interest. In this thesis, multipoles will commonly be expressed in the

charge channel basis or isospin basis. Both bases are related algebraically as [29, 30]
A _ A1/2 2A3/2
m0p — Hp + g

Apin =V?2 (A;,/Z — %A?’/Q) . (2.24)

Multipoles are then summed together using Legendre polynomials (P,) and their
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derivatives (P/, P/") into CGLNF's which are defined as

o= Z{(lMl++El+)P,l+1

>0
+[(+1)M_+E_]P'1} ,

Fy = > [(l+1) My +IM_] P,
>1

Fy = Z[(EH — M) P"1y,

>1
+(E-+ M,_)P" 4],

Fy = Z (M, — Eiy — M;_ — E,_) P"y

1>2

Fs = Z [(l + 1) LH_PIH_l - lLl—P,l—l] ,
1>0

Fe = Z [(Li- — (I + 1) Loy ] P
>1

The response functions are then formed from the CGLNFs as [30]

Rr

R

Rpr
R

R+ |BP + 5 sin? 0 + |FiP)

R{2cos OF; Fy — sin® O(F} Fy + Fy F3 + cos OF5 Fy)}
|F5|? + | Fs|> 4 2 cos OR{ F; Fy}

sin? 9(%(\&\2 + | Fy|?)|R{F} Fy + Fy F3 + cos OF5 F, })

—sin OR{(Fy + F} + cos OF})Fs + (F} + F; + cos 0F;) Fs}

—sin 0{(Fy + F5 + cosOF; ) F5 + (Fy + F} + cos 0F5 ) Fg}.

These response functions are related to the cross sections in Eq. 2.12 by

dO'i
aQ,
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(2.26)

(2.27)

(2.28)
(2.29)

(2.30)

(2.37)



and

dO’ = x 2
dQﬂ = |i}y| (RT + eRy, (%) + vrr R cos Qb;q (%) +

GRTT COS 2¢:rq + h’ULTIRLTI sin ¢:rq ( Q ) ) (238)

wcm

where
o _r do
A0 dEdQ A,

(2.39)

and k., is the photon equivalent energy defined earlier and |§ *| is the pion momentum
in the center of mass. The other terms are all defined in Sec. 2.2. As is shown in Eq.
2.38, Ry, requires an additional factor of Q?/w?,, while R;r and Rz both need a
factor of Q) /wen, [29] to account for the change in notation between [30] and [29]. The
€7, term is no longer used so the factor to convert from € to ¢, had to be absorbed by
the cross sections. The relation between the multipoles and the cross sections will be

important when fitting the data in Sec. 7.1.

2.4 The A Resonance

The A is the first excited state of the proton. In this thesis, the A actually refers to
the A* since in the reaction v*+p — A — p+7° the A must carry a positive charge
for charge conservation.

The A has total spin J = 3/2 and positive parity [32]. Therefore from Eq. 2.21,
L=1or2and!=1or2. =1 from the requirement for positive parity from (—1)
times the intrinsic parity of the pion -1. For C and E, L = 2 to conserve parity and
for M, L =1 to conserve parity (see Eqs. 2.22 and 2.23). Therefore, the multipoles
allowed for the v* + p — A transition are: M1, E2, and C2, or, in 7N final state
multipoles: My, Ey,, L1, [48, 30].

The M;, multipole arises from a magnetic spin flip of one of the quarks in the
proton [14]. The E;, and L, terms are identified as quadrupole terms and indicate

deviations from spherical symmetry. From the analysis above, these terms involve
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the quarks going to a higher orbital momentum state. Since the proton is a spin 1/2
object, no quadrupole moment can be measured. However, the A is a spin 3/2 object
so the v*N — A reaction can be studied for quadrupole effects [14].

A fourth type of 7N multipole is commonly used and that is the scalar multipole

S. Scalar multipoles are related to longitudinal multipoles by

wcmSH: = ‘icm'Li (240)

|g.m| can be calculated using Eq. 2.19 and a variation of Eq. 2.4

¢ =wl, — o (2.41)

to give

|Gem| = VWi, — ¢* = VW2, + Q% (2.42)

Now that the multipoles are defined, their ratios can be defined. It is common to
cite the electric to magnetic ratio (EMR) or the Coulomb to magnetic ratio (CMR).
More formally, they are defined as

B2 R(Ef, M)
M1 M f?

EMR = (2.43)

and

C2 §R(Sf+*Ml+)
MR = = . 2.44
MR =70 M2 (244)

Near resonance, where the real part of the multipoles goes to zero, the EMR and

CMR simplify to

EMR = S(Ew4)/S(Mi4) (2.45)

and

CMR = (51, /S(My,). (2.46)
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The EMR and CMR provide a concise summary of deviations from spherical
symmetry. If they are non-zero, they indicate the presence of quadrupole terms.
However, since they are ratios of multipoles, they are not observables. The EMR
and CMR must be extracted from cross sections. One method for the extraction is

described in Sec. 7.1.

2.5 Scattering formalism

2.5.1 The S matrix

Before discussing the details behind the various models, a quick overview of the
scattering formalism is needed. The scattering matrix S, takes incident waves of the

form

—ik;r

Yin = (4v;)"V2E— (2.47)
r
and converts them to the outgoing wave [34]
Syt =" Sy, (2.48)
J

The columns and rows indicate the various initial and final states that are con-
nected by the matrix. A zero in a particular place indicates no connection between
the channels. Since the flux in must equal the flux out, the S matrix is unitary

S5* = 1. (2.49)

If the interactions are also invariant with respect to the direction in time, the S

matrix is also symmetric. Combining both requirements gives
SS*=1. (2.50)
The S matrix gives a cross section
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do . . 1
m(l —Jj) = W|Sz{j|2 (2.51)

where S}; is summed over all intermediate states properly accounting for angular
momentum.
From the S matrix, a transition probability operator can be defined [20]
1

T=(S-1). (2.52)

This operator will be used as the starting point for the model described in Sec.

2.7.1.

2.5.2 The Fermi-Watson Theorem

The v*p — A — 7% transition can be connected to mN scattering through the
Fermi-Watson theorem. The Fermi-Watson theorem shows the relationship between
the phases for v/NV and 7N reactions. Below the two pion threshold, the S matrix,
which connects the incoming and outgoing channels (see Sec. 2.5.1), for the 7N

%% for each partial wave. Next, the partial wave S matrix for

system has the form e
the coupled channels 7N — 7N, YN — vN and 7N <> 7N is used. The form for
the 7N channel S matrix element becomes 7,e%*% where 7, < 1 and is a function
of energy. Next, the S matrix is completely determined by applying the condition of

unitarity, St = S~!. The S matrix is then

Mo 7;\/ 1- ﬁiei‘sa
im&‘su e

The upper left is the Compton scattering channel, the lower right is the 7N

Se = (2.53)

channel and the two off-diagonal terms are the YN — 7N and its inverse. The end
result is that the phase of the YN — 7N reaction is the same as that of the 7V
channel within the limits of the theorem, namely below the two pion threshold. This
derivation follows that of [76].

The phase shifts in 7V scattering are connected with the cross sections. A reso-
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nance occurs when the phase shift is at 90 degrees. This also means that the multipole
is purely imaginary. So, near resonance, the terms which are real or interfere with

the real parts are very small [48].

2.6 Chiral Perturbation Theory

As mentioned in Sec. 2.4, quadrupole terms are allowed in the v*N — A transition,
in addition to the magnetic dipole term. The presence of these quadrupole terms
indicates a deviation from spherical symmetry. The quark models using the color
hyperfine interaction underestimate the size of the quadrupole terms by an order of
magnitude [14]. Models using the pion cloud do a much better job of recreating the
data. This is expected due to the spontaneous breaking of chiral symmetry which
leads to a cloud of virtual p wave pions.

In the limit that the light quark masses go to zero, the QCD Lagrangian exhibits
chiral symmetry. That this symmetry is spontaneously broken is verified by the
absence of parity doubling of all hadronic states. Goldstone’s theorem states that
if a continuous symmetry of the Lagrangian is broken, a zero mass, pseudoscalar,
spinless boson appears. For chiral symmetry breaking, this boson is the pion. It is no
longer massless because the light quarks have a small but non-zero mass. A Goldstone
boson couples to a nucleon by go - 7 where g is the 7 — N coupling constant (from the
Goldberger-Trieman relation), o is the nucleon spin, and p'is the pion momentum.
The coupling is strong in the p wave and mixes in non-zero angular momentum
components. It is this p wave interaction that mixes in the quadrupole terms leading
to a deviation from spherical symmetry.

The Goldberger-Trieman relation connects the ratio of the axial and vector cou-
pling constants g4 (which can be found through nuclear 8 decay), the mass of the

nucleon My, the pion decay constant F; and the m— N coupling constant g,y [20, 83]:

g4 = F7rg7rN
\/EMNCZ.

As will be shown, the dynamic models incorporate the pion cloud into the model

(2.54)
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but also use other assumptions as to the shape. There are some recent calculations,
though, that use the chiral symmetric Lagrangian directly to get results with a per-
turbative method.

One such calculation is that of Pascalutsa and Vanderhaeghen (PV) [60, 61] which
starts with the relativistic chiral Lagrangian of pion and nucleon fields and then uses
effective field theory (EFT).

Effective field theory assumes that light particles are degrees of freedom and heavy
particles are static. It then creates a Lagrangian which has the dynamics of the light
particles but also has all the underlying symmetries of QCD [76].

The next step is to determine the terms in the expansion that will play the largest
roles. Pascalutsa and Vanderhaeghen have developed a new power counting method
for the pion electroproduction amplitude. In this method, the excitation energy of
the A (Ma — M ~ 0.3 GeV) is a light scale with A ~ 1 GeV being heavy so an
expansion parameter 6 = A/A can be used. The other light scale is the pion mass
which can be used as m, /A ~ 2. This §? term is what makes this method different
from previous methods which assumed the A and m, were similar sizes.

After carrying out the effective field theory calculation with the diagrams of the
proper orders, form factors and cross sections can be calculated. One benefit to
the chiral perturbation theory (CPT) method is the small number of free parameters.
There are only three low energy constants that need to be fit to give a good description
of the data. Compare this to the Sato-Lee dynamical model which requires seven
parameters or the SAID model which requires 148 (see Sec. 2.7.2 and 2.7.4). In
addition, Pascalutsa and Vanderhaeghen can estimate the errors by looking at the
expected size of the next-to-next-to leading order terms, those of order §2, m,/A or
Q?/A?. Pascalutsa and Vanderhaeghen’s predictions compared with existing data at
Q? = 0.127 are shown in Fig. 2-4.

Pascalutsa and Vanderhaeghen have also expanded their calculation to examine
the validity of the linear extrapolation to the physical pion mass that is currently
used by lattice QCD calculations. Lattice QCD approaches the problem of using the

QCD Lagrangian from a different direction. Rather than formulating it in a way
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Figure 2-4: Pascalutsa and Vanderhaeghen CPT results for v*p — 7% at W=1232
MeV, Q% = 0.127 (GeV/c)? . Data are from Bates [55, 74, 49]. Figure from [60].

which can be solved perturbatively, lattice QCD calculates the solution to the QCD
Lagrangian on a grid or lattice. Better results are obtained with higher density and
larger lattices but that is computationally expensive. In addition, for full QCD, the
computation time goes with the quark mass m, as 1/m? where p ~ 2—3 [76]. Recent,
calculations indicate that p could be as high as 4.5 [58]. Compromises must be made
and typically, lattice QCD calculations are performed with quark masses larger than
the physical quark mass since the calculations converge more rapidly. The mass of the
pion, mg, is proportional to ,/mg so larger quark masses lead to larger pion masses
as well. Then the lattice results must be extrapolated to the actual mass [76]. The

lattice calculations from [2] use a simple linear extrapolation in m?.

Figure 2-5 shows the results of the Pascalutsa and Vanderhaeghen extrapolation
of the lattice QCD data. It turns out that the linear extrapolation is not far off for the
EMR but is totally out of agreement for the CMR. This clearly shows the importance

of the pion cloud and accounting for it properly.

Another limitation of this order of chiral perturbation theory is that it is confined

to the region Q? < 0.25 (GeV/c)? . Since the large scale size is typically 1 GeV
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Figure 2-5: Pascalutsa and Vanderhaeghen calculation of the m, dependence of the
EMR and CMR. The solid black diamonds are the lattice calculation [2]. The circle
is from MAMI [63] and the squares are from Bates [55, 74]. The figure is from [60].

(~ 47 f,), terms that are 25% of the scale start to be too large for the approximations.
Higher order terms are then needed. As mentioned earlier, this is included in the error
estimates and those predictions versus Q% are plotted along with the new data from

this experiment in Sec. 7.1.

Another chiral perturbation theory calculation has been performed by Gail and
Hemmert (GH) [38]. They begin by parameterizing the v*N — A matrix element
using three form factors which are analogous to the Dirac and Pauli form factors.
Gail and Hemmert utilized the small scale expansion where the nucleon-Delta mass
splitting, A, is considered small and on the same order as the momentum transfer
and the pion mass. The mass splitting was added in front of one of the form factors
to get consistency between the transition amplitudes and the transition current. Gail
and Hemmert then found the relations between the form factors they used and the
standard form factors involving multipoles. From there, the relation to the EMR and

CMR is simple.

The Gail and Hemmert chiral perturbation results also have some fit parameters.

41



Three parameters are used to fit the experimental results. They started with a two
parameter fit which does not do as well when compared to data above Q? = 0.05
(GeV/c)? . They then added a third parameter which increased the radius of one of
their form factors. This term actually arises from a higher order in the calculation.
It plays a role because the EMR is so sensitive to small changes in that form factor.

For both fits, the magnetic dipole and EMR data at Q* = 0 (GeV/c)? were used.
However, the EMR and CMR at finite Q? are actually predictions of the model and
have not been fit. The CMR happens to be the ratio that has more sensitivity in the
Q? range of this experiment.

The Gail and Hemmert approach begins to have problems at Q? = 0.30 (GeV/c)? where
other neglected terms start to play a role. As a check, they note that the form factors
of the nucleon agree with dispersion-theoretical results up to @* = 0.30 (GeV/c)? . In
the predictions provided by Gail and Hemmert and shown in Sec. 7.1, the predictions
stop at @* = 0.20 (GeV/c)? making sure to avoid the region where the errors start
to get much bigger.

2.7 Models

Since QCD is difficult to solve in the low energy region, various models are used to
predict the cross section. Some are phenomenological and others attempt to use per-
turbative forms of QCD. The differences between the models and their predictions are
important for interpreting the results of experiments. Several models are commonly

compared with the data and those models are described below.

2.7.1 Mainz Unitary Model 2003

The T matrix from Sec. 2.5.1 is the starting point for the MAID model. Below the
two pion threshold, there are only ys and 7s giving the options of 7', T, and T,
as the components of the matrix. The T, term can be calculated or acquired from

an empirical analysis using
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2800 __ 1
1o = WT (2.55)

Below the 2 pion threshold, 7, (the inelasticity) is near 1 so

1o~ sind,e %, (2.56)

In MAID, the 7N phase shifts J, come from the SAID analysis [4]. To find T,

the model has an ansatz that separates the resonance from the background terms as

Ty = TH+T (2.57)

Typ = Kyp(l+ i) + Y D2 (2.58)
where the K matrix has been used. The K matrix is related to the 7" matrix as

T-'=K"'—i. (2.59)
The K matrix approximation allows the following:

KY ~ V. (2.60)

The partial wave scattering amplitude 777 is found using the ansatz that the

resonance takes a Breit-Wigner shape that goes as

(L n—a (W, Q)] 2[Casen (W)

TS ~ 2.61
m Ma — W —iTA(W)/2 ( )
The partial wave is given by
a __ ,bg,a TeY res,a
te = v (1 +atg,) + 050 (2.62)

Again, below the two pion threshold, the approximation can be made that
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1+ it® ~ cosd,e’. (2.63)

Furthermore, the assumption is made that

1o ~ sin 5aee. (2.64)

This shows one of the central differences in the MAID model: the background
phases are the same as for the resonant phases. In addition, the background and

resonance terms are unitarized separately using the form
12, =12 (Background) (1 + it%y) + 2, (Resonance)e’™” (2.65)

where U® is introduced for unitarization. It can be adjusted to ensure that the overall
phase shift of the multipole is the same as the 7N phase shift §, [78].

The background terms in MAID are primarily the Born terms, shown in Fig. 2-
6, and the w and p exchange terms shown in Fig. 2-7. Using those diagrams, the
field theory Lagrangians can be written out and the cross sections found. The vector
meson coupling constants are found by fitting non-resonant s and p wave multipoles
over a wide energy range.

The diagrams labeled a, b, ¢ in Fig. 2-6 have can be calculated with pseudoscalar
or pseudovector coupling while d occurs only for pseudovector coupling. This behavior
is added to the model by mixing the two couplings. In the MAID model, this mixing

takes the form

Tmia: — LTPV + qigTPS (2 66)
TR Mg |

where gy is the pion momentum and A, = 450 MeV is a parameter used to fit the
data. The mixture is pure pseudovector at threshold and pure pseudoscalar at high
pion momentum.

With the background terms fixed, the only remaining part is the resonance. As

mentioned above, the resonance assumes a Breit-Wigner shape. More specifically, the
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Figure 2-6: Born terms used in the MAID model.

Figure 2-7: Meson exchange terms used in the MAID model.
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resonant multipoles Eff, Mf f and Si”f take the form

FtotWRew
W2 — W2 — iWglyo

A (W, Q%) = A2 (Q*) fon (W) fan(W)C,N. (2.67)

In addition to the Breit-Wigner form, there are several other factors which are
defined in [28]. However, the term A;. has been updated since the original paper to

improve the Q? evolution of the resonance. The form is now

— 1+ aQ?*
A =420

for each helicity amplitude A;/5(Q?), A3/2(Q?), S1/2(Q?). The parameters «, 8

(2.68)

and A(0) are all fit to a world database for each helicity amplitude.

To summarize, the MAID model is a unitarized model where the background and
resonance are unitarized separately. The background comes from a combination of
Born terms and vector meson exchange and fits to data. The resonance multipoles
utilize phases from 7N scattering and have Breit-Wigner forms. MAID also includes

effects from higher resonances up to W=2 GeV. [28, 77]

2.7.2 Sato-Lee

The Sato-Lee model is a type of dynamical model which uses effective field theory
along with meson exchange to build a model with only several fitted parameters.
It explicitly includes the effect of a cloud of virtual pions around the nucleon and
A and calculates the effect dynamically. The model begins with a Lagrangian for
m — N scattering using N, A, 7 and p fields. The Lagrangian is then converted into
a Hamiltonian and a method of unitary transformation is applied. The end result of
the unitary transformation is an effective Hamiltonian from which a 7" matrix can be
calculated. The effective Hamiltonian created by the unitary transformation used for
the Sato-Lee model is energy independent and hermitian. Therefore, the unitarity of

the calculated reaction amplitudes is satisfied.
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To extend the Lagrangian for pion photoproduction, the w and ~ fields have to
be added. With the full effective Hamiltonian, the 7N scattering phase shifts are fit
with seven parameters to construct the hadronic part of the Hamiltonian. So that
there is a consistent description of 7N scattering and the yN — w N transition, parts
of the yIN — m N transition operator are then fixed.

With the hadronic part of the effective Hamiltonian fixed, the pion photoproduc-
tion part only has three parameters. The parameters are the form factors associated
with the M1 and E2 transitions and the w/ NN coupling constant. The y7 element

in the T matrix is written as

FA—nrNF N—A
T .(E)=t,.(E i 2.69

where t,, is the non-resonant amplitude, ¥4 (E) is the A self energy, and

f'yN—>A = F7N—>A + FwN—)AGwN(E)UWT- (270)

One of the differences between the Sato-Lee model and a more phenomenological
model like MAID is in the calculation of T',x_,A. Figure 2-8 shows the diagrams that
are included in the term. In addition to the quark model prediction, there are the
pion loop corrections which are responsible for the pion cloud effect.

In the phenomenological models, these pion loops are approximated through the
first order K matrix approximation. In the Sato-Lee model, they are calculated.

Finally, to reach the predictions for pion electroproduction, the procedure is ex-
tended to virtual photons. Once they are included, the multipoles for pion electro-

production can be calculated and from those, the cross sections. [67]

2.7.3 Dubna-Mainz-Taipei

The Dubna-Mainz-Taipei (DMT) dynamic model is more of a hybrid between the
phenomenology of the MAID model and the dynamics of the Sato-Lee model. The
background of the DMT model starts with the MAID background but then adds an

integral over the pion loop diagrams which is not present in full form in MAID. As
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Figure 2-8: Pion loop diagrams included in the Sato-Lee model. The top diagram is
the quark model prediction and the rest are the pion cloud effect.

mentioned above, MAID uses the K matrix approximation which partially includes
the pion loops. The authors of DMT use their model to conclude that the bare (no
pion cloud) A is almost spherical while the dressed A is oblate. This indicates that
almost all of the deformation of the A comes from the pion cloud [47, 84]. The DMT
model is also able to describe existing data for lab photon energies from threshold

(W =~ 1080 MeV) up to 1 GeV (W =~ 1660 MeV).

2.7.4 SAID

The SAID analysis is a partial wave analysis which uses fits to data extensively.
The idea is to use an energy dependent parametrization of the magnetic and electric
multipoles and fit the 7N scattering data and then extend it to other channels. The
multipoles up to L = 4 were fit using a Breit-Wigner form which has been carefully
crafted to obey the Fermi-Watson theorem (see Sec. 2.4).

In the SAID model, the first pass of the fit identifies the multipoles which con-
tribute to the cross section. The second pass fits only the multipoles identified in the
first pass. The results are energy dependent but single energy solutions are found by

looking at sub-sets of the data.
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The background terms are parametrized as cos(6)e? times a complex constant
where § is the mN phase. This is similar to the MAID background. In addition,
SAID allows another overall phase of a form which preserves unitarity [4, 6, 5].

Many ansétzen are used for the form of energy dependent widths of resonances,
the shape of the resonances and the background. However, they are justified by the
way the SAID analysis fits the various data sets reasonably well. The SM02 solution
has a raw x?/dof of 3.8 in the 7% channel [4]. After introducing a normalization
term which takes into account systematic error in the data, the x?/dof drops to 2.3.
Considering that there are over 8000 data points with 148 parameters, the fit seems

reasonable.
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Chapter 3

Experimental Setup

This chapter provides an overview of the Al experimental setup at the Institute for
Nuclear Physics at the University of Mainz, Germany. It starts with a description
of the beam and the hydrogen target and moves on to the spectrometers and their
detector packages. It ends with a description of the electronics. Even more detail

about the spectrometers and detectors can be found in [17].

3.1 Electron Beam

3.1.1 Mainz Microtron

The accelerator at the Institute for Nuclear Physics consists of three racetrack mi-
crotron stages. One stage is shown in Fig. 3-1. Electrons from a strained Gallium-
Arsenide source are sent into the Microtron where the accelerating section is used
many times. The orbit of the electron increases until it is extracted. The electrons
exit the second stage with an energy of 180.02 MeV. The third and final stage in-
creases the electron energy by 7.504 MeV per turn up to a maximum of 90 turns or

855.10 MeV. The electron’s final energy can be written as [71]:

Eheam(n) = (180.02 + 7.504n — 3.5 - 107512 4 0.16)MeV (3.1)

where n is the number of turns. The Mainz Microtron (MAMI) can deliver up to
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Figure 3-1: Schematic view of one of the three racetrack microtron stages of the
Mainz Microtron. Figure from [18]

80uA of current with approximately 75% polarized beam.

An overview of the MAMI accelerator can be see in Fig. 3-2. The spectrometers

used in this experiment were located in the Al experimental hall.

3.1.2 Polarized beam

Electrons from a strained Gallium-Arsenide source are used in the MAMI beam. The
polarization is mostly preserved through the acceleration process but must be mea-
sured in the experimental hall. The A1 Hall contains a Moller polarimeter specifically
for this purpose [11]. The polarimeter is located 15 meters upstream of the cryotarget
[12]. The measurement required a special magnetically polarized, iron film target to
be placed in the beam. As a result, the polarization measurement is destructive and
cannot be run during pion production runs. The Moller polarimeter measurements
were made about every twelve hours and each time two 300 second Moller runs were
taken and the results averaged. The typical Moller run gave a polarization of about

75% £ 1.2%g1ar £ 1.2%5ys. The polarization was seen to be stable over time.
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Figure 3-2: Overview of the Mainz facility showing the MAMI accelerator and the
experimental halls. The A1 Hall with the three spectrometers is on the lower right.
Figure from [82].
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Figure 3-3: Example of the typical centered, rastered beam on the BeO target. This
setting was used during the October 2003 runtime.

3.1.3 Beam position

The MAMI beam is typically kept centered on the target and rastered to minimize
local heating in the cryo target (see Sec. 3.2). To monitor the beam position, the
cryotarget was moved out and a BeO target grid was moved in. A camera allowed
for direct monitoring of the beam position. Since this is a destructive measurement
like the beam polarization measurement, the beam position was checked several times
per day typically before and after a production run. An example of the centered and

rastered beam is shown in Fig. 3-3.

However, because of the various out-of-plane settings in the April 2003 runtime,
there was concern that with a centered beam, the outgoing protons would hit parts
of the target assembly on the way to Spectrometer B. So, the beam was moved down
and to the right to avoid those interactions. In addition, the beam rasterization was
decreased in the y direction to further guard against the unwanted collisions. An
example of the typical April runtime beam is in Fig. 3-4. Since the October runtime

did not have any out-of-plane settings, the centered beam was used.

A final issue with the beam position is stability over time. The beam typically
drifted less than 1 mm. Some testing by changing the beam position in software

indicates that this has an effect on the cross section that is less than 1%.
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Figure 3-4: Example of the typical off-center, rastered beam on the BeO target. This
setting was used during the April 2003 runtime.

3.1.4 Current monitoring

The beam current, and so the total charge, is constantly monitored using a Forster
probe. The electron beam is surrounded by two toroidal coils which make up the
probe. The electron beam’s magnetic field induces a current in the coils which is
proportional to the beam current. For currents above 10 pA, the uncertainty on the
measurement is 0.3 pA [71]. However, the probe is located in the accelerating section
of the third microtron. As a result, the total current from the electrons from all the
recirculations is measured. Therefore, the uncertainty of the probe is 0.3A /n, where
n is the number of electron beam recirculations. For the lowest beam energy used
and for low beam currents, then this uncertainty can become a 0.5% effect. However,
for production runs the error from the current measurement is typically less than
0.1%. When combined with the other luminosity errors (see Chaps. 5.3.4 and 5.5),

the current/charge error is insignificant.

The Forster probe has two scale settings, rough and fine, with rough for larger
currents (> 1pA) and fine for smaller currents. The fine scale is 100 times the rough
scale and was used for most elastic normalization runs since the beam current was

low.
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3.2 Hydrogen target and beam rasterization

The ideal target for the p(€, e'p)7? reaction is liquid hydrogen since it is dense and pure
protons. The hydrogen must be cooled and circulated rapidly to provide a constant,
stable luminosity. The circulation prevents local heating from occurring which would
lead to lower density regions of the target and even gas bubbles forming.

A Philips-Sterling cooling machine with a cooling power of 75 W was used to cool
and liquify the hydrogen. The target was maintained at a temperature of about 20
K and a pressure of about 2 bars. Readings from temperature and pressure sensors
around the target were fed into the data stream. The target density is then calculated
and used to find the luminosity.

The target itself consists of 10 um thick Havar which was 4.95 cm long, 1.15 ¢cm
wide and 1 cm high with rounded endcaps. See Fig. 3-6 for a schematic view.

In addition to rotors around the target to ensure adequate flow of hydrogen,
the electron beam is rasterized or wobbled to prevent any particular area of the
target from overheating. The electron beam is deflected transversely with respect to
the beam axis and the wobbler position is logged in the data stream. This allows
for accurate energy loss calculations in the analysis stage. Examples of the beam

rasterization are in Figs. 3-3 and 3-4.

3.3 Spectrometers

The p(€, €'p)m® measurements were performed using the A1 magnetic spectrometers
at the Mainz Microtron facility. There are three spectrometers in the hall which
are labeled A, B, and C. For most setups, electrons were detected in Spectrometer
A which uses two pairs of vertical drift chambers for track reconstruction and two
layers of scintillator detectors for timing information and particle identification. The
protons were detected in Spectrometer B which has a detector package similar to
Spectrometer A. Spectrometer B also has the ability to measure at up to 10° out-of-

plane in the lab. This corresponds to a significantly larger value in the center of mass
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Figure 3-5: The hydrogen cryo-target used in this experiment. The + sign in the
figure indicates where the center of the beam hits the target. Figure from [71].
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Figure 3-6: A schematic view of the cryo target seen from above and from the side.

The shaded region represents the region swept by the beam wobbler. Figure from
[71].
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Spectrometer A B
Magnets QSDD Daam
Maximum momentum [MeV] 735 870
Solid angle [msr] 28 5.6

Angular range °] 18(23.96)-160 | 7(15.11)-62

Momentum acceptance  [%] 20 15
Horizontal acceptance [mrad] +100 +20
Vertical acceptance  [mrad] +70 +70
Momentum resolution 1074 1074
Angular res. at target [mrad] <3 <3
Position res. at target  [mm] 3-5 <1

Table 3.1: Ranges, limits, and resolutions for the Al spectrometers from [17]. The
design angles were not reachable with the current setup. Angles in parentheses are
the actual minimum angles.

frame. Spectrometer C is similar to Spectrometer A (scaled down by 11/14) and was
used as a luminosity monitor during the April 2003 runtime. Table 3.1 contains an
overview of the properties of the spectrometers.

For this experiment, it is not enough to merely know that an electron or proton
went into the spectrometer. By using certain arrangements of magnets and detectors,
the specific path of the particle can be reconstructed. This then gives much more
detail about the event and allows the cross section to be measured as a function of
several variables. The following sections contain more details about the spectrometer

magnets and detectors.

3.3.1 Collimators

So as to define the size of the acceptance more precisely, collimators are used at the
entrance of the spectrometers. Table 3.1 listed the maximum acceptance of the spec-
trometers but they can be made smaller. The maximum acceptance for Spectrometer
A is 28 msr. For this experiment, the 21 msr collimator was used. The default ac-
ceptance for Spectrometer B of 5.6 msr was used. Special sieve slit collimators with
many precisely located holes were used to check the optics of the magnets and to fine

tune the offsets in the reconstruction matrix.
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3.3.2 Magnets

In all three of the A1 spectrometers, charged particles are deflected by a dipole mag-
net. The plane in which the particles are bent is known as the dispersive plane. By
placing various other magnets in the spectrometers, the size of the acceptance and the
resolution can be changed. For Spectrometer A, the goal was large acceptance. For
that reason, the first magnet is a quadrupole. The quadrupole was set to defocus in
the dispersive plane and focus in the non-dispersive plane. By doing so, the transverse
angular acceptance is increased. However, this also increases the angular divergence
of the particles leaving the second dipole. This then leads to the requirement of large

tracking and time-of-flight detectors.

The next magnet in Spectrometer A is a sextupole magnet whose purpose is to
fine tune the trajectories and cancel some higher order effects of the dipoles. The two
dipole magnets then bend the particles primarily depending upon their momentum.
The particles then exit the spectrometer and their position and angle are measured
by the detector package (see Sec. 3.3.3). Spectrometer A operates in point-to-point
imaging mode in the dispersive plane. This means that events at a particular point
in the target plane are projected to a specific point in the focal plane. In line-to-point
mode, all of the target plane events which share a certain value (i.e. momentum) are
mapped to the same point in the focal plane. Spectrometer A operates in parallel-to-
point mode in the non-dispersive plane. The large angular range of Spectrometer A

does mean that the vertex resolution is not as good as it could be.

Spectrometer B compensates for the lower vertex resolution of A by using a single
dipole magnet. This means that Spectrometer B uses point-to-point imaging in both

planes leading to higher vertex resolution but a smaller acceptance.

The central momentum in each spectrometer is determined by setting the central
magnetic field of each spectrometer. Hall probes are located inside of each spectrom-
eter and are used for finding the rough field. The magnets are typically cycled up
to saturation and back down to the desired setting. Once the Hall probes indicate

that the magnetic field is close to the desired strength, a nuclear magnetic resonance
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Figure 3-7: The central optics for Spectrometer A (left) and Spectrometer B (right).
Figures from [24].

(NMR) reading is taken. Four NMR probes are inside of each of the spectrometers,
each one covering a different range of magnetic field strengths. While the Hall probe
is rather rough, the error in the NMR field measurements is smaller than the energy
spread of the electron beam [71, 42]. The exact central momentum derived from the

NMR is then fed into the data analysis and simulation software.

3.3.3 Detectors

After the charged particle exits the spectrometer magnets, its angle and position must
be measured. This is accomplished with two pairs of vertical drift chambers which
provide two points in space. After the drift chambers is a layer of scintillators which
signal that a particle went through the spectrometer. Finally, there is a Cherenkov
detector which separates the electrons and pions. The detectors can be seen in Fig.

3-8. More details about each of these detectors follow and can also be found in [17].

61

6330 mm



| Cerenkov Detector |

VUV Mirror

Cerenkov
(CF,Cl), —
Radiator
1m
Scintillation
Trigger
Detectors VDC3, VDC4
AE, Focalplane
AR, Track Detector
VDC1, VDCR

Figure 3-8: Drawing of the Spectrometer A detector systems from [35].

62



Vertical Drift Chambers

The detectors which give particle track information are vertical drift chambers (VDCs).
These consist of 15 ym diameter signal and 50 ym diameter potential wires equally
spaced between two high voltage cathodes in a gas filled volume. The signal and po-
tential wires are connected to ground and the cathodes are at high negative voltage.

The gas is a mixture of 80% ethane and 20% argon.

The VDCs are set at about 45° with respect to horizontal. As a charged particle
traverses the chamber, the gas inside is ionized and electrons are freed. The electric
field is such that these free electrons drift toward the sense wires. As they drift, the
field becomes more intense and the electrons gain energy thus ionizing the gas more
and freeing more electrons. This electron avalanche amplifies the signal and occurs
in very close proximity to the sense wires. The potential wires are thicker than the

signal wires so that there is no electron avalanche near them and less cross talk.

The free electrons drift through the gas in a known way with a typical drift time
of 200 ns. Timing information can then be turned into a precise location. A particle
traveling through the chamber typically fires five or six wires. When the wire is
triggered, a time to digital converter (TDC) starts counting. The traversing particle
is then detected in the scintillators (see Sec. 3.3.3) which act as a stop for the drift
time measurement. The time each wire fires relative to the scintillator time, converted

to distance, then gives the track through the chamber.

The first VDC in each pair has wires oriented such that it measures the position
of the track in the dispersive plane. The second VDC has wires rotated 40° relative
to the first in order to measure a projection of the track in the non-dispersive plane.
The spatial resolution in the dispersive plane is < 200 ym. Because of the rotated
wires and the projection, the resolution is not as good in the non-dispersive plane
but is still < 400 pm [71]. One pair of VDCs is enough to reconstruct the track but
the angular resolution is improved by an order of magnitude by having a second pair

located 20 cm above the first pair.

The timing information from the wires for an individual VDC has an up-down
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ambiguity because the timing information does not indicate whether it drifted up
or down. The up-down ambiguity is resolved by using multiple VDCs and finding
the best fit to the track. If the wrong direction is used, the fit will be poor and the
software can find the proper orientation.

Using the track information from the VDCs and the optics of the spectrometer,
the track leaving the magnets can be mapped back to the target coordinates. Then
COLA++ (see Sec. 5.1.1) can calculate physics variables such as W, @2, 6%, and the

) pq7
like.

Scintillation counters

As mentioned earlier, the scintillators act as a stop for the drift chambers. There are
actually two layers of scintillators in the detector packages. The first layer is thin (3
mm) and the second layer is thick (1 cm). The second layer typically provides the fast
timing information for the coincidence. The two layers also can give particle identi-
fication. Protons will typically deposit more energy in the first layer than minimum
ionizing particles. A plot of the first layer versus the second will then separate the
two types.

The scintillator planes are made up of scintillator paddles, 15 for Spectrometer
A and 14 for Spectrometer B. The light signals in Spectrometer A are detected with
photomultiplier tubes on either side of the scintillator. The scintillator paddles in

Spectrometer B are shorter and so only are instrumented on one side.

Cherenkov detectors

The two layers of the scintillator will not allow a separation of electrons or positrons
from pions. A Cherenkov detector located after the scintillators accomplishes this
task. When a particle exceeds the speed of light in the medium it is traveling in,
Cherenkov light is produced. The Cherenkov detector is filled with Freon gas with
an index of refraction of about 1.0012 [71]. The momentum threshold is then about
10 MeV/c for electrons and 2.4 GeV/c for pions. With a maximum electron beam

energy of 855 MeV, the produced pions will never be above the 2.4 GeV /c threshold.
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Therefore, if Cherenkov light is produced, the particle was an electron or positron.
For the October beamtime, the Cherenkov detector in Spectrometer A was re-
moved and replaced with a recoil polarimeter. The polarimeter was not used but
the effect of not having the Cherenkov was checked beforehand. It was found that
the missing mass cut was enough so the Cherenkov detector was not needed. The

Cherenkov is not a part of the standard cuts.

3.4 Electronics

The electronics for each of the three Al spectrometers are similar and shown in Fig.
3-9. On board each spectrometer is an electronics crate which checks for good events.
A good event is one where the left and right photomultiplier tubes in both layers of
scintillator fired. This is ORed with the Cherenkov signal. When the programmable
lookup unit (PLU) detects a good event, an unscaled singles signal is sent to the
coincidence PLU. With three spectrometers, there are seven event types: single A,
B, C, Coincidence AB, BC, AC and ABC. Pre-scaling units can selectively scale the
number of events of any type. Since this experiment was looking at coincidences
between Spectrometers A and B, all the other types were scaled down. The singles
were scaled typically by factors of about 1000 so that they could be analyzed but not
overwhelm the data acquisition system. Since the singles rates are much higher than
the coincidence rates, they must be scaled down or else the data acquisition system
will be perpetually dead.

When the coincidence PLU recognizes a valid single or coincidence event (see Fig.
3-10), interrupt signals are sent to the computers on the individual spectrometers.
For proper reconstruction of the event, the event number and type is also sent to
each spectrometer. The interrupt triggers the readout process on each spectrometer.
The pBusy flip-flops are set which halts data taking while the electronics are busy.
The properly delayed photomultiplier signals are then sent to ADC’s which are gated
by the interrupt. Also, the TDCs started by the VDC wire signals are stopped by

the re-timed spectrometer interrupt. Re-timing is critical since various electronic
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components will add different delays. Re-timing is accomplished by ANDing the
interrupt (which has a wide gate) with a properly delayed single from the same
spectrometer. This keeps the timing precise and allows for good track reconstruction.

After all of the data have been read out, the yBusy flip-flops are reset and data
taking can resume. The dead time of all the electronics is measured using scalers
which are vetoed by the busy signal and scalers which are not vetoed. More detail
about the dead time can be found in Sec. 5.3.4.

Since each spectrometer generates its own data stream, the software must properly
combine the three data streams into one. With the data taking rate at most 1 kHz,
the millisecond time of each event could almost be used to uniquely combine the
streams. However, there is the chance for differing machine times or multiple events
at the same millisecond so a master event number generator is used. For each valid
event, that the coincidence PLU detects, the event number generator is advanced one
and sent to the front end computers on each spectrometer along with the event type
(single A, coincidence AB, etc.). The event builder AQUA (Data AcQUisition for
Al Experiments) combines the three spectrometer data streams as well as the slow
control data stream (magnet settings, chamber voltages, target temperature, etc.) to
create an event file with all the information needed to reconstruct the event. These
event files are then sent to COLA++ (see Sec. 5.1.1) for processing into physics
results.

This description of the electronics was based upon the description in [71]. More

details about the A1l electronics can be found in [17], [71] and [19].
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Chapter 4

Experiment Overview

This chapter will describe the design of the experiment and describe the specific
kinematic settings used.

Since the goal of the experiment at Mainz was to map out the Q2 evolution of the
resonant multipoles as well as possible, the physical constraints of the spectrometers
(see Sec. 3.3) had to be well understood. The angular constraints are shown in
Table 3.1. However, knowing the ranges of the spectrometers is not enough. The
phase space in which the experiment can be carried out is still large. It involves the
electron beam energy, the central momenta of the spectrometers, the out-of-plane
properties and, since the magnet polarity can be switched, even which spectrometer
to use for electrons and which for protons.

Estimated luminosities were then used along with the MAID model to estimate
the spectrometer cross sections for many settings. Then the results were run through
a fitting routine (see Sec. 7.1) to see which kinematic combinations gave the smallest
errors. In general, larger 6 angles were preferred because they gave more sensitivity
to quadrupole terms. However, smaller ¢, angles in the forward direction (between
the continuing electron beam and the ¢ direction) were better for isolating the cross
sections with smaller errors. Figure 4-1 shows the 67 and ¢, coverage versus Q?. The
regular setting (electrons in Spectrometer A, protons in Spectrometer B) was limited
to smaller 67 but could reach smaller values of ¢ . It also had a much narrower

acceptance in 6 but much larger in W and Q?. The reverse setting (electrons in
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Figure 4-1: Overview of the accessible regions of the phase space. Regular kinematics
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versa. The Combined configuration used regular for the parallel cross section and
reverse for the rest and required a change in beam energy. The large errors below
Q? ~ 0.06 (GeV/c)? (see Fig. 4-2) favored the regular setting. Figure from [15].

Spectrometer B, protons in Spectrometer A) could reach larger 6,, values but was
severely hurt by the larger ¢ values.

Figure 4-2 shows the estimated statistical, systematic and total errors for extracted
os for the reverse and regular configurations plotted versus Q2. (See Page 72 for more
discussion about errors.) There is a clear dip in the errors near @* = 0.05 (GeV /c)? .
It was concluded that while the reverse setting is good for some limited cases, the
regular setting should be used to get smaller errors at lower values of Q2.

Given the constraints of time and physical placement of the spectrometers, the
lowest ? that could be measured and still give good W and @Q? coverage with a
reasonably large 67 was at Q> = 0.060 (GeV/c)? using the regular setting. This value
is also about halfway between the existing database at Q* = 0.127 (GeV/c)? and the
photon point thus filling in the gap in a logical spot.

As mentioned above, the available phase space was searched for kinematic points
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Figure 4-2: Cross section errors versus Q2. Note the dip near Q? = 0.05 (GeV/c)? for
the regular setting.

which would constrain the models as much as possible. When fitting the Q? = 0.127
(GeV/c)? database, wide distributions in 6}, were found to be useful. In addition,
models were constrained by a scan of the parallel cross section as a function of W.
It was the goal of the Mainz experiment to create another database with some of the
constraining power of the @? = 0.127 (GeV/c)? database. So, a scan of the parallel
cross section as a function of W at Q? = 0.060 (GeV/c)? was carried out. Details

about the kinematics are in Table 4.2.

The data for this thesis were taken during two run periods in 2003. The first
period was in April and measured the mostly non-parallel cross sections for Q? =
0.060 and 0.200 (GeV/c)? in addition to the cross checks and an extension of the
Q? = 0.127 (GeV/c)? database. The October period was used to measure the W
scans at @* = 0.060 and 0.200 (GeV/c)? and the low W background terms.

The details of the extraction of the cross sections are in Sec. 5.3.9 but a short

version is given here. With the form of the cross section as shown in Eq. 2.12 and
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setting the helicity equal to zero, there are three cross sections to extract: oy =
or + €0y, (€ was not varied so the two cross sections cannot be separated), opr and
orr. The three cross sections can be extracted by measuring the spectrometer cross

section at the same W ,Q?, and 6, but different values of ¢, .

Figure 4-3 shows the various locations used in measuring the cross section. The
circle represents a slice of a cone whose opening angle is the constant proton angle 6, .

Measuring along the circle is measuring at the same proton angle 67  but different

*

- Lhe center of the circle is along the momentum transfer vector and is where

the proton spectrometer is placed to measure the parallel cross section. Position 3
is the in-plane measurement at ¢; = 180°. Spectrometer B was not constrained
on the backward angle side and so that in-plane measurement was always possible.
Two more measurements are still needed to extract the three cross sections. For the
smaller 6, angle of 24°, there was enough space on the forward side of Spectrometer
B that it could be placed in-plane. However, for the larger 6, angle of 37°, there was
not enough space. Furthermore, during the experiment, an unforeseen conflict with
the top of Spectrometer A forced a compromise. The setup Q06-t36-pl was set to a

smaller angle and the size of the acceptance allowed kinematic overlap.

Studies of the extraction process showed that the smallest errors and most sensi-
tivity were achieved when the three ¢}, measurements were as far apart as possible.
However, at the larger 6, angles, not all ¢;, values can be reached because of the con-
straint on the out-of-plane angle of Spectrometer B. Therefore, for each 6, setting,
the maximally out-of-plane settings were used.

Further inspection of Eq. 2.12 shows that with a polarized beam and a non-zero

»o angle (i.e. out-of-plane), the fifth cross section o7 can be measured. The beam
was always longitudinally polarized so all settings that were out-of-plane measured
orr- Equations 2.36 and A.9 show that o is sensitive to the background terms
through the real parts of the multipoles. Its measurement helps to constrain the

background terms of the various models.

In addition to the low (Q?> measurements, some cross check measurements were

made at Q* = 0.127 (GeV/c)? which overlapped with existing data from Bates. The
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Figure 4-3: Schematic view of the various locations the spectrometers are placed.
The number indicates which ¢,, angle is used and the q indicates measurement along
the q vector.

Q? = 0.127 (GeV/c)? database was also expanded a bit as will be detailed in the
following sections.

Finally, a database with similar range to the @* = 0.060 (GeV/c)? database was
taken at @Q* = 0.20 (GeV/c)? . That database is being analyzed by our collaborators

in Athens and will not be in this thesis.

4.1 Low @Q? (GeV/c)? Measurements

4.1.1 Q?=0.060 (GeV/c)?

As mentioned above, the primary focus of this thesis is the low @Q? analysis. The
kinematic settings are shown in Table 4.1. Throughout the thesis, the setup name
may be used to label a setting. The formula is Q06 for @* = 0.060 (GeV/c)? , txx
where xx is the 6 angle and py where y = 1 is the most forward ¢; , y = 2 is the
middle and y = 3 is the most backward. (The 24 comes from rounding 23.9 while the
36 value was from truncating 36.5.)

The reasons for the selection of Q? and 6;, have been given above. The choice of
central W came from the desire to measure the cross section as a function of W as

well. The physical mass of the A is at 1232 MeV whereas the pion pole is at 1210
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Setup | @ [(GeV/eP || W MeV] [ 0, [T] &3, [
q

Q06-t0 0.060 1221 0
Q06-t24-p1 0.060 1221 23.9 | 0.0
QO06-t24-p2 0.060 1221 23.9 | 90.0
Q06-t24-p3 0.060 1221 23.9 | 180.0
QO06-t36-p1 0.060 1221 29.6 | 28.8
QO06-t36-p2 0.060 1221 36.5 | 134.0
Q06-t36-p3 0.060 1221 36.5 | 180.0

Table 4.1: Primary kinematic settings for low @? measurement. The out-of-plane
settings are in bold.

MeV. From plots of the phase space (see Fig. 5-16), the W coverage is known to be
40 MeV wide. By centering the acceptance at 1221 MeV, the plan was to have two
20 MeV bins, one centered at 1232 MeV, the other at 1210. However, as the analysis
proceeded, it was found that the systematic errors were too large going off-center.
As a consequence, all the final results are at W=1221 MeV and models are used to
extrapolate to W=1232 MeV.

The data sets listed in Table 4.1 are referred to as the primary data because the
extraction of the M., F;., and S; multipoles can be done with just this set alone.
The data points were chosen to maximize the sensitivity to the quadrupole terms.
All the other data enrich the data set and allow for more extensive testing of the

backgrounds but, on their own, cannot constrain the EMR and CMR nearly as well.

4.1.2 W scan

As mentioned earlier, the W scan for the Q? = 0.127 (GeV/c)? database has been
useful in constraining the models. The W scan of the parallel cross section at Q? =
0.060 (GeV/c)? covers a similar region in W. Table 4.2 gives the details of the
measurements.

The parallel cross section scan spans a wide range of W from 1125 MeV to 1300
MeV. In addition, a cross check was added. For the W=1205 MeV setting, the roles
of Spectrometers A and B were reversed. Spectrometer B was used to detect electrons

and Spectrometer A was used to detect protons. This check verifies that the efficiency
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Setup [ Q7 [(GeV/c)” | [ W [MeV] | Gy, 1 | 65 [
Q06_W1125 0.060 1125 0 q
Q06_W1155 0.060 1155 0 q
Q06_W1185 0.060 1185 0 q
Q06-W1205 0.060 1205 0 q
Q06-W1225 0.060 1225 0 q
Q06-W1245 0.060 1245 0 q
QO6_W1275 0.060 1275 0 q

Q06_W1300_low 0.060 1300 0 q
Q06_W1205_rev 0.060 1205 0 q

Table 4.2: Kinematic settings for the @* = 0.060(GeV/c)> W scan. The separate
setting was for reverse kinematics where the roles of the spectrometers was reversed.

Setup Q* [(GeV/e)* | | W [MeV] | 6, [°] | &}, [°]
QU6_-W1155_pl 0.060 1155 26 0
QU6_W1155_p2 0.060 1155 26 | 180

Table 4.3: Kinematic settings for the Q? = 0.060(GeV/c)? background test. These
runs were performed during the October 2003 run time.

of the two spectrometers is well understood. In addition, there are some other reverse
kinematic settings and it is important to prove that the measurement is comparable

to the standard configuration.

4.1.3 Background terms

The primary goal of this thesis is the extraction of the resonant multipoles at Q? =
0.060 (GeV/c)? using models for the background terms. However, the model back-
ground terms can be tested by measuring as far from the resonances as possible
while still having a reasonably large cross section. This led to the measurement at
Q? = 0.060 (GeV/c)? in the low W region. A reasonable compromise between angles
and spectrometer constraints was to measure at the values listed in Table 4.3. The

two in-plane measurements allow a separation of oy and og + €opr.
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Setup Q° [(GeV/e)® | | W [MeV] | 62 [°] | ¢35, [°] | Bates Exp.
Q127-q 0.127 1232 0 7 MV.S
Q126-W1232 0.126 1232 0 q MV,S
Q126_W1212 0.126 1212 0 q MV
Q126.W1232.pl 0.127 1232 28 0 MV
Q126-W1232_p2 0.127 1232 28 180 MV

Table 4.4: Kinematic settings for the Q? = 0.127(GeV/c)? settings which overlap
with Bates. The top run was from the April 2003 run time and the bottom runs were
from the October 2003 period. MV is for the Mertz-Vellidis results [55, 80]. S is for
the Sparveris results [74].

4.2 @Q*=0.127 (GeV/c)? Measurements

Since there is a large database at Q% = 0.127 (GeV/c)? from Bates (see [81, 55, 80,
49, 48, 74]) and Mainz (see [63, 12]) already, the new Mainz experiment did not mea-
sure extensively there. There were several measurements which overlap exactly with
previous Bates measurements and their purpose was to check the relative difference
between the two labs. Table 4.4 shows these settings and the experiment with which
it overlaps.

The Q? = 0.127 (GeV /c)? database was then extended during the April run time.
More measurements to constrain the low W terms were added since measuring at low
W minimizes the effects of higher resonances. The out-of-plane ability was used to
measure the oy at low W which directly checks the background terms. In addition to
the low W data, new o data were taken near the resonance to check the background
terms in that region. The new o, data not only extend the database but also act as
a cross check with existing Bates data that are near it (see Sec. 5.4.5). The settings

for the database extension are shown in Table 4.5.

4.3 Elastic Cross Section

During the design of the experiment, it was found that the final errors were signifi-
cantly impacted by the size of the systematic error from setup to setup. In order to

check the cross section normalization, the elastic cross section was measured before
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Setup Q" [(GeV/e)® | | W [MeV] | 6, [°] | &y, "]
Q127-th30 0.127 1221 30 | 90
Q127-th43 0.127 1221 43 | 135
Q127-th63 0.127 1221 63 | 150

Q127-w1140-p1 0.127 1140 | 58.6 | 45
Q127-w1140-p2 0.127 1140 | 58.6 | 135

Table 4.5: Kinematic settings for extending the Bates Q? = 0.127(GeV/c)? database.
The top section were single out-of-plane measurements which give o7+ and the spec-
trometer cross section. The lower section is the low W background measurement. All
of the measurements were out-of-plane and so are in bold.

and after each pion production run. Elastic kinematics differ greatly from the pion
production kinematics. Both spectrometers had to have their central angle changed
and either the electron or proton spectrometer would have to change central momen-
tum. It was decided that the proton arm would remain at the same momentum and
the electron arm would change.

An analysis of the elastic cross sections (see Sec. 5.4.1) showed that the Mainz
setup is stable within the systematic errors and the large number of elastic runs was
eliminated for the October run period. Elastics were still taken but before and after

each Q? setting.
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Chapter 5

Cross Section Analysis Procedure

This chapter describes all the parts of the analysis needed to go from counts (50

gigabytes of raw data) to a final cross section.

5.1 Software

5.1.1 COLA++

The main analysis package used by the Mainz Al group is COLA++ (COLA for
short) [26] which takes the raw data (timing, wire information, scintillator energies)
and turns it into physics variables event by event. COLA contains the optics matrices
for the spectrometers and reconstructs particle trajectories (see Sec. 3.3.3). With
these trajectories, the most probable energy loss corrections are applied (see Sec.
5.3.12) and physics variables are obtained. Missing mass, W, Q?, 0,4 ©py» coincidence

timing, and spectrometer coordinates are all sent to an ntuple file. This allows for

very flexible cuts to be applied to the data without re-running the analysis.

5.1.2 Simul++

Cross sections cannot be calculated without knowing the spectrometer phase space
acceptance in detail. Simul++ (Simul for short) is the software which calculates the

multi-dimensional phase space acceptance. In addition to precise spectrometer prop-

79



erties and collimators, Simul also handles energy loss and the radiative corrections
(see Sec. 5.3.11). The same energy loss corrections are applied to the data and the
simulation so that the data and simulation will agree. Figures 5-1 and 5-2 show the
very good agreement in all the variables except for the z vertex. The agreement varies
from setting to setting so a procedure locates the regions with good agreement in the

center of the acceptance (see Sec. 5.3.8).

Each simulated event contains the proper weighting for radiative corrections and
the Jacobian. The events are sent to an ntuple which undergoes cuts identical to the
cuts used on the data. The only differences are that there are no coincidence timing
or background subtraction required for the simulation because only the coincidence

is simulated and there is no background added.

The error in the Monte Carlo should not dominate the total error. The error in
the data is well known from counting statistics but the error in the Monte Carlo is
different. Simul uses a quasirandom number generator which converges ~ n=2/3 [64]
and corresponds to a true simulation error of ~ 0.2% for 1 x 10* counts. Since the
convergence is approximate, the more conservative estimate of \/n is used.

Figure 5-1 shows a comparison of the data for Q06-t24-p1 (an in-plane, forward
setup) with the results of Simul weighted by the MAID2003 cross section and plotted
against five physics variables: W, Q?, 054 Ppq» 2B- These variables are used because
the cross section depends upon the first four and zp affects the size of the spectrometer
acceptance. zp is the vertex position determined by Spectrometer B. Since that
spectrometer has better vertex resolution, it is always used throughout this work to

define the z vertex. As a result, zp will typically be shortened to just z.

Figure 5-2 shows the same type of plots as Fig. 5-1 but for target and spectrometer
variables: 03,608,068, Ipal,|ps]. The 6, angles are the angle the particle trajectory
makes between the spectrometer central axis (z) and the dispersive direction (z)
at the target. The ¢, angles are the trajectory angles between the spectrometer
central axis (z) and the non-dispersive direction axis (y) at the target. The momenta
magnitudes |p4l, |ps| are the momenta of particles in Spectrometers A and B. Simul

only simulates the target coordinates which are compared with the target coordinates
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from COLA. COLA starts with focal plane coordinates and uses optics matrices to
map back to target coordinates for comparison. Those target coordinates are then
used to kinematically calculate the other physics variables such as W, Q?, 0, ete.
As is clear in Fig. 5-1, there is very good agreement for all the variables across
the acceptance except for zg. The real edges of the zp distribution are not as sharp
as the simulated edges. However, this is not a problem as long as that region is
avoided. Extensive studies show this to be the case (see Sec. 5.3.10). Note that
the z coordinate is centered at -4 mm because of an offset present in the data. The
offset was placed in the simulation for agreement but the effect is small, only 0.5%
(from studies using both elastic and pion production data). Figure 5-2 also shows
good agreement for the spectrometer variables. Other setups have similarly good

agreement between data and simulation. This particular setup happens to agree well

with the MAID2003 model which is not always the case for other settings.
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Figure 5-1: Comparison of the data and the simulation weighted by MAID2003 for
the five variables typically used in the cut. The results are for the setup Q06-t24-pl.
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Figure 5-2: Comparison of the data and the simulation weighted by MAID2003 for
the remaining critical variables. The results are for the setup Q06-t24-p1.

5.1.3 Lumi-+-+

The luminosity is calculated using the Lumi++ program (Lumi for short) from Mainz.
This software takes the raw data file, along with target information such as density
and length and calculates the luminosity. Lumi takes the readout of the beam current
from the Forster probe (see Sec. 3.1.4) and divides it by the number of turns the
MAMI accelerator used. Each turn of the MAMI accelerator adds 7.5 MeV more
energy to the electrons. So, with a starting energy of 180 MeV, after 90 turns, the
electrons are at 855 MeV. Also, since the Forster probe is read before extraction, the
current read out is larger than the extracted current by a factor that is the same as
the number of turns. The Forster probe current must be scaled for this reason but
the extracted current calculation is very precise.

Lumi also checks for wire chamber trips by looking for multiple consecutive events

that do not contain information from a particular chamber. Occasionally, a wire in
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one of the vertical drift chambers will begin to spark. More current is drawn and
large currents can lead to chamber damage. The power supply will shut off before
the current gets too large. A chamber trip means that useful data are no longer
being taken. Standard procedure is to end the run and ramp the chamber back up
to operating voltage. However, extra data may be taken in that time and we do not
wish to use it. Lumi flags these regions and COLA uses this information to avoid
them. Lumi and COLA work together to ensure that only good data are used in the

analysis.

Lumi also uses scalers to determine the computer dead time and calculates the
effective luminosity. It is this effective luminosity that is used to determine the cross

section later.

5.1.4 ROOT

As mentioned above, the results from COLA and Simul are sent to ntuples which
contain all the required information on an event-by-event basis. The detailed proce-
dure for extracting a cross section is given in Sec. 5.3. Briefly, though, the software
package ROOT [21] is used to load the ntuples from the simulation and COLA and
place identical cuts on the data and simulation. The data are divided by the sim-
ulation and the luminosity to give a cross section as a function of several variables.
The ROOT macros also allow for model results to be calculated on an event by event
basis. This is important for collapsing the cross section to a point. That procedure
is described in Sec. 5.3.9 but its purpose is to take a distribution of cross sections
across the phase space and return a single result which can be compared directly with
theory predictions. The end results of the ROOT macro are helicity dependent and

independent cross sections which can be compared directly to models.

Using ROOT and ntuples allowed for a large amount of flexibility and speed. It
aided the process of testing several models and also searching the phase space for any

missing regions or other problems.
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5.2 Detector Calibration

The Mainz A1 spectrometer setup has been in place in the A1l hall for approximately
10 years. As a result, massive calibration is not required prior to each experiment.
Instead, some calibration runs are typically performed with a carbon target and then
the hydrogen cryotarget.

With the carbon target, the kinematics are set for quasielastic scattering where
the electron scatters off of a proton in the carbon nucleus. Because of the Fermi
momentum of the target nucleon, the resulting distributions are not as sharp as for
regular elastic kinematics. However, the advantage is that the entire focal plane in
Spectrometer A is illuminated instead of a small part (see Sec. 5.4.1). Spectrometer
B is fairly well illuminated in both settings but the distribution is wider for the
quasielastic setup. Full illumination of the focal plane allows for checks of the wire
chamber efficiency, modifying timing offsets, modifying scintillator offsets, checking
timing and more.

After the quasielastic run, some regular elastic test runs were performed with the
hydrogen cryotarget. Since the elastic kinematics are constrained, measuring any one
of the variables pe, p,, 0. or 8, defines the other three. In this way, the momenta and
angle offsets can be checked. In addition, the elastic cross section can be extracted

confirming the target density and beam current measurements.

5.3 Cross Section Extraction

In this section, the procedure for extracting the cross section will be reviewed in

detail.

5.3.1 Timing

Coincidence timing is critical for separating true events from background. For a true
event, a proton must be detected in Spectrometer B and an electron in Spectrometer

A within some time window. The timing for the experiment is defined by the scin-
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tillators in the spectrometers. When the scintillators in Spectrometer A get a good
hit (coincidence of left and right signals from the ToF scintillators), the coincidence
TDC module is started with a coincidence gate. For the next 150 ns, the coincidence
gate is open and any good event from Spectrometer B (only the ToF scintillator layer
since B does not have left and right PMT’s), will create a coincidence signal. The

raw coincidence timing is shown in Fig. 5-3.
Timing/raw-1

50

a0F

30

Counts [103]

20

10E

(0] T I P | [ P T PO PO | [ | [
1200
T, [channel]

Figure 5-3: The raw timing spectrum for the Q* = 0.060 GeV/c? parallel cross
section. Each bin corresponds to a TDC channel of width 100 ps. The FWHM is
approximately 10 ns.

The raw coincidence timing is spread out due to several factors:

e Particles will travel different path lengths depending upon their momentum and

trajectory through the spectrometer.

e Light will take different amounts of time to reach the PMT’s depending upon

where in the scintillator the particle hits.

e Different time offsets for each scintillator depending upon electronics and the

lengths of cable used.

These factors can be corrected for in software using track reconstruction infor-

mation. The largest correction is the pathlength correction. In Spectrometer A, the
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range of pathlengths can be up to 3 m [71]. This corresponds to 10 ns. The light
travel time can also be accounted for by tracking where the particle hit the scintilla-
tor. The individual scintillator delay differences were adjusted with offsets so that all
the timing peaks are aligned. The end result is the timing peak shown in Fig. 5-4.
The remaining width of the coincidence peak is the intrinsic resolution of the PMT’s
and the electronics. The second peak at -2 ns is from the 7~ background (see Sec.
5.3.2).

Also note when comparing Fig. 5-3 and 5-4 that the signal-to-noise ratio is much
improved. The final timing plot also has broad, flat shoulders which are useful for

background subtraction (see Sec. 5.3.3).
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Figure 5-4: The software corrected coincidence timing spectrum for the Q% = 0.060
GeV/c? parallel cross section. The FWHM is approximately 1 ns. The second, smaller
peak at -2 ns is from the 7~ /u~ background.

5.3.2 Particle ID and Missing Mass

For this experiment, timing and missing mass cuts are sufficient to uniquely identify
the particles. Spectrometer A was used for electrons so any positively charged par-
ticles will not be detected. Another negative particle it could detect is the 7~ or its

decay product, p~, coming from two pion production and reactions with neutrons in
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the target windows. With a central path length of 10.75 m and a central momentum
of 437.5 MeV/c, the time for an electron to reach the focal plane is 35.9 ns. For
the 77—, this time is 37.6 ns, a difference of 1.7 ns. A = has a flight time of about
36.9 ns making it difficult to distinguish from the 7~. Also, only a fraction of the
7~ decay in flight. Because the 7~ /u~ is not really in coincidence with the particle
detected in Spectrometer B, the missing mass calculation will also be incorrect. A
two dimensional plot of missing mass versus timing shows the 7~ /u~ to be clearly
separated from the true coincidences (see Fig. 5-5). To further show that the ex-
tra peak consists of 77s and p~s, a Cherenkov cut was placed on the data. The
Cherenkov detectors are filled with Freon which has an index of refraction = 1.0012.
The momentum threshold for Cherenkov radiation for electrons is about 10 MeV /c,
for pions about 2.8 GeV /c and for muons about 2.1 GeV/c. Pions and muons will not
trigger the Cherenkov detector while electrons will. The Cherenkov cut used in Fig.
5-6 required a hit in the Cherenkov detector. As can be seen in Fig. 5-6, the peak
to the left of the central peak is gone. Taken together, all signs point to the second
peak being pions and muons. As will be shown in Sec. 5.3.3, this two dimensional

cut is unambiguous.
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Figure 5-5: Missing mass vs. coincidence timing for one Q06-t0 run. Note the
grouping of 7~ /u~ just to the left of the central coincidence peak.
Spectrometer B was set for detecting positive particles and its timing was set for
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Figure 5-6: Missing mass vs. coincidence timing with Cherenkov cut for one Q06-t0
run. Note the second smaller peak to the left of the main peak is gone.

protons. Other positive particles that could be present are positrons and positively
charged pions and muons. Given a central pathlength of 12.03 m and a central
momentum of 573 MeV /c for Spectrometer B, a proton will take 77 ns to reach the
focal plane. A pion requires 41.3 ns, a positron requires 40.1 ns and a muon 40.8 ns.
A pion, muon or positron will then be so far out of time with the expected proton
that they will be easily removed by the timing cut.

Missing mass was defined in Sec. 2.1 and for this experiment should be equal to
the mass of the 7° = 134.98 MeV. As mentioned Secs. 5.1.1 and 5.1.2, the energy
loss in Simul and COLA is the most probable energy loss. However, as long as the
simulation and data reconstruction perform the same operations, their results should
agree. To check this, the missing mass was found from COLA and Simul for the
various setups and the results can be found in Tables 5.1 and 5.2. Fig. 5-7 shows the
comparison of missing mass data and the simulation for one setup. Other settings do
not have alignment that is as good but all are within 1 MeV of the pion mass or less

than 1%.
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Setup Data [MeV] | Sim [MeV] | AMM [MeV]

Q06-t0 136.68 135.97 0.71
Q06-t24-pl 136.85 136.45 0.40
Q06-t24-p2 136.93 136.05 0.88
Q06-t24-p3 135.81 135.85 -0.04
Q06-t36-pl 137.26 136.60 0.65
Q06-t36-p2 136.27 135.86 0.41
QO06-t36-p3 135.56 135.79 -0.22

Q127-q 135.80 135.85 -0.05

Table 5.1: Comparison of the central missing mass values from the data and the
simulation.

Setup FWHM(data) [MeV] | FWHM(sim) [MeV] | FWHM(dat/sim)

Q06-t0 2.97 2.66 1.12
Q06-t24-p1 4.27 3.19 1.34
Q06-t24-p2 3.97 3.63 1.10
Q06-t24-p3 4.27 3.81 1.12
Q06-t36-pl 5.45 4.63 1.18
Q06-t36-p2 5.16 4.56 1.13
Q06-t36-p3 4.99 4.38 1.14

Q127-q 3.14 2.70 1.17

Table 5.2: Comparison of the values for the Full Width Half Maximum (FWHM)
from the various setups.
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Figure 5-7: Comparison of the missing mass from the data (black crosses) and the
simulation (red line) for setup Q06-t36-p3. Notice also that the width of the missing
mass peaks are in good agreement.
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5.3.3 Background subtraction

During the pion production runs, there were two types of backgrounds: 7~ /u~ back-
ground and general accidental background. The 7~ /u~ background was mentioned
in Sec. 5.3.2 and can be seen in Fig. 5-5. It can be removed by making an elliptical

cut like that seen in Fig. 5-8 and shown in Eq. 5.1.

(MM2 — 200)?

t.+2)72>1 1

However, this cut removes too much. To replace the background in that region,
a second elliptical cut is made of equal size centered at -8 ns instead of -2 ns. The
events in that region are added into the empty ellipse. The 7~ /u~ background is
typically less than 2% of the coincidence events. A summary of the size of the 7= /u~
background subtraction is in Table 5.3. The first 7~ /4~ column under Spect. cuts
shows the percentage of pions/muons in the coincidence peak when only the basic
spectrometer cuts are applied (more on the cuts in Sec. 5.3.8). When tighter cuts
are applied using the physics variables (W, Q2 05, and ¢;,), the background de-
creases. Notice also that the 7= /u~ background generally decreases as the angle of

Spectrometer B becomes more backward.

[ Missing Mass vs. Timing ]
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Figure 5-8: Missing mass vs. coincidence timing for one (Q06-t0 run. Note the empty
ellipse

91



After the 7~ /u~ cut, the data are ready for the second cut which is a strict
timing cut of &+ 3 ns. The tails of the timing peak merge with the background at that
point. However, Figs. 5-5 and 5-6 have timing peaks on top of a flat background.
That background extends underneath the coincidence peak and must be subtracted.
One method would involve fitting the background and subtracting it away. However,
another approach was used for this analysis. In Fig. 5-9, there is a flat region on
either side of the coincidence peak. For the background subtraction, the events from
-20 to -10 ns and 10 to 20 ns are integrated. Since this region is 20 ns wide and the
coincidence region is only 6 ns wide, a factor of 6/20=0.3 is used to scale the number
of counts down. The resulting number is the estimated number of accidentals that
are under the coincidence peak. The light gray region of Fig. 5-9 indicates that this
estimate is very good. The accidental subtraction removes from about 6% to 20% of
the events in the coincidence peak depending on the kinematics. The Accid. columns
in Table 5.3 show the percentage of events removed from the coincidence peak for
the spectrometer cuts (left) and with physics cuts (right). Again, the percentage
tends to decrease as Spectrometer B is moved to more backward angles. Since the
relativistic cone tends to boost particles forward, the backward region tends to have
fewer accidentals and so a smaller background. The accidental subtraction is also the
largest of the background subtractions.

After both the pion and accidental background subtractions, the data consist of
pure coincidence events and a clean cross section can be extracted. The elastic runs
do not have these backgrounds and are treated as pure coincidence events without

any subtraction.
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Figure 5-9: Coincidence timing peak after 7~ /u~ background subtraction. The dark
gray regions are the background sample and the light gray region is the scaled back-
ground that is subtracted.

Spect. cuts Spect. cuts + Phys. cuts

Setup B angle [deg] | Accid. [%] =« /p~ [%] | Accid. (%] 7 /u~ [%]
Q06-t36-p1 14.35 19.9 3.7 12.6 1.0
Q06-t24-p1 15.12 20.7 4.2 14.9 1.9
Q06-t24-p2 24.23 11.8 1.9 9.0 0.8

Q06-t0 24.23 14.0 2.3 114 1.2
Q06-t24-p3 33.34 9.6 1.0 9.0 0.9
Q06-t36-p2 33.95 7.3 0.7 5.8 0.1
Q06-t36-p3 38.08 6.2 0.7 5.4 0.2

Q127-q AT.AT 17.6 4.0 16.1 0.2

Table 5.3: Size of the different background subtractions arranged from smallest to
largest angle for Spectrometer B. The Spect. cuts column shows the results using
simple cuts on the spectrometer acceptance. The Phys. cuts are cuts in W, Q?, 0545
and ¢,,. It is clear that the physics cuts clean up the background.
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5.3.4 Luminosity

The luminosity is calculated based upon the total current measured by the Forster

probe (see Sec. 3.1.4). The formula is

L = N,N,. (5.2)
1 T
m:Qm:— Idt (5.3)
€c €c Jo

where (;,; is the total charge, e, is the charge of the electron, and I, is the

instantaneous beam current.

_ PTNy

N,
t A

(5.4)

where p is the target density, T is the average target length, N, is Avogadro’s
number and A is the mass number. As will be mentioned in Sec. 5.5, T and p
contribute the most to the error in the luminosity.

The average target length is difficult to determine exactly because the cryotarget
has never been measured while cold. The warm size is known to be 49.5 mm but
the target may expand due to the pressure or contract due to the cold. Which effect
is larger is unknown. In addition, due to the shape of the target and the beam
rasterization (see Sec. 3.2), the effective length of the target is slightly less than
the 49.5 mm warm length. The rounded endcaps lessen the amount of hydrogen the
beam passes through off-axis. The Lumi software assumes a box target with the
design length but Simul properly handles the beam rasterization in its generator.
During the April run, the beam was also placed off-center to ensure a cleaner path to
the out-of-plane Spectrometer B (see Sec. 3.1.3). This decreased the effective target
length (see Fig. 5-10). Again, Simul properly accounts for the off-axis beam and the
irregular target shape.

The value for p is determined from the target temperature and pressure and then

found from the tables at [59]. In addition, a fit to the tables has been performed by
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Figure 5-10: The off-axis, rastered beam along with the target’s shape leads to an
effective target length (lighter inside target) less than the design length (darker areas
just outside the target). This effect is handled in the simulation.

S. Sirca and can be expressed as

prm2(T,p) = (0.0732356 + 9.308 x 10~*T — 5.1501 x 107°T?)

(1+1.9018 x 1073(p — 2.0)) (5.5)

with 7" in K and p in bar. During the April runtime, the pressure was near 1.965
bar with a temperature near 22 K yielding p=0.06878 g/ml. During October, the
pressure was lower, near 1.895 bar with a similar temperature yielding p=0.06877
g/ml. The normal operating pressure for the target is 2.1 bar. With a normal
temperature of 22 K, this leads to an undercooling of 1 K. This buffer allows for a
certain amount of local heating without the target starting to boil. However, running
at the lower pressure led to less undercooling as can be seen in Fig. 5-11. Instead of
1 K undercooling, the experiment operated closer to 0.6 K undercooling. With high
beam currents, the target was more likely to boil than usual due to local heating.

Previous measurements of the cross section with varying beam current showed
that target boiling is not a problem up to 25 uA with normal target pressure. Due to
the lower pressure, target boiling can be a problem for some of our data with higher
beam currents.

One check was run during the October beamtime because of a general concern
about high current running. The parallel cross section for @* = 0.20 (GeV/c)? at
W=1225 MeV was measured for 2.5 hours at 25 A and for 5 hours at 12.5 yA so that
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Figure 5-11: Target density plotted against temperature for two pressures, the stan-
dard pressure of 2.1 bar and the pressure used during this experiment of 1.9 bar.
Notice that the standard temperature of 22 K is much closer to the gas phase (the
sharp drop in density on the right of the plot). With higher beam currents, the target
was more likely to boil than usual.

both runs had the same statistics. The average singles rates and beam currents are
in Table 5.4. The effect of the higher beam current is seen by finding the rate divided
by beam current (which is proportional to counts per current). Table 5.4 shows that
at higher beam currents, the counts are lower by almost 2.5%. This clearly shows

that some target boiling is occurring.

Of course, the pressure was at its lowest during the October runs which is when this
check was performed. In addition, the boiling effect is expected to have a threshold
behavior. Below some critical beam current, there is enough cooling power to keep
the target from boiling. The singles rates in Spectrometer A were used to study this
effect. Spectrometer B was rarely in the same place from one setup to another but
Spectrometer A was returned to the same location repeatedly. By plotting the singles
rate in A versus beam current, any target boiling effect should be visible. Figure 5-
12 shows the A singles rate divided by the beam current for all the Q* = 0.060
(GeV/c)? runs. Also plotted are the average and the RMS deviation of all of the

data. Notice that almost all of the points are consistent with a horizontal line which
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Setup I [#A] | Rate A [kHz| | Rate B [kHz| | A/I [kHz/uA] | B/I [kHz/uA]
Q20-W1225 25.06 40.51 21.29 1.617 0.850
Q20-W1225_ low | 12.38 20.51 10.79 1.656 0.871
High/Low 0.976 0.976

Table 5.4: Average singles rates divided by average beam current which is propor-
tional to counts per charge. The last line shows the result of the higher beam current.
The counts are suppressed by about 2.5% when the beam current is at 25uA.

indicates no beam current dependent luminosity change. It is clear that the low Q2

runs were below the boiling threshold and do not need any correction.
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Figure 5-12: The singles rate in spectrometer A divided by the beam current for all
the Q% = 0.060 (GeV/c)? runs in the April beam time period. The lines show the
average and RMS deviation of all the data points. Most of the data are within the
errors. Even over a range of 3 pA, there is no large target boiling effect.

However, other April data were taken with higher beam currents. Specifically, the
parallel cross section comparison with Bates data (see Sec. 5.4.4) was taken with 25
to 30 pA of beam current. It is possible that these runs were taken above the boiling
threshold. To test this, the singles rates from spectrometer A divided by the current
was plotted in Fig. 5-13 for all the @? = 0.127 (GeV/c)? runs. In addition, a line
was fit to the data of the form

y=C(1-dx) (5.6)
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where C is a constant scaling factor and ¢ is the slope. The results of the fit in
Fig. 5-13 are: C = 4.66 +0.13 kHz/pA and § = 0.0038 + 0.001 pA~!. This indicates
a current dependent effect of 2% between 25 and 30 pA. The overall effect is even
larger depending upon where the threshold is. However, the fitting errors encompass
a large region which is consistent with a flat line as well as a boiling effect.

Notice in Fig. 5-13 that the Q127-q results are actually flat with respect to beam
current. It is the other @Q? = 0.127 (GeV/c)? settings that are driving the slope. To
investigate further, the parallel cross section was extracted from the 25 yA and 30 pA
runs separately with identical cuts. The results are shown in Table 5.5. The errors
are large compared to the difference but there is a difference of about 1.3% with the
cross section showing the same trend versus beam current. Since the cross section is
known to be flat versus beam current to 10 A (from Fig. 5-12), this places an upper
limit on the effect. Assuming the same trend that appears between 30 to 25 uA, the
cross section at 10 gA would be 10.631 pb/sr. So, at most, this effect is almost 5%
but it is most likely less. During the October run, the effect was measured to be 2.5%
rather precisely. Assuming the threshold is actually at 12.5 pA, then the effect in
April should be even smaller. The higher pressure will move the threshold to larger
beam currents.

It is difficult to assign a final number to the effect due to the lack of data. However
it is possible to adopt a correction factor which is consistent with the available data.
The corrected luminosity, L.y, is

L

Leorr = +0.01L 5.7
1— (I — 12.5)0.002 (67)

where L is the otherwise fully corrected luminosity, and I is the beam current
in pA. The error from this factor contributes to the overall systematic error. As
mentioned above, only runs with beam currents above 12.5 uA will be affected by
the correction. These settings are shown in Table 5.6 and do not include the primary

low Q? data points.
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Figure 5-13: The singles rate in spectrometer A divided by the beam current for all
the @* = 0.127 (GeV/c)? runs in the April beam time period. The line through the
points clearly shows a non-zero slope most likely indicating target boiling. The upper
and lower dashed lines represent the fitting errors.

I [pA] XS [ub/sr]

25
30

10.250 £ 0.161
10.123 £ 0.196

Table 5.5: Parallel cross section results for @* = 0.127 (GeV/c)? as a function of

beam current.

Q06-W1300_low

Q06-W1185
Q06-W1205
Q06-W1225
Q06-W1245
Q06-W1275

Q126_-W1232
Q126.W1232_p1,2
Q127-w1140-p1,2

Q127-th30,43,63

Q127-q

Table 5.6: Settings which require the luminosity correction. Factors can be found in

Tables 6.2 and 6.6.
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5.3.5 Dead time

As mentioned in Sec. 5.1.3, the deadtime from the overall experimental setup is
corrected by the Lumi software. Deadtime is the time during data taking when all
the devices are on but an event is not detected. If an event arrives during a period
when the setup is dead, then the event will be missed and these missed events must

be corrected for. Deadtime can have many sources.

1. Intrinsic deadtime of the detectors.
2. Electronic deadtime of components.

3. Electronic deadtime of computer.

The intrinsic deadtime of the detectors is very small. If two events are extremely
close to each other in time such that the wire chambers or the scintillators cannot
tell the two apart, then the detector is effectively dead for the second particle. The
intrinsic deadtime could become an issue at very high rates but as will be shown,
other sources of deadtime will have long dominated the data rate.

The electronic deadtime of the components is also very small in comparison to
the dominant deadtime, that of the data acquisition system. The frontend computer
on each spectrometer takes approximately 1 ms to readout all of the channels [35].
There would then be 100% deadtime for a data rate of 1 kHz. The data rates were
kept well below this but deadtime is still a factor.

Calculating or simulating all of the deadtimes is difficult so the practical approach
is to use the BUSY outputs of the electronics. All of the electronic components have
a BUSY output when they are busy. All of these signals are fed into a scaler unit
VETO. The number of fast triggers from the scintillators is sent to a scaler. That
scaler is not vetoed at all and a copy of it is vetoed by all the BUSY signals. By
comparing these two numbers, Lumi can determine how many events were missed
while the components were busy. Then, Lumi outputs a corrected luminosity number

which can be used with the data. The error in this corrected luminosity depends
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upon the number of counts in the scaler but for a typical run, is less than 0.5%. A

more detailed explanation involving all the spectrometers is in [35].

5.3.6 Detector/trigger/chamber efficiencies and checks

Each detector in the experimental setup has an inefficiency which must be corrected
for. During this experiment, not all of the individual inefficiencies were measured
but the overall inefficiency was checked using the elastic cross section (see Sec. 5.4).
However, from previous experiments, many of the inefficiencies have been determined.

From [71], the combined efficiency of the Spectrometer A and B scintillators is
98.7%. From [66], the efficiency of combining the two separate data streams for a
coincidence measurement is 99.6%.

For the vertical drift chambers, there are two efficiencies, individual and overall
efficiency. The individual chamber efficiencies can be determined by looking at the
single wire efficiency. These plots are created event by event by first filling a tagged
wire histogram. All of the wires between and including the two extreme wires in an
event are tagged by placing a count in the bin corresponding to each of those wires.
For example, if the extreme wires are 90 and 95, then one count is placed in the bins
for wires 90, 91, 92, 93, 94, and 95. Then a second histogram is filled with actual
counts from each wire (e.g. 90,91,92,94, and 95). After a run has been processed, the
ratio of the total wire hits over the total tagged wires yields the single wire efficiency.
A plot of a typical single wire efficiency histogram is shown in Fig. 5-14. The typical
efficiency for x layers is > 99% and for s layers, > 96%. Most s layers are closer to
the x layers in efficiency but there are some which are lower.

The overall VDC efficiency for each Spectrometer would be (0.99)* if all 4 VDCs
acted as independent detectors. However, the VDCs track particles and can recreate
tracks even when missing many wires. From [71], a particle track can be safely
reconstructed with as few as 3 wires in the x chambers and 3 wires in the s chambers.
So, only when the joint multiplicity for a Spectrometer drops below 6 will there
be any problems. The typical joint multiplicity is near 18 with very few events

in the low count region. In [71], computer simulations were carried out for multiple
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Figure 5-14: Single wire efficiency histogram for the x1 layer of Spectrometer A from
setting Q06-t24-pl. Wires 31,45,192,222,336, and 388 have no response and so show
up as gaps. The single wire efficiency for this chamber is ~ 99%.

settings to determine the overall efficiency of the chambers. The average efficiency for

Spectrometer A VDCs was 99.6%. The average efficiency for Spectrometer B VDCs

was 99.9%. This gives an overall efficiency of 99.5% for the VDCs in coincidence.
The efficiency correction factor used on the data comes from the scintillator effi-

ciency, coincidence efficiency, and overall VDC efficiency:

€tot = €Escint€eoinc€EVDC = 0.987 x 0.996 x 0.995 = 0.978 (58)

Therefore, the correction factor applied to the data is 1/0.978 = 1.022. From [66]

and [71], the systematic error in the inefficiency correction is estimated to be 1%.

Not included in the previous correction factor are the reconstruction errors. The
algorithm that determines the track provides an error estimate derived from the fit
to the track. In some cases, the fit is bad because the track cannot be properly
reconstructed. This mostly results from delta production in the gas chambers. As a
result, the electron continues on a much different path and the track reconstruction
routine cannot get a good fit. These bad tracks can be cut out with the proper cut
on the reconstruction error. (Only the electron has significant delta production and

so only Spectrometer A is affected).

Fig. 5-15 shows the log-log plot of the counts versus the error in the focal plane
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x coordinate for Spectrometer A. The right bump contains the poorly reconstructed
events. A cut is then placed to allow only data for log Az4 < —0.2. The size of the
correction is typically &~ 1%. However, for a typical setting, the error in the correction
is statistics limited to 1%. In practice, placing the Az 4 cut and correcting for it gives

the same result as not using the cut so this cut is not used.

10?
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Figure 5-15: Log-log plot of counts versus log Az for Spectrometer A. The small
bump on the right near 0.8 are the poorly reconstructed events. For this setting,
QO06-t24-p1, the bad events are about 1% of the total.

5.3.7 Phase space overlap

The pion production cross section seen by the spectrometers is a function of four
variables: VV,QQ,G;q,qS;q (see Sec. 2.1). The extent of these variables is different
for each setup. This is due to many things including different acceptance, boosts,
correlations, etc. The extraction of the cross section involves collapsing them to a
central point (see Sec. 5.3.9). However, to minimize the systematic errors of the
collapse, while designing the experiment, the central kinematic values for each of
the sequential measurement setups were made to agree. It was checked that the

kinematics allowed for a large overlap of variables. Fig. 5-16 shows the extent of the

overlap for the 6; = 24° setup.
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Figure 5-16: Plot of the overlap of the sequential settings for Q*> = 0.060

(GeV/e)? W = 1221 MeV, 0, = 24°. Red corresponds to ¢;, = 0°, green to

¢, = 90° and blue to ¢,, = 180°. The overlap regions have been marked. The

W overlap is approximately 40 MeV, the AQ* ~ 0.04 GeV?/c*, Af; ~ 10°, and
A, ~ 40°.

The setting used for 6;, = 24° was called a “cross” setting during the OOPS
experiment [48] and has certain advantages. Asymmetries can be formed which allow
for the easy separation of the os. In addition, the sin ¢ term is a maximum allowing
for a smaller error on o77. However, due to the kinematic constraints of the Mainz
spectrometers, 6%, above 24° at W = 1221 MeV and Q* = 0.060 (GeV/c)? could not
be reached in the cross configuration. Larger ¢ values are important because the
cross sections tend to increase with increasing angle up to 45° for o7 and o, and
up to 90° for og and opy (see Fig. 7-3).

The os can be extracted from any three ¢ angle settings but the errors typically
increase for non-cross settings. It was found that keeping the three ¢ angles as far
apart as possible was advantageous. The 67, = 37° setting had two out-of-plane
setups and one in-plane. However, there was a complicating factor. An interference
between the spectrometers prevented reaching the most forward setting. As a result,
the overlap for the larger angle is not as good as for the smaller angle (see Fig. 5-17).

However, since a collapse method is used, strict overlap is not required and slight
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differences can be accounted for but with an increase in systematic error.
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Figure 5-17: Plot of the overlap of the sequential settings for Q? = 0.060

(GeV/c)? W = 1221 MeV, 0, = 37°. Red corresponds to ¢, = 32°, green to

¢,, = 134° and blue to ¢, = 180°. The overlap regions have been marked. The
W overlap is approximately 40 MeV, the AQ? ~ 0.04 GeV?/c? Af;, ~ 20°, and
Agy, =~ 40°.

5.3.8 Definition of cuts

As mentioned in Secs. 5.3.1 and 5.3.2, timing and particle identification cuts are
placed on the data. After the two dimensional pion/muon cut, a + 3 ns cut is
placed around the coincidence peak. The accidental background is subtracted and
the remaining events are the true coincidences.

Typically there are cuts on the missing mass. However, the agreement between
the data and the simulation diminishes as the missing mass increases (see Fig. 5-18).
If the entire missing mass peak is used, then the difference is not important. The full
radiative calculation is still used for each event but only the vertex correction will
contribute an appreciable amount. (see Sec. 5.3.11).

After the coincidence timing cut and missing mass cut, spectrometer acceptance
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Figure 5-18: Comparison of the missing mass for data and simulation for the Q? =
0.127 (GeV/c)? parallel cross section at W = 1232 MeV.

cuts are placed. The momentum cuts are important because Simul does not simulate
any events outside of the defined region. However, the real spectrometers have events
outside the simulated region. For added verification that the cuts are not affected by
being near an edge, the momentum cuts were decreased by 2% from each edge for
Spectrometer A and 1% for Spectrometer B. The central momentum cuts were then

+8% for Spectrometer A and +6.5% for Spectrometer B.

As mentioned in Sec. 3.3, the spectrometers have collimators inside of them.
Simul uses these collimators to recreate the phase space. To ensure a clean cross
section that is free of edge effects, the cuts in Table 5.7 are used. The numbers were
found using the comparison of the simulation and the data shown in Fig. 5-19. The
edges of the plots were then found and are used as the cuts. It should be noted that
these cuts are to make sure that the extracted cross section comes from a region away
from any edges. These cuts are meant to be general and so are not overly strict. The

more precise cuts are detailed next.

As shown in Sec. 5.3.7, the phase space changes for each setup. This is mainly
due to the different locations of the spectrometers relative to the momentum transfer

direction. The Lorentz boosts are different and so the phase space volumes are not
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68 | -4.01 — 4.01 deg | -3.6 — 3.6 deg

Table 5.7: Acceptance cut comparison.
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Figure 5-19: Comparison of data and simulation weighted by the Sato-Lee cross
section for Q127-q spectrometer acceptance variables.

the same. For this reason, defining cuts on the physics variables (W, Q?, 0545

)
is difficult. Choosing a set width for all settings will not always be good for each
setting. The method that was decided upon defines the cuts in a relative way. The
first analysis pass finds the edges of the one dimensional distributions of W, @2,
020> Fpg

comparison of the z vertex from the data and simulation varied over the runs. The

and z. The z variable is added to the list of physics variables because the

differences were near the edges and these regions are avoided.

The first analysis pass finds the edges of the one dimensional distributions by
taking the average of several of the central bins. The average is less susceptible to

problems due to bin-to-bin variations. The one dimensional plots are all normalized
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so that the central average is at 1.0. The macro then finds where the distribution
differs by more than 50% from the central average. Typically, these points are about
halfway down the shoulders on the edge of the distribution. However, occasionally
the plots have a steady slope. In this case, the 50% cut still includes most of the
distribution and is near the edges.

The first analysis pass cuts are then forced to be symmetric around the central
value. The purpose is to prevent weighting the results with asymmetric cuts. The
collapse should take asymmetries into account but the correction factors should also
be kept as small as possible so that the systematic error from the collapse is small
(see Sec. 5.3.9). The results of the first pass of the cuts are the outer vertical lines
in Fig. 5-20. Those lines correspond to the point where the distribution is half the
central value.

The second pass of the macro places cuts on the data based upon the width of
the first pass cuts. Cuts were typically 50% or 75% of the width of the first pass cut.
In Fig. 5-20, the innermost vertical lines mark 75% of the width of the outer cuts.
Defining cuts in this way allows them to be determined consistently from setup to
setup. Also, the cuts can then be varied in a simple way to check how sensitive the
cross section results are to the cut widths. After studying the results across all of the
kinematics in the data set, the width that gave the most consistent results was the
75% width using 50% of the maximum to define the edges (see Sec. 5.3.10).

This cut definition procedure yields cuts which are away from the edges of the
acceptance and are stable to small changes in the cuts and can be determined in a
consistent manner across setups. All of the central cut values and cut widths are in

Appendix D.
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Figure 5-20: Physics variables for setup Q06-t24-p2 with cuts. The outer dashed lines
mark the first pass cuts and the inner dashed lines show the second pass, final cuts.



5.3.9 Cross section extraction and collapse to point

The results of Simul, COLA, Lumi are all fed into special ROOT macros which yield
cross sections. After the simulation and data are filtered with identical cuts (see Sec.
5.3.8), the background subtracted data are divided by the Jacobian and radiative
correction weighted simulation and scaled by the luminosity to give the average cross

section.

The average cross section, XS,,, is calculated by

XS _ Hdathts
“s HsimLtot

(5.9)

where L, is the total, effective luminosity, N, is the number of counts thrown
at the simulation, Hy,; is the histogram containing counts, and H;y, is the histogram
containing the simulated phase space. If the histograms contain only one bin, then
the result, X S,,, is the average over the cuts in phase space. One can choose to use
more than one bin in the histograms in which case the results are the average cross
section as a function of the histogram bin variables. Either way, the results have been

averaged and are not directly comparable to theory point cross sections.

To compare the averaged cross section to theory, a collapse procedure is applied
to the data. This is also known as bin centering corrections [7] or transport. The
issue is that the data are spread out over a large phase space in multiple dimensions.
If possible, the best comparison of the data and theory is to run the simulation with
the theory and compare. However, when the results are in more than two dimensions,
it becomes difficult to quantify the level of agreement. Instead, if the theory varies in
the same way across the phase space as the data varies, then the ratio of the theory
point cross section to the theory average cross section can be used to scale the average
data cross section to a point data cross section. This technique does not rely upon
the absolute size of the theory but merely requires that the theory have the same
shape throughout the phase space region of the cuts. A small (0.5%) systematic error
is introduced with this method (see Sec. 5.5).

The first step is to obtain the average of a model over the same phase space. A
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Setup Collapse Factor for MAID2003
Q06-t0 1.007

Q06-t24-pl 0.989

Q06-t24-p2 1.030

Q06-t24-p3 1.006

Q06-t36-pl 1.124

Q06-t36-p2 1.028

QO06-t36-p3 1.022

Table 5.8: Collapse factors using MAID2003 for the various settings. Statistical errors
on the factors are 0.005. The Q06-t36-p1 has the largest correction.

slight modification of Eq. 5.9 gives

Hmodel
XSag = == (5.10)

where Hs’?&del is the same as Hg;,, except that each event is weighted by the model
cross section. Again, the binning of the histograms can be 1 bin for an overall average
or several to see the variation of the cross section. Typically, the analysis uses one
central bin.
The central assumption, which is checked by plotting versus several variables and
using different models and cuts is that
X Spomy X Gmodel

cent
= . 5.11
XSay X Smodel (5.11)

avg

If Eq. 5.11 holds, then it can be rearranged to give

X Seent = XS XSeeni _ X S gy Fo%l (5.12)
cent — avg XSmodel - avg+ point .
avg

where F,;gggfl is the factor to collapse from the average cross section to the central,
point cross section. Typical collapse factors are shown in Table 5.8. An examination
of Table 5.18 shows that the collapse factors are all very similar leading to a model
dependence about the same size as the statistical error.

As mentioned above, this method of collapse can be tested by varying the size of

the cuts. As the cuts get smaller and smaller, then the average gets closer to the point
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cross section. Unfortunately, the statistics also get worse and the errors are such that
very small cuts do not give extra information. However, by varying the cuts smoothly
and plotting the results, any instabilities in the extraction can be spotted. The goal
is to settle in a stable region of cuts. More about this is covered in Sec. 5.3.10.

For the parallel cross section analysis, the collapse step is the final step since the
cross section only contains oy. However, for the rest of the analysis, more is required.
For the non-parallel setups, there are three separate point cross sections for three

different values of ¢ . The form of the cross section (as shown in Sec. 2.2) is

do, dog dorr
= 2%, 21
70 70 + v/2¢(1 +€) 0 cos ¢
d dorr
+ € ZSTlT cos2¢ + hP.\/2¢(1 — €) ZSL)T sin ¢ (5.13)

Adding the cross section results taken with the positive and negative helicities
cancels the h dependent part leaving three unknown cross sections. Since there are
three known spectrometer cross sections, algebra can be used to extract the cross
sections.

The extraction of the differential cross sections (o;) from the helicity independent

spectrometer cross sections (X;) starts with:

1 wprcos¢; €ecos2p, 09 X3
1 vprcosgy €cos2py orr | = | Xo (5.14)
1 wvprcos¢s €cos2p; orT X3
Once in matrix form, the algebraic results are clear:
-1
o) 1 wvprcos¢; €cos2¢, X3
orr | = | 1 vprcosgy €cos2p, X, (5.15)
orr 1 VT COS ¢3 € COS 2¢3 X3

However, when multiple 6, settings are used, the errors are smaller if the spec-

trometer cross sections are sent to a fitter. This is due to only one extraction from
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the data being performed instead of two. The two extractions are first extracting
the three differential cross sections from the spectrometer cross sections and then
extracting the multipoles from those results. Fitting the spectrometer cross sections
is more direct and keeps the errors smaller. Fitting is detailed in Sec. 7.1. If only
one setup is used, the algebra and the fitter give identical results.

The helicity dependent part of the cross section contains the o7 term. op» can

be extracted using

_ Xh>o— Xheo

= — 5.16
2P, vpg sin ¢ ( )

o) sl

where Xj~o and X, .o are the spectrometer cross sections using positive and neg-

ative beam helicity respectively.

5.3.10 Cut Robustness and Corrections

The cuts on the data have been defined in such a way that the region selected should
be stable. Small changes in the cuts in one direction or the other should not change
the cross section if the cuts are truly in a stable region. The procedure as defined in
Sec. 5.3.8 allows for a simple definition of robustness. After selecting the full width,
fractions of that width are used for the cuts. Looking at Fig. 5-20, the 75% cuts
are typically on or very near the shoulders of the distributions. Using the 50% width
does select a flatter region but with fewer events and so larger statistical error bars.

To investigate the effects of different cuts, several types of studies were performed.
In all of them, the full width was defined using the location of 50% dropoff relative
to the central bin. The first study set all but one of the variables to one width and
varied the remaining variable. In Fig. 5-21, the 75% width was used for all variables
and then the individual variables were set to 25%, 50%, 75%, 85% and 150%. The
plot shows the absolute size of the cuts. The 75% setting is known to be very close
to the edge so the step above (85%) was made smaller (10% versus 25% for the other
steps) so as to stay in a nominally good region. The 150% setting is a stability check

that is wide enough to include all of the data. It is important to know whether the
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cross section drops off or is more in line with the other cuts. Ideally, all of the cut
results will be flat but with larger error bars for the tighter cuts. Figure 5-21 shows
that, except for z, the 85% result is very close to the 75% result. The @2, 0,, and ¢y,

results are reasonably flat. The only real problem is a dropoff in W which has not

been explained. However, even that change is about 2% for the 50% to 75% setting.

The comparison of the simulated z with the data shows that there tends to be
less agreement near the edges (see Fig. 5-1). The simulation has a sharper edge than
the data. As a result, the data are below the simulation for some parts and above
for others. If all of the simulation is compared with all of the data, then the shape is
no longer an issue and the results trend back up. However, including all the z could
lead to greater uncertainty in the phase space volume since the data and simulation
do not agree near the edges. The areas of disagreement are cut out to ensure a good

phase space volume calculation.

Since there are five variables which can be varied (W, Q2 05y Dpgr 2) and five
settings for each (0.25,0.5,0.75,0.85,1.5), there are 3125 possible variations. To cut
this down to a more manageable number, the variables which are held constant were
all set to the same fractional value. Since the 1.5 value is known to contain edge
effects, only the 0.25, 0.50, and 0.75 widths were used. With the other variables held
constant, each variable, in turn, was varied so that the effect could be seen. Fig. 5-21
shows the results of a scan of the cuts. Notice that the results are stable as a function
of cuts. A summary of all of the results is shown in Fig. 5-22 where the average of
the scan results for each variable is shown versus the fractional size of the cuts on
the remaining variables. This way, trends in the cross section as the other variables
are changed can be seen. Also, the RMS deviation and statistical errors are shown.
Again, the idea is that the cross section should not vary with these cuts.

Looking at Fig. 5-22, the change in the cross section from the 50% setting to the

75% is clear in most variables. To test this effect more, finer scans were made for each

kinematic setting. Instead of varying the individual variables, the same fractional cut

was used for all (W, Q?, 6%, ¢7., 2).

pg’> Tpg’

Figure 5-23 shows the scans for the non-parallel, more forward angle Q? = 0.060
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Figure 5-21: Cross sections as a function of cut width for one variable for the setup
QO06-t24-p1 with 75% shoulder cuts on the other variables. Notice how most of the
results are flat as the cuts are varied. There are known problems with z. The dotted
region is the RMS deviation of the results.

(GeV/c)? settings. The z axis shows the fractional cut and the y axis shows the cross
section normalized to the (0.5,0.5) cut result. The first 0.5 refers to the fraction of
the average height for determining the full width and the second 0.5 refers to the
fraction of the full width that was used. The shape is very similar for all of these
scans. It appears that the 0.5 width results are in a flatter region than the 0.75
results. However, the error bar is smaller in the 0.75. Also, as will be shown shortly,
the 0.75 cuts give more stable results for the helicity dependent cross sections. So, a
phase space cut correction factor was determined by taking the ratios of the (0.5,0.5)
cross section divided by the (0.5,0.75) cross section. The dark shaded bar shows
the (0.5,0.75) result after the phase space cut correction with statistical errors. The

lighter bar shows the total errors with the systematic error added in quadrature.
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Figure 5-22: Summary of the cut scan study. All variables were held at widths shown
on the = axis except for one which was varied over a range from 0.25 to 1.5. The
points show the RMS deviation and the statistical errors. The goal is to have the
cross sections not depend upon the cut width.

For these plots, systematic errors which affected all the points in the same way were
ignored. Therefore, the systematic errors here consist of the estimated phase space
cut, correction error and the average deadtime error.

Figure 5-24 shows the scans for the in-plane, more backward angles. These results
are much flatter and so do not need to be corrected. These type of results are the
exception though as can be seen in Fig. 5-25. There, the scan results have a similar
shape to the rest.

Finally, there are the helicity dependent results shown in Fig. 5-26. The Q06-t36-
pl setting is flat but the other settings have the same shape including a setting from
the higher Q?. The corrected results are within the statistical errors of the flat region

results.
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Figure 5-23: Q* = 0.060 (GeV/c)? , non-parallel, more forward settings cut scans.
The bars are centered on the cut corrected result. The dark bar is the statistical error
and the light bar shows the total error with the systematic error added in quadrature.
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Figure 5-24: Scan of the cuts for the settings Q06-t24-p3 and Q06-t36-p3. The scans
are different from the rest because they are flat and do not require a cut correction.
See Fig. 5-23 for legend.
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Figure 5-25: Scan of the cuts for the parallel cross section near the A resonance at
Q? = 0.060 and 0.127 (GeV/c)? . The shapes are similar to those in Fig. 5-23. See
Fig. 5-23 for legend.
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Figure 5-26: Helicity dependent cross section results for @ = 0.060 and 0.127
(GeV/c)? . See Fig. 5-23 for legend.
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Figure 5-27: Scan for the Q* = 0.127 (GeV/c)* , 6%, = 63° setting. See Fig. 5-23 for
legend.

The result that was the least clean is also the largest proton angle that was
measured. The scan results are in Fig. 5-27 and show that the (0.5,0.5) region is
rather unstable. The error bars are large and there are large swings in the central
value to either side of zero. However, the region around (0.5,0.75) is much more stable
and has smaller error bars. Again, the corrected result is within the error bars of the
(0.5,0.5) result.

As all of these plots show, the (0.5,0.75) region is more stable for all of the settings
and so was chosen as the final analysis cut. The phase space correction factors were
found by averaging over the different data sets. The factors are summarized in Table
5.9. The table shows the average correction factor, the average of the error (statistical
only) and the RMS deviation of the factors. The conclusion is that the correction
can be safely applied with the systematic error being the average of the error of the
correction factor.

Several setups have been excluded from Table 5.9. Setups Q06_W1205_rev,
Q06_W1155 pl and Q06_-W1155_p2 were all taken in reverse kinematics (electron
detected in Spectrometer B, proton in Spectrometer A). Since there were significantly
fewer runs in the reverse kinematics, it is more difficult to find a trend. The average
of the ratios indicates a correction factor less than 1%. So, it was decided that it is
safer to leave those settings uncorrected but include an extra 2.3% systematic error
for the W = 1155 MeV setups and 1.9% for the W = 1205 MeV setup. Those are

the average errors on the phase space correction factor if it were used.
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Setup Ratio | Error | RMS
Q06-t0 1.019 | 0.017
Q06-t24-p1 1.021 | 0.013
Q06-t24-p2 1.032 | 0.012
QO06-t36-pl 1.039 | 0.020
QO06-t36-p2 1.018 | 0.012
Q127-q 1.031 | 0.016
Q126-W1232 1.025 | 0.018
Average 1.026 | 0.015 | 0.008
Q06_W1125 1.024 | 0.024
Q06_W1155 1.023 | 0.025
Q06-W1185 1.023 | 0.022
QO06_-W1205 1.017 | 0.019
Q06_-W1225 1.023 | 0.021
Q06_-W1245 1.007 | 0.029
QO06_W1275 1.029 | 0.027
Q06-W1300_low | 1.006 | 0.028
Average 1.019 | 0.024 | 0.008
Q126_.W1232_p1 | 1.035 | 0.018
Q126_-W1232_p2 | 1.008 | 0.014
Average 1.021 | 0.016 | 0.019
Q127-w1140-p1 | 1.048 | 0.030
Q127-w1140-p2 | 1.009 | 0.018
Average 1.028 | 0.024 | 0.028
Q127-th30 1.031 | 0.017
Q127-th43 1.042 | 0.020
Q127-th63 1.002 | 0.019
Average 1.025 | 0.019 | 0.021

Table 5.9: Cut correction factors and the settings used to calculate them.

Other runs excluded from Table 5.9 are the flat distributions mentioned earlier,
Q06-t24-p3 and Q06-t36-p3, and the parallel run Q126_W1212 which also had a flat
distribution. Again, an extra systematic error of 1.5% is used since that is close to
the error in the unused correction factor. This error becomes a conservative estimate

of the error in the phase space cuts.
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5.3.11 Radiative Corrections and Energy Loss

The electron interacts with the target in this experiment via a single virtual photon.
However, the electron can undergo other interactions prior to the interaction and
prior to being detected. Figure 5-28 shows the various virtual photon diagrams while
Fig. 5-29 shows the real photon diagrams.

The radiative effects act to create a tail in the distribution of electron energies
that extend to the lower energies. If a cut is placed on the electron energy, the events
below that cut will not be measured. However, the number of events that are cut out

can be calculated and then corrected for using

Otrue = K(AE)Jmeasured (517)

where AF is the difference between the peak of the scattered electron energy and
the cutoff energy.

A standard approach to the radiative corrections is to break the calculation up

into two parts, real and virtual [57, 71]. Then the correction factor takes the form

e(s'real

Y Oreal 1 _ 5 . ~ Jreal_(s'uirt. 518
1 + 61}'irt ¢ ( ’UM‘t) ¢ ( )

As long as d,;; stays reasonably small, the approximations will hold.

The diagrams in Fig. 5-28 all contribute to d,;; which can be written as
o (13 Q? 17 1, ,E =« 5 O
51)2'1“75 = ; {F [ln ﬁg — 1:| — ]__8 - 5111 E - E + L2 COS 5 (519)

where E;, E', 0,,Q? are defined in Sec. 2.1, m, is the mass of the electron, and L,

is the Spence function

TIn(1 —y) 2. "
Lo(z :—/ —dy = —. 5.20
()= [ T > (5:20)
The 6yi+ term does not depend on AE and so is applied as a weight factor in
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the simulation. The real term is implemented in the simulation using the equivalent
radiator method. In this method, the real-photon part is approximated with two

external radiators. One is placed before and one after the scattering. FEach has

thickness
t Q 2
— In=— -1 5.21
X, b [ N m?2 } (5:21)
where
4 1Z7+1_ 1
b=- |1 In"1(1832°1/3 5.22
[ s e tassz) (5:22)

t is the target thickness in g/cm?, Z is the target atomic charge, and X, is the
radiation length in g/cm? [71].

The final radiative correction is for external bremsstrahlung. This occurs while
the electron is entering or exiting the hydrogen target and it differs from the internal
correction by not involving the Coulomb field of the target nucleus. These also tend to
be rare but large losses. External bremsstrahlung is handled in Simul using the inverse
of the external bremsstrahlung energy loss formula found in [62]. The correction has
a random element to it such that over large numbers of simulated events, the energy
distribution will be the same as in reality.

More details about radiative corrections can be found in [79],[71], and [57].

e e e

Figure 5-28: Diagrams containing, from left to right, the self-energy terms, the vertex
correction, and the vacuum polarization.

e

Figure 5-29: Diagrams showing the soft, real, Bremsstrahlung photon being emitted.
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5.3.12 Energy Loss

The radiative corrections properly correct for some losses for the electron but the
proton, being much more massive, has negligible radiative losses. However, both will
lose energy as they pass through the various materials in and around the target and
the spectrometers. For protons (m, >> m,), the energy loss is given by this form of

the Bethe-Bloch formula [50]

—— = 47N, _p_-_ =
TN, 7 153

dE o 7 2° 2m.y? 32 5 C
o emepzﬁ [ln <7 5~ 7 (5.23)

where N, is Avogadro’s number, 7, is the classical electron radius, m, is the mass
of an electron, 3 is velocity of the incident particle divided by the speed of light,
v = (1— %712, Z is the charge of the target, A is the atomic weight of the target, 2
is the charge of the incident particle, I is the mean excitation potential, ¢ is a density

correction, and C' is the shell correction. All of the constants can be combined as

47 Nor2mep = 0.3069p(MeV /cm) (5.24)

where p is in units of gm/cm?.

The shell and density corrections are only important at low and high energies
respectively. The density correction comes from the tendency of high energy particles
to polarize atoms along its path. The default Bethe-Bloch formula will then overesti-
mate the energy loss because it does not account for the shielding that arises from the
polarization. The shell corrections become important when the particle is traveling at
a velocity similar to that of the orbital electrons of the atoms in the target material.

However, at the energies of this experiment, neither correction is significant.

To calculate the energy loss for electrons, the Bethe-Bloch formula must be modi-
fied to take into account the electron’s much smaller mass. This modified Bethe-Bloch
is [50]

dFE

i = QWNargmeCQp

Z1 (1 +2) C

Ap " amey TTO 0g) 62
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where 7 is the kinetic energy of the the particle in units of m.c? and F(7) — 0.125
for electrons and F(7) &~ —0.53 for positrons in our energy range.

Finally, the simulation corrects for Landau energy straggling. As a particle passes
through matter, the actual energy loss will depend upon exactly how it interacts with
the matter. The mean energy loss can be calculated using the previous formulas
but the distribution is not necessarily symmetric. The distribution follows a Landau
distribution which peaks and then has a tail. The most probable energy loss is
then different from the mean energy loss. However, from [57], the effects of Landau
straggling can be ignored for target thicknesses less than 0.05 of the radiation length
of the target material. Liquid hydrogen has a radiation length of 866 cm [32] and the
target is about 5 cm long (see Sec. 3.2) giving a ratio of about 0.006.

Once the total energy loss is calculated for both particles, that energy is added
back in both in COLA and Simul. Again, the final check of the procedure is if the
simulation and data agree which they do (see Figs. 5-1 and 5-2).

5.4 Cross checks

During the April run period, elastic runs were performed before and after each in-
plane setup. During the October run, elastic runs were performed at the beginning
and end of each Q% setting. For most elastic runs, the scale factors were set so that
the data stream contains coincidence data for spectrometers A and B as well as single
arm data for each spectrometer.

In addition to the elastic runs, several measurements were performed which overlap

with previous results. All of these overlap results will be shown and discussed.

5.4.1 Coincidences

Figures 5-32, 5-33 and 5-34 show the elastic coincidence results (electrons in Spec-
trometer A, protons in Spectrometer B). The same rough spectrometer cuts were
used as for the production runs (see Sec. 5.3.8). However, the cuts on the physical

variables were different since elastic and pion production have different kinematics.
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Whereas Q? and W are used in pion production, E' and 6, are used in elastics. The
E' is left untouched and the cross section is binned versus #,. Also, there is no cut
on the proton. The target z cut is slightly different from the production runs but a
study on Q127-g-elas showed that the effect is less than 1%. Also, the offset for z
in the software was slightly different for some runs (October) but a similar study on
Q127-g-elas showed the effect to be less than 0.5% which is very close to the statistical
error. The z cut error is less than the systematic error on the luminosity.

The systematic error for these elastic runs is similar to the systematic error for the
production runs (see Sec. 5.5). However, for the plots in this section, the luminosity
error has been suppressed because the luminosity error should affect all the runs in the
same way. There could have been a difference from April to October but the results
indicate that the luminosity was under control and stable. The non-luminosity related
systematic error for the elastics is estimated at 2.3% (deadtime + cut + resolution +
beam position + detector inefficiency).

The oscillations seen in the cross section plots versus 6, (Figs. 5-32, 5-33 and 5-34)
are typical of elastic cross sections measured with the Mainz spectrometers [82]. In
the elastic region, only a small part of the focal plane is illuminated (see Fig. 5-35). It
is believed that single wire position uncertainties (sagging wires) in the wire chambers
lead to the oscillations seen in the cross section. To test this idea, the chamber wires
were tightened in late 1999. A comparison of the counts versus angle from before and

after the tightening is shown in Fig. 5-30.

15

N
S

,_.
s
T
-
&

Counts [103]
7

Counts [103]
i

a
L

)
=)

Figure 5-30: The effect of tightening the wires in the wire chambers can be seen in
these plots of counts versus .. The left plot is from June 1999 and the right plot is
from after the repair in November/December 1999. Figure from [82].
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Figure 5-31: A plot of counts versus 6, for a parallel cross section, pion production
run at Q? = 0.126 GeV?/c?, W = 1232 MeV. Note the lack of structure in the plot
even with cuts.

Since a v*N — A production run illuminates the entire focal plane (see Fig. 5-
35), the effect is expected to average out. As further evidence, see Fig. 5-31 where a
plot of counts versus 6, is shown from a parallel cross section, pion production run.
Timing, missing mass and acceptance cuts have been applied to Fig. 5-31 and yet

there is still no structure visible.

To eliminate the effect of the structure in the elastic plots, the cross section is
averaged over the 6, acceptance. Since the structure appears to have approximately as
many positive deviations as negative, the average should be stable. Table 5.10 shows
the elastic coincidence results after averaging over the central region. For comparison
purposes, the acceptance averaged elastic cross section from [52] was averaged over
the same region and can also be seen in Table 5.10. The acceptance averaged world
fit was calculated in the same way as described in Sec. 5.3.9 but using an elastic
cross section fit instead of a pion production model. There ends up being very little
difference between the acceptance averaged world cross section and the unaveraged
cross section because the acceptance in the elastic region is very small. There are
so many kinematic correlations (i.e. 6 is directly linked to E') that there cannot be

much variation in a given bin.

The 6, cut width was defined in a similar way to the pion production cuts. Since
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the (0.5,0.5) region is flat and there is no shortage of counts, that 6, region was used.

Note that some elastic runs are not listed in Table 5.10. The setting 0.06-th24-
phil80-elastic used the lowest current measured with the rough scale on the Forster
probe leading to greater uncertainty. There appear to be some systematic problems
with using the rough scale on low currents so that combination was avoided. Other
runs had higher currents or used the fine scale. Q126 elas_1 had a timing offset that
could not be corrected afterward that lead to a 30% discrepancy. The timing was

fixed for the pion production run after it.
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Figure 5-32: Elastic coincidence cross section (black crosses with endcaps) in nb
plotted against 6, along with the acceptance averaged dispersion analysis fit of Ref.

[52] (red crosses). Errors are statistical only. These are all from the first part of the
April 2003 run.

Figure 5-32 shows that the results are stable over time and most are consistent
within systematic errors with the 1996 dispersion-theoretical analysis fit to the world
elastic data [52]. There are two runs which are a bit lower than the rest and they

correspond to a lower beam energy. The settings were studied, but no reason for the

127



Setup | FE Q? | gmm | gmas X Savg Disp 96 | % diff
MeV | GeVZ | ° ° ub/sr ub/sr
0.06-q-elas | 795 | 0.30 | 45.0 | 46.5 | 101.7+ 0.4 (0.4%) | 101.3 0.4
0.06-th36- | 795 | 0.28 | 41.8 | 43.2 | 150.7+ 0.6 (0.4%) | 150.0 0.4
phil80-elas
0.06-th36- | 795 | 0.28 | 41.8 | 43.2 | 149.3+ 0.7 (0.5%) | 150.0 -0.5
phil80-elast
0.06-th24-phi0- | 795 | 0.29 | 43.5 | 45.0 | 119.14+ 0.5 (0.5%) | 121.1 -1.6
elastic-rough
0.06-th24-phi0- | 795 | 0.29 | 43.5 | 45.0 | 122.14+ 0.7 (0.5%) | 121.1 0.9
elastic-fine
Q127-g-elas | 855 | 0.41 | 50.5 | 52.0 | 42.04+ 0.1 (0.4%) 41.9 0.2
Q127-g-elas-2- | 855 | 0.41 | 50.5 | 52.0 | 41.8+ 0.2 (0.6%) 41.9 -0.3
rough
Q127-g-elas-2- | 855 | 0.41 | 50.5 | 52.0 | 42.3+ 0.3 (0.7%) 41.9 1.1
fine
Q20-g-elas-1 | 855 | 0.48 | 57.0 | 58.5 | 21.8+ 0.1 (0.3%) 22.0 -1.2
Q20-g-elas | 855 | 0.48 | 57.0 | 58.5 | 21.54+ 0.1 (0.5%) 22.0 -2.3
Q20-t33-pl-elas | 855 | 0.44 | 53.9 | 55.4 | 29.0+ 0.2 (0.6%) 29.7 -2.4
Q20-t33-pl-elas2 | 855 | 0.44 | 53.9 | 55.4 | 29.3+ 0.1 (0.4%) 29.7 -1.5
Q20-t33-p3-elas | 855 | 0.44 | 53.9 | 55.4 | 29.3+ 0.1 (0.5%) 29.7 -1.4
Q20-th57-p3-elas | 855 | 0.38 | 48.3 | 49.8 | 53.04+ 0.2 (0.4%) 53.5 -1.0
Q20-th57-p3-elas2 | 855 | 0.38 | 48.3 | 49.8 | 52.8+ 0.2 (0.4%) 53.5 -1.3
QO06_minus_elas 2 | 855 | 0.19 | 31.0 | 32.5 | 533.7+ 1.8 (0.3%) | 544.9 -2.1
Q126 elas 2 | 855 | 0.37 | 47.0 | 49.0 | 59.8 4+ 0.3 (0.5%) 59.9 -0.2
Q06_elas_1 fine | 705 | 0.16 | 34.8 | 36.0 | 541.5+2.5 (0.5%) | 570.0 -5.0
QO06.elas 2 | 705 | 0.16 | 34.8 | 36.0 | 532.6+2.5 (0.5%) | 570.0 -6.6
Q06_minus_elas 1 | 855 | 0.19 | 31.5 | 32.3 | 535.1+2.6 (0.5%) | 530.7 0.8
Q06_minus_elas 2 | 855 | 0.19 | 31.5 | 32.3 | 535.0+2.5 (0.5%) | 530.7 0.8
QO06_elas_rev | 855 | 0.28 | 39.3 | 40.2 | 172.7+1.2 (0.7%) | 167.2 3.3
Q126 elas 2 | 855 | 0.37 | 47.5 | 48.8 | 59.1+0.4 (0.6%) 58.8 0.6

Table 5.10: Averaged elastic coincidence results in chronological order with statisti-
cal errors. The top section results are from April. The bottom section results are
from October. The rev or minus settings were taken with the reverse configuration
where Spectrometer B detected electrons and Spectrometer A detected protons. The
rest were taken in the regular configuration where the roles of the Spectrometers are
reversed. The absolute systematic error is 3.1% which is the same as the pion pro-
duction runs. The systematic error on the variation between setups is the estimated
error in the phase space cuts, which comes from the pion production studies, and is

1.5%.
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Figure 5-33: Elastic coincidence cross section (black crosses with endcaps) in nb
plotted against 6, along with the acceptance averaged dispersion analysis fit of Ref.
[52] (red crosses). Errors are statistical only. The green vertical lines indicate the
integration region. These are all from the second part of the April 2003 run.

low results could be found so the results are reported as they are. These elastic runs

were on either side of the low @? W scan and so could indicate a possible systematic

shift.

There is an updated version of the 1996 dispersion-theoretical analysis by Hammer
(Ref. [41]). In our kinematic region, the new version is about 1% below the 1996 fit
(see Fig. 5-37). In addition to the updated Hammer fit, there are several other fits
that have been obtained and Fig. 5-37 shows how close the various fits are at £=855
MeV. There is a small amount of spread between the fits but they appear to agree at
about 98.5% 4 1.5%. For reference, the low end 6, = 40° of Fig. 5-37 corresponds to
Q? = 0.28 GeV? and the high end 6, = 60° corresponds to @ = 0.50 GeV2.

The conclusion from the coincidence elastic analysis is that the measured cross

sections are stable over time and agree well with previous elastic results. This indi-
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Figure 5-34: Same as Fig. 5-32 but for the October run period.

cates stability in the luminosity, target density, and beam position. It also indicates

that the spectrometers can be placed reliably and that the central momenta are well

known.
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Figure 5-35: Plot of hits versus the horizontal and vertical coordinates in the focal
plane. The left plot is for an elastic run and the right plot is for a v*N — A
production run.
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Figure 5-36: Comparison of ratio of the elastic cross section to the Dispersion 96
prediction [52]. Errors are the total statistical and systematic added in quadrature.
The results are stable over time and close to the various world models. The red /
represents the region where the various elastic models overlap (see Fig. 5-37). The
blue \ regions are the average ratio and average error for the April (left) and October
(right) run times.
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Figure 5-37: Comparison of elastic form factor fits at =855 MeV. The top plot shows
the absolute size of the fits and the bottom plot shows the ratio of each fit to the “stan-
dard” 1996 fit [52]. The fits are: Dispersion 1996 [52],Dipole 1.0/(1.0 + (Q*/0.71))?,
the Seely fit [68], Lomon [51],Friedrich [36], Simon [69] (which is equivalent to
Hoehler), Hammer 2003 [41]. (The 1996 fit is the standard used for comparison
because it is what has been compared against the Mainz elastic data since at least
the April 2003 run time).
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5.4.2 Single Arm

As mentioned earlier, the data stream also contains single arm data. However, for
some runs the scale factors were set too low to get large numbers of single arm counts
and those runs have been suppressed. Several representative setups were analyzed for
their singles to confirm that the cross sections are as expected. Figures 5-38 and 5-39
show the single arm results for spectrometer A (detecting electrons). The integration
region is wider for the single arm A because the physical acceptance of Spectrometer
A is larger than Spectrometer B. In coincidence, Spectrometer B’s smaller acceptance
limits the region seen in coincidence in A. However in single arm, a larger part of the

spectrometer can be used since it does not have to be in coincidence with B.
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Figure 5-38: Elastic single results plotted against the dispersion analysis of Ref. [52]
(red solid line). Errors are statistical only. Data do not have the inefficiency factor
taken into account (2.2%). Vertical lines indicate the integration region. These runs
are all from April 2003.

The numerical results can be seen in Table 5.11. A few of the runs are lower than
the rest but the majority of runs appear to be very close to the world average.

The single arm analysis required some more analysis than the coincidences. This
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Figure 5-39: Elastic single results plotted against the dispersion analysis of Ref. [52]
(red solid line). Errors are statistical only. Data do not have the inefficiency factor
taken into account (2.2%). Vertical lines indicate the integration region. This run is
from October 2003.

is because the single and coincidence data streams must be merged properly. In the
single arm analysis, the single arm events are binned normally but coincidence events
are weighted by the ratio of the effective single arm luminosity over the effective
coincidence luminosity. Ignoring deadtime effects, this is just the ratio of the scale
factors. By using the effective luminosities, the small deadtime effects are included.
Then, the histogram is divided by the Simul single arm result (using a 47 collimator
for spectrometer B). The results are divided by the single arm luminosity yielding a
cross section. Fig. 5-40 shows an example of data from the various streams and how
they fit together.

Overall, the single arm analysis shows the same stability and agreement with the
world data as the coincidence analysis. Taken together, the results indicate that the

spectrometer efficiency is well understood within the cuts.
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Setup | E Q? | gmm | gmas X Sang Disp 96 | % diff
MeV | GeVZ | ° ° pb/st pb/sr %

0.06-th36-phil80-elasa | 795 | 0.28 | 39.0 | 47.0 | 147.8 £ 2.0 | 148.1 -0.2
0.06-th36-phil80-elasb | 795 | 0.28 | 39.0 | 47.0 | 1459 £ 1.5 | 148.1 -1.5
0.06-th24-phi0- | 795 | 0.29 | 41.0 | 49.0 | 111.1 £ 1.2 | 115.6 -6.0
elastic-rough
Q127-g-elas | 855 | 0.41 | 47.0 | 55.0 | 45.0 £ 0.3 44.7 0.6
Q127-g-elas-2-rough | 855 | 0.41 | 47.0 | 55.0 | 46.4 £ 0.6 44.7 3.8
Q127-g-elas-2-fine | 855 | 0.41 | 47.0 | 55.0 | 44.5 + 0.7 44.7 -0.5
Q20-g-elas-1 | 855 | 0.48 | 55.0 | 61.0 | 21.9 + 0.1 21.8 0.3
Q20-t33-pl-elas2 | 855 | 0.44 | 51.0 | 58.0 | 30.8 £ 0.2 30.6 0.5
Q20-t33-p3-elas | 855 | 0.44 | 51.0 | 58.0 | 31.3 £ 0.1 30.6 2.2
Q20-th57-p3-elas | 855 | 0.38 | 46.0 | 52.0 | 55.9 £ 0.1 54.7 2.2
Q20-th57-p3-elas2 | 855 | 0.38 | 46.0 | 52.0 | 54.4 £ 04 04.7 -0.6

Q126_elas_2 | 855 | 0.37 | 45.0 | 52.0 | 57.9£ 0.1 08.2 -0.4

Table 5.11: Selected averaged elastic single arm results for spectrometer A in chrono-
logical order. The top section is from April 2003 and the bottom section is from
October 2003. The same inefficiency correction used for the coincidence elastics and
production runs was used (1.022). The systematic error and phase space cut errors
are estimated to be the same as the elastic coincidence runs (see Table 5.10).
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Figure 5-40: Example of the two data streams for the single arm analysis of
Q126_elas_2. The solid black line shows the raw counts versus 6,. The red dashed line
shows the properly scaled coincidence alone. The green dotted line shows the singles
alone. The blue dot-dashed line is the sum and is smooth.
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5.4.3 4 scan

A delta scan was performed using electrons in both Spectrometer A and B. To com-
plete a 0 scan, the peak from the elastic cross section is moved across the focal plane
by varying the central momentum of each spectrometer. In this way, a narrow region
of the focal plane is illuminated with a well known cross section. The efficiency of the
focal plane can be tested using this approach. The results showed a slight dropoff in
the cross section near the edges of the acceptance. For this reason, we are avoiding
these regions in our analysis. The other cuts placed on the data (W, Q?) tend to
limit the acceptance even more in Spectrometer A.

The W and @Q? cuts do not limit the acceptance of Spectrometer B so the primary
limit on the size of the acceptance is the cut placed on the central momentum. Again,
the size of the central momentum cuts were chosen based upon the pion production
results but the ¢ scans were basically in agreement. Those results favored the central

region over the edges.

5.4.4 Parallel cross section

As mentioned previously (see Sec. 4.2), the parallel cross section at Q* = 0.127
(GeV/c)? was taken during both runtimes to act as an overall check of our absolute
cross sections. The check can be performed because this measurement has been
carried out previously at Bates [55, 54, 80, 74, 73]. The beam energy for each of these
past experiments was slightly different and so the € factor is slightly different. To

correct for this, we use the ratio of or to o from a model like so:

09 = o + €07p, (5.26)

oy = or + €oy, (5.27)
f+€

- = oo F 5.28

0y = 0 e oo ( )
or

= — 2
” (5:29)
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Model or [pb/st] | o [pb/st] | f
MAID 2003 10.436 1.892 2.52
DMT 9.428 1.649 5.72
Sato-Lee 10.113 0.708 14.28
SAID 10.361 0.359 28.87

Table 5.12: Cross sections used to account for the different factors of € in the existing
data.

The factors from the various models at W = 1232 MeV, Q? = 0.127, and 0, =0°
(GeV/c)? can be found in Table 5.12. MAID 2003 agrees best with the existing data
[74] and so is the model used in the conversion. Using MAID 2003, the correction
factor is about 1%. With the other models, the correction is even smaller.

Table 5.13 shows all of the parallel cross section comparisons for the previous Bates
data and the current experiment. For reference, the original, unconverted values are
included. An easier way to see the comparison is shown in Fig. 5-41 where the Bates
and Mainz values are plotted along with the total error band for each. There is a
reasonable overlap region since the systematic errors are accounted for in the plot.
The Mainz results are stable over time from April 2003 to October 2003. Another
item to consider is that the variation in the Bates measurements is about 4% and the
difference from Mainz to the lowest Bates point is about the same. The conclusion
drawn is that the current measurement agrees with previous measurements within
the systematic error.

The conclusion for agreement was drawn after extensive checking for systematic

shifts. Among the checks performed were:

e VDC efficiency compared with scintillators (fine)

Relative efficiency of the separate VDCs (fine)

Different optics offsets (fine)

e Beam position offsets (fine)

Central vertex offsets (fine)
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Data set € XS Stat. Syst. | Model

[ub/sr] | [pub/st] | [ub/sr] | [ub/sr]
Mertz-Vellidis | 0.614 | 11.20 £ 0.61 | 022 | 057 | 0.003

Sparveris 0.768 | 11.98 =0.41 | 0.16 0.36 0.11
Mertz-Vellidis | 0.707 | 11.40 £+ 0.62 | 0.22 0.58 0.003
Sparveris 0.707 | 11.85 + 0.41 | 0.16 0.36 0.11

Q127-q(25) 0.707 | 10.84 £ 0.37 | 0.08 0.35 0.08
Q127-q(30) 0.707 | 10.97 £ 0.38 | 0.10 0.36 0.08
Q126-W1232(20) | 0.707 | 10.85 £+ 0.37 | 0.08 0.35 0.08

Table 5.13: Comparison of the parallel cross section from previous experiments and
from the current experiment.

e Phase space cuts checks (fine, see Sec. 5.3.10)

Background subtraction (fine, see Sec. 5.3.3)

Acceptance and central momentum cuts (fine, see Sec. 5.3.8)

Search for stable part of spectrometer across setups which gave good agreement

with models (negative result)

Cross checks between S. Stave and N. Sparveris using the same data set (fine)

Most of the checks performed showed stability and consistency of the results and
were not particularly sensitive. No reason for the systematic shift between the two
data sets could be found but they do agree within the systematic errors.

One more check of the systematic errors was performed during the low Q% W
scan. Settings Q06-W1205 and Q06_W1205_rev measured the same cross section but
with the roles of the spectrometers reversed. The cross section results are shown in
Table 6.1. The final results come within 0.16 ub/sr of agreeing. This along with the
low elastic results on either side (see Sec. 5.4.1) seem to indicate a possible several
percent systematic shift down during the W scan. However, a detailed study of the
settings have not given any reason for the shift. Therefore, the W scan results are
shown without any additional corrections. This systematic shift does not affect the

primary low @Q? data or the shape of the W results.
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Figure 5-41: Comparison of the parallel cross section from previous experiments and
from the current experiment. The red / lines are the average of the central values and
the errors for Bates. The blue \ lines are the values for Mainz. The overlap region is
easily seen.

5.4.5 More Bates Overlap

In addition to the parallel cross section at resonance and @ = 0.127 (GeV/c)? , other
data were taken which either directly overlap with previous data taken at Bates or

are close.

One direct overlap is the measurement of the asymmetry

Ay, = 0(Ppg = 0) — o(¢pe = 180) _ —Vrrort
" 0(ppg =0) +0(dpg =180)  or +€op, + eorr

(5.30)

and o at W = 1232 MeV, Q% = 0.126 (GeV/c)? , and 67 = 28°. The results
from Bates [80] and the cross check results from Mainz are in Tables 5.14 and 5.15.
The Mainz results are systematically below the Bates results but are within the
statistical error bars let alone the total errors. This is also a difficult comparison
because the cross section is very small.

Another direct overlap is the parallel cross section at @Q* = 0.127 (GeV/c)? and
W = 1212 MeV. The comparison of the results from Bates [80] is shown in Table

5.16. The difference between the the Mainz and Bates average result is larger than
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Data Ao | Stat. Err. | Sys. Err. | Model Err. | Total Err.
Bates | -0.227 0.024 0.018 0.009 0.031
Mainz | -0.198 0.015 0.029 — 0.025

Table 5.14: Comparison of the Bates and Mainz Ay, at W = 1232 MeV,Q? = 0.126
(GeV/c)? and 6, = 28°. The Mainz statistical error contains the estimated setup-
to-setup (cut) error (see Sec. 5.5). The model error was not estimated for the Mainz
results.

Data | opr | Stat. Err. | Sys. Err. | Model Err. | Total Err.
Bates | 1.94 0.20 0.17 0.07 0.27
Mainz | 1.62 0.13 0.16 — 0.21

Table 5.15: Comparison of the Bates and Mainz o7 at W = 1232 MeV,Q? = 0.126
(GeV/c)? and 0,, = 28°. The Mainz statistical error contains the estimated setup-
to-setup (cut) error (see Sec. 5.5). The model error was not estimated for the Mainz
results. The cross section from [80] has been converted to the conventions in [29].

what was previously seen for the parallel cross section at W = 1232 MeV. However,
the Bates data were taken at two different beam energies £ = 719 and 799 MeV
and the results were averaged. The new Mainz results agree within the errors with
the Bates data taken at the higher beam energy. That higher energy is closer to the
beam energy used for the Mainz data. The conclusion is that while the results are

still systematically low, the new results agree with the Bates results within the errors.

The next cross check did not have an exact overlap because the data were taken to
extend the database at Q* = 0.127 (GeV/c)? . The cross section oz was measured

at W = 1221 MeV and at three 6*

o Ppq combinations. This was then compared with

Data o(fy, = 0) | Stat. Err. | Sys. Err. | Model Err. | Total Err.
Bates-719 16.13 0.60 0.85 0.10 1.05
Bates-799 14.79 0.53 0.85 0.13 1.01
Bates-Avg 15.37 0.40 0.85 0.12 0.95

Mainz 13.58 0.24 0.38 — 0.45

Table 5.16: Comparison of the Bates and Mainz o (6, = 0) at W = 1212 MeV and
Q? = 0.126 (GeV/c)? . The Mainz statistical error contains the estimated setup-to-
setup (cut) error (see Sec. 5.5). The model error was not estimated for the Mainz
results.
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data from Bates taken at W = 1232 MeV, @ = 0.127 (GeV/c)* , 65 = 51° [49].
Figure 5-42 shows that the new results are consistent with the previous Bates results
within the errors. With only three Mainz data points and the large error bars, it is
difficult to select one model over another in this plot. For this reason, it is being
included to show overall consistency with the previous results but is not being used

for physics interpretation.

O, 1 [Kb/sr]
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o
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,
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Figure 5-42: Comparison of the Bates and Mainz oy results at W = 1221 MeV,
Q% = 0.127 (GeV/c)? and the predictions from several models. The Bates data point
has been transported from W = 1232 MeV using three models (MAID, Sato-Lee, and
DMT) but the results are similar. The error bars reflect the total error, statistical
plus systematic added in quadrature. However, the error is mostly (> 95%) statistical
in nature.

One final overlap involves the @? = 0.126 (GeV/c)? data all taken at either 28
or 30 degrees. The helicity dependent part of the 30 degree data has been used
above but not the helicity independent part. The two in-plane measurements at
28 degrees along with the out-of-plane measurement at 30 degrees are close to the
same configuration used for Q* = 0.060 (GeV/c)? at 24 degrees. In the low @Q?
case, there were two in-plane and one maximally out-of-plane measurement all at the
same proton angle. In this case, the out-of-plane proton angle differs slightly from

the two in-plane measurements. However, the difference is small and using various
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M., EMR CMR
[107°/ma+] %] %]
Bates | 414+ 03+£04 | —23+£03+206 | —6.1 £0.2+0.5
Mainz | 40.2 4+ 0.7£0.5 | —2.6 £ 0.4 0.5 | —5.6 £ 0.3 £ 0.3

Table 5.17: Comparison of the three parameter resonant fit results using the inde-
pendent Bates [74] and Mainz results. The first error is the statistical and systematic
error combined in quadrature. The second error is the model error.

models, the error can be estimated. In addition, there is the parallel cross section
at W = 1232 MeV. These four data points are sufficient to allow a three resonant
parameter fit (explained in detail in App. A). From this, the M;,, EMR and CMR
can be extracted and compared with the previous Bates analysis [74].

The comparison is shown in Table 5.17 where the MAID model was used to fit the
Bates results [74] and the new Mainz results are the average of using four models to
fit: DMT [47, 46],MAID [28], Sato-Lee [67] and SAID [4]. The EMR is in agreement
within the experimental errors and the CMR agrees if the model errors are taken into
account. The M, results agree on the outside edges of the error bars and show a
~ 3% lower result for Mainz. Since the cross section is proportional to | My, |?, the fits
indicate a ~ 6% difference between the labs. This is consistent with the parallel cross
section comparison shown in Sec. 5.4.4. Model errors were estimated in different
ways for the two analyses but it is gratifying that the estimates are similar. The
Bates analysis estimated the effect of higher order multipoles within one model while
the Mainz analysis took the standard deviation of the results of fits using the four
representative models listed above. This latter method is also used in Sec. 7.1.2 to

estimate the model errors at Q% = 0.060 (GeV/c)? .

5.5 Systematic Errors

The systematic error estimates come from either previous work or from the analysis
of the current data. The quantity in question was varied and the new cross section

was found. The difference for various quantities gave the estimated systematic error.
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The luminosity was described in Sec. 5.3.4. The systematic error on the total
charge is small (<0.1%) since the Forster probe measures the charge very precisely
(see Sec. 3.1.4). The error on the target length is estimated at 1% and the density
error is also estimated at 1%. The total estimated error that was recommended for the
luminosity is then 2% [53]. The stable elastic results shown in Sec. 5.4.1 verify this
estimate. In addition, the singles rates in Spectrometer C (the luminosity monitor)
during runs were very stable.

As mentioned in Sec. 5.3.6, from [66] and [71], the systematic error in the detector
inefficiency correction is estimated to be 1%.

As mentioned in Sec. 5.3.5, the deadtime correction comes from counts and so
the error from counting statistics.

The phase space cut uncertainties were found by looking at the difference in the
cross section when using the flat, central region, and the larger region which included
some of the shoulders (see Sec. 5.3.10). The large, in-plane angle settings had very
little difference, but for the rest of the settings, the difference was typically 2 to 3%.
The systematic error in the cut correction was estimated to be the average of the
errors in the ratios of the small and large cut regions (see Table 5.9). The systematic
error in the cut correction is between 1.5% and 2.5%.

Since the phase space cut varies with the kinematics, the error in the cut con-
tributes to the statistical error from one setup to another. In addition, the deadtime
correction is statistical in nature and can vary from setup to setup. So, the phase
space cut error and deadtime error are combined in quadrature to get the setup-to-
setup error and that is then combined with the statistical error in quadrature. This
is the error that is used as the statistical error in all the plots and in the fitting
procedure (see Sec. 7.1).

As mentioned in Sec. 5.3.9, models of the cross section were used to collapse the
cross section to a point. By using several models and comparing the differing cross
sections (see Table 5.18), an estimate of the model error was made. The models
MAID2003, Sato-Lee, DMT, and SAID were used and the RMS deviation of the

various resulting cross sections gave the estimate. For most runs, the model error
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Setup M2003 | DMT | SL2000 | SAID | Stat. | AvgtRMS | RMS/Avg
[ub/sr] | [ub/st] | [pb/st] | [ub/sr] | [ub/st] | [pb/st]

Q06-t0 11.78 | 11.71 11.77 11.70 0.08 | 11.74£ 0.04 0.004
Q06-t24-p1 | 11.11 11.09 11.14 | 11.106 | 0.06 | 11.114 0.02 0.002
Q06-t24-p2 | 17.80 | 17.76 17.89 17.72 0.08 | 17.79£ 0.07 0.004
Q06-t24-p3 | 15.06 | 15.06 15.12 14.97 0.07 | 15.05+ 0.06 0.004
Q06-t36-p2 | 22.29 | 22.27 22.40 22.20 0.11 | 22.29£ 0.09 0.004
Q06-t36-p3 | 17.49 | 17.46 17.57 17.36 0.08 | 17.47£ 0.08 0.005

Q06-t36-p1 | 14.90 | 15.09 15.24 14.83 0.11 15.02£0.19 0.013

Table 5.18: Model dependence of uncorrected cross sections. The statistical error is
the same for each model in each setting. Also notice that the RMS deviation spread
in the models is less than or equal to the statistical error. The only exception is the
QO06-t36-p1 run which was off-center.

was about 0.4%. However, for the Q06-t36-p1 run the error is larger. This was due
to the larger collapse interval. Because of unforeseen constraints (see Chap. 4), the
spectrometers were not placed at the design kinematics but rather about 7 degrees
lower in 6 . As a result, the collapse is more dependent on the model and the model

error is 1.3%.

The beam current dependent luminosity correction is mentioned in Sec. 5.3.4 and

the estimated error on the correction is 1%.

The momentum and angular resolution of the spectrometers were given in Sec.
3.3. These numbers were checked using elastic scattering elastic relations. Since the
elastic kinematics are constrained once one variable is measured (E', 0., P’,0,), the
other variables can be calculated from one and compared to the measured values.
This acts as a self-consistency check. Figure 5-43 shows the comparison for one
variable. The calculations show that the simulation and data agree very well. The
energy results would be at zero if the radiated losses were added back in. However,
the simulation is radiated to match the data. The data and simulation should agree

but then the difference will be non-zero.

To see the effect of the resolution errors, the central momentum and angle settings
for the spectrometers were changed in the simulation and the new results used to ex-

tract cross sections. Using various combinations of the resolutions and for several,
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Figure 5-43: Comparison of the elastic kinematic relations for the data (black crosses)
and the simulation (line) for the proton momentum P'. For each plot, the calculated
kinematic value is subtracted from the measured value. When in agreement, the re-
sults should be centered around zero. This is nearly the case for the angular relations.
The energy loss calculation leads to an offset in the momentum comparison.

representative setups, the resolution error was estimated at 1%. Since the elastic
relations study did show some larger discrepancies in the electron momentum (0.3
MeV/c), even larger deviations of the momentum alone were checked with the simu-
lations. The pion production cross sections changed by less than 0.5%. The overall
1% estimate should then be good. It is also possible that the offsets seen in the elas-
tic will be averaged out more in production runs since the kinematics are no longer
constrained. This can be seen in the plots of data and simulation (Fig. 5-1). The
agreement in Q% and W is very good.

The spectrometer positioning errors of 0.6 mm and 0.1 mrad (see Sec. 3.3) are
much smaller than the resolution errors and so were assumed to not affect the results
in a significant way.

The beam position can affect the cross section. A study showed that this effect is
also about 1%.

For the runs which used the beam polarization, there is an additional systematic

error of 1.2% from the Moller polarimeter measurement. However, those runs typically
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Error Size [%]
Luminosity 2
Detector inefficiency correction 1
Deadtime correction error per setup < 0.5
Phase space cut error 1.5—2.4
Model error in collapse 0.4,1.3
Beam current lumi correction 1
Momentum and angular resolution 1
Beam position 1
Total in quadrature 3.3—3.7
Beam polarization 1.2

Table 5.19: Summary of systematic errors.

suffer from large statistical errors so the systematic errors are not significant.
Table 5.19 summarizes all of the systematic errors and their sources. The final

systematic error is consistent with estimates given in [12].
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Chapter 6

Results

In the previous chapter, certain specific results were shown as examples. In this
chapter, all of the remaining cross sections will be shown for Q2 = 0.060 and @Q? =
0.127 (GeV/c)?. The analysis procedure outlined in Chap. 5 was applied to the data.
Corrections for luminosity, phase space cuts, and inefficiency were applied and each

correction carries a different systematic error.

6.1 @Q°=0.060 (GeV/c)? data

The main focus of this thesis is the low Q% data. These are the data that test the Q?
variation of the models and CPT the most.
Table 6.1 shows the final cross section results with the correction factors and the

total error added in quadrature. The helicity dependent cross sections are designated

with the suffix “:h” and are defined as

XSp=0(h<0)—0o(h>0)=—hvgpoyrsin ¢}, (6.1)

where the various terms are defined in Sec. 2.2. The values of X S}, are used instead
of opr in the fitter to minimize the errors (see Sec. 5.3.9).
The individual errors that comprise the total error for each @? = 0.060 (GeV/c)?

data point are listed in Table 6.1. The statistical error is mainly from the counts
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inside the cuts and partly the number of counts in the simulation. The setup-to-
setup error consists of the terms which could vary from one setting to another and
so must be included in the errors used to fit the data (x*> minimization requires full
statistical errors). These were primarily the phase space cut uncertainties (1.5% to
2.5%) along with the error in the total charge (< 0.1%). The rest of the systematic
errors are expected to affect all of the points equally. For example, if the luminosity is
overestimated because the target length is shorter than that used for the calculation,
then all of the setups will be affected equally. The phase space cut uncertainty,
though, has a kinematic dependence and so can vary from setup to setup.

Table 6.2 shows the individual parts that comprise the correction factors. The
factors are uniform except for the luminosity correction which varied with beam
current and the phase space cut correction which varied with kinematics. Table 6.3
shows the summary of the systematic errors. These errors are also uniform except
for the presence of the luminosity correction error (if required), the different model
error for the mis-aligned setting (see Sec. 5.3.7) and the error in the phase space cut
correction. The differences between all of these are not very large.

To facilitate further comparison with the models, the spectrometer cross sections
were combined using the formulas in Sec. 5.3.9 to give the cross sections ogy, o1, opr
and op7v. Those cross sections are in Table 6.4. The systematic errors were estimated
by combining the statistical and phase space acceptance errors in quadrature to form
a new error which was used for error propagation. The remaining systematic error
was then used to shift the spectrometer cross sections up and down. The range for
the extracted oy, orr and o1 before and after the systematic shifts gave the estimate
for the systematic error. This procedure gives approximately the same error for oy
but half the error for o7 and o1 than if all the errors were combined in quadrature

before the extraction.
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Setup w 0 * XS Stat. StS Sys.

eV | [ | [T | [ub/st] | [ub/st] | [ub/st] | [ub/si]
Q06-t0 1221 0 — | 12.354 0.39 0.09 0.20 0.38

Q06-t24-p1 1221 | 24 | 0 | 11.65+ 0.37 | 0.06 0.18 0.36
Q06-t24-p2 1221 | 24 | 90 | 18.67+ 0.59 | 0.09 0.30 0.58
Q06-t24-p3 1221 | 24 | 180 | 15.39+ 0.48 | 0.07 0.24 0.48
Q06-t36-pl 1221 | 37 | 32 | 15.67+£ 0.54 | 0.12 0.25 0.52
Q06-t36-p2 1221 | 37 | 134 | 23.38+= 0.74 | 0.12 0.37 0.73
Q06-t36-p3 1221 | 37 | 180 | 17.87+ 0.56 | 0.08 0.28 0.56
Q06-t24-p2:h 1221 | 24 | 90 | -1.05 £0.16 | 0.15 0.02 0.03
Q06-t36-p1:h 1221 | 37 | 32 | -0.68 £ 0.18 | 0.18 0.01 0.02
Q06-t36-p2:h 1221 | 37 | 134 | -1.03 £ 0.19 | 0.19 0.02 0.03
Q06-W1155pl1 | 1155 | 26 | 0 | 5.57 &£ 0.21 0.05 0.13 0.20
Q06-W1155p2 | 1155 | 26 | 180 | 6.38 + 0.23 | 0.04 0.15 0.23
Q06-W1125 1125 — | 2.40+£0.09 0.02 0.06 0.09
Q06-W1155 1155 — | 5.48+0.21 0.06 0.13 0.20
Q06-W1185 1185 — | 10.27+0.40 0.10 0.25 0.39
Q06-W1205 1205 — | 12.58+0.48 0.11 0.31 0.47
Q06-W1205rev | 1205 13.69+0.47 0.11 0.27 0.45
Q06-W1225 1225 — | 10.88+0.42 0.10 0.27 0.41
Q06-W1245 1245 — | 7.21+£0.29 0.09 0.18 0.27
Q06-W1275 1275 — | 3.17£0.12 0.04 0.08 0.12
Q06-W1300_low | 1300 — | 1.48+0.06 0.02 0.04 0.06

SO OO OO O oo

Table 6.1: @Q* = 0.060 (GeV/c)? cross sections. The error is the total statistical plus
systematic error in quadrature. The individual errors are the statistical error, the
setup-to-setup error (primarily the phase space cut correction error) and the total
systematic error. The setup-to-setup error is the size of the error expected between
setups and, combined with the statistical error, is the error that is used in the x?
minimization fits (see Sec. 7.1.2). Other parts of the systematic error are expected to
affect all the setups equally. The systematic error for the Q06-t36-p1 setting is larger
because of the larger model error. The second set of results with the suffix “:h” is for
the helicity dependent cross section. The errors are statistically dominated for those
results. The third set of results are from the background amplitude test. The lower
set, of results is the W parallel cross section scan. For the details on the systematic
errors and the correction factor, see Tables 6.2 and 6.3.
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Setup 1 Scint. | Coinc. | VDC | Lumi. | Cut || Total
[uA] | ineff. | ineff. | ineff. | corr. | corr. || corr.
Q06-t0 8.18 | 1.013 | 1.004 | 1.005 | 1.000 | 1.026 | 1.049
Q06-t24-p1 8.18 | 1.013 | 1.004 | 1.005 | 1.000 | 1.026 | 1.049
Q06-t24-p2 8.82 | 1.013 | 1.004 | 1.005 | 1.000 | 1.026 | 1.049
QO06-t24-p3 8.90 | 1.013 | 1.004 | 1.005 | 1.000 | 1.000 | 1.022
Q06-t36-pl 8.62 | 1.013 | 1.004 | 1.005 | 1.000 | 1.026 || 1.049
Q06-t36-p2 8.81 | 1.013 | 1.004 | 1.005 | 1.000 | 1.026 | 1.049
Q06-t36-p3 8.36 | 1.013 | 1.004 | 1.005 | 1.000 | 1.000 | 1.022
Q06_W1155_pl1 | 3.05 | 1.013 | 1.004 | 1.005 | 1.000 | 1.000 || 1.022
Q06_W1155_p2 | 5.37 | 1.013 | 1.004 | 1.005 | 1.000 | 1.000 || 1.022
QO06_-W1125 10.08 | 1.013 | 1.004 | 1.005 | 1.000 | 1.019 || 1.041
QO6_W1155 11.90 | 1.013 | 1.004 | 1.005 | 1.000 | 1.019 || 1.041
QO6_-W1185 13.44 | 1.013 | 1.004 | 1.005 | 1.002 | 1.019 || 1.043
QO6_-W1205 13.96 | 1.013 | 1.004 | 1.005 | 1.003 | 1.019 || 1.044
QO06_W1205rev | 2.54 | 1.013 | 1.004 | 1.005 | 1.000 | 1.000 || 1.022
Q06_-W1225 13.98 | 1.013 | 1.004 | 1.005 | 1.003 | 1.019 | 1.045
Q06_-W1245 14.12 | 1.013 | 1.004 | 1.005 | 1.003 | 1.019 || 1.045
QO06_-W1275 20.65 | 1.013 | 1.004 | 1.005 | 1.017 | 1.019 || 1.059
Q06_-W1300_low | 25.23 | 1.013 | 1.004 | 1.005 | 1.026 | 1.019 || 1.069

Table 6.2: Correction factors for @? = 0.060 (GeV/c)? data. Detailed descriptions of
all the factors are in Secs. 5.3.4, 5.3.6 and 5.3.10. The total correction factor is the
product of each individual factor. Helicity dependent cross sections have the same
correction factors as the helicity independent versions.
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Setup Lumi. | Det. | Dead- | Lumi. | Cut | Model | Res. | Beam || Tot.
ineff. | time | corr. err. err. err. | pos. err.
Q06-W1221 0.02 | 0.01 | 0.005 | 0.00 | 0.015| 0.004 | 0.01 | 0.01 | 0.031
Q06-t36-pl 0.02 | 0.01 | 0.005 | 0.00 | 0.015| 0.013 | 0.01 | 0.01 | 0.033
QO06_W1155 px | 0.02 | 0.01 | 0.005 | 0.00 | 0.023 | 0.004 | 0.01 | 0.01 | 0.036
W scan 0.02 | 0.01 | 0.005 | 0.00 | 0.024 | 0.004 | 0.01 | 0.01 | 0.036
I<12.5uA
W scan 0.02 | 0.01 | 0.005 | 0.01 | 0.024 | 0.004 | 0.01 | 0.01 | 0.038
W scan rev. 0.02 | 0.01 | 0.005 | 0.00 | 0.019| 0.004 | 0.01 | 0.01 | 0.033
Hel. dep. | Hel. indep. | Beam Pol. | Tot. err.
Q06-W1221 0.031 0.012 0.033
Q06-t36-p1 0.033 0.012 0.035

Table 6.3: Systematic error summary for @? = 0.060 (GeV/c)? . Individual error
estimates are all described in Sec. 5.5. The Cut error is the phase space cut correction
(Sec. 5.3.10). The Model error is from the RMS deviation of the models used to
collapse the cross sections (Sec. 5.5 and Table 5.18). The Res. error is the resolution
error arising from the angular and position resolution study (Sec. 5.5). The Beam pos.
error in the error arising from the change in the beam position (Sec.5.5). The error
from the phase space cut correction and dead time are the values which can change
from setup-to-setup (StS in Table 6.1). The lower table contains the additional errors
arising from the polarized beam. The helicity dependent cross sections have the
same systematic errors as the helicity independent cross sections but with the beam
polarization error added in quadrature.

w Q? Opy o XS Stat. + Sts. Err.
[MeV] | [(GeV/e)* ]| [ [ub/s1] [ub/s1]
1221 0.060 | 24.0 a0 16.10 + 0.47 0.17
1221 0.060 | 24.0| o7 -3.30 £ 0.24 0.22
1221 0.060 | 24.0| orr 1.12 £ 0.10 0.09
1221 0.060 | 37.0 a0 21.02 + 0.66 0.31
1221 0.060 |37.0| orr -7.99 + 0.66 0.63
1221 0.060 |37.0| our 1.85 £ 0.14 0.13
1155 0.060 [26.0 | or 0.22 £ 0.09 0.06
1155 0.060 | 26.0 | oo +eorr | 5.97 £+ 0.15 0.11
1221 0.060 | 240 | o 1.23 £+ 0.18 0.18
1221 0.060 |37.0| opr 1.59 + 0.36 0.35

Table 6.4: Summary of the extracted values for oy, orr, orr, and opr. The error
in the cross section is the total statistical and systematic error, added in quadrature.
See text for details of the error estimation procedure.
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Setup %4 05 o XS Stat. StS Sys.
MeV] | [°] | [°] [ub/st] | [pb/st] | [ub/st] | [ub/sr]

Q127-w1140-pl 1140 | 58.6 | 45 6.93+ 0.27 0.08 0.17 0.26
Q127-w1140-p2 1140 | 58.6 | 135 | 5.53+ 0.21 0.04 0.14 0.21
Q127-w1140-pl:h | 1140 | 58.6 | 45 | -0.664+ 0.17 0.17 0.02 0.02
Q127-w1140-p2:h | 1140 | 58.6 | 135 | -0.424+ 0.09 0.09 0.01 0.02
Q127-th30 1221 30 90 | 22.61 + 0.81 0.16 0.47 0.80
Q127-th43 1221 | 43 | 135]26.97 £ 0.97 | 0.21 0.56 0.95
Q127-th63 1221 63 | 150 | 29.51 £ 1.06 0.23 0.61 1.04
Q127-th30:h 1221 | 30 | 90 | -1.70 = 0.27 | 0.26 0.04 0.06
Q127-th43:h 1221 43 | 135 | -1.84 = 0.34 0.33 0.04 0.06
Q127-th63:h 1221 | 63 | 150 | -0.58 £ 0.36 | 0.36 0.01 0.02

Table 6.5: Q* = 0.127 (GeV/c)? results. The error is the total error in quadrature.
The individual errors are the statistical error, the setup-to-setup error and the total
systematic error. See caption for Table 6.1 for more details. The suffix “:h” denotes
helicity dependent results. For the details on the systematic errors and the correction

factor, see Tables 6.7 and 6.6.

6.2 @Q?=0.127 (GeV/c)* data

As outlined in Sec. 4.2, the database at @Q* = 0.127 (GeV/c)? was extended. The

goal of the extension was to investigate the background amplitudes in more detail

and complement the existing data. The results are shown in Table 6.5. The details

behind the correction factors are shown in Table 6.6 and the systematic errors are in

Table 6.7. As in the previous section, the separated os have been calculated and are

shown in Table 6.8.
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Setup 1 Scint. | Coinc. | VDC | Lumi. | Cut || Total
[uA] | ineff. | ineff. | ineff. | corr. | corr. || corr.
Q127-w1140-p1 | 20.36 | 1.013 | 1.004 | 1.005 | 1.016 | 1.028 || 1.067
Q127-w1140-p2 | 19.15 | 1.013 | 1.004 | 1.005 | 1.013 | 1.028 || 1.065
Q127-th30 25.62 | 1.013 | 1.004 | 1.005 | 1.027 | 1.025 || 1.076
Q127-th43 2543 | 1.013 | 1.004 | 1.005 | 1.027 | 1.025 || 1.075
Q127-th63 2497 | 1.013 | 1.004 | 1.005 | 1.026 | 1.025 || 1.074

Table 6.6: Correction factors for the @* = 0.127 (GeV/c)? data. Detailed descriptions
of all the factors are in Secs. 5.3.10, 5.3.6, and 5.3.4. The total correction factor is the
product of each individual factor. Helicity dependent cross sections have the same
correction factors as the helicity independent versions.

Setup Lumi. | Det. | Deadtime | Lumi. | Cut | Model | Res. | Beam || Tot.
ineff. cOrr. | err. err. err. | pos. err.

Q127-w1140-px | 0.02 | 0.01 0.005 0.01 | 0.024 | 0.004 | 0.01 | 0.01 | 0.038
Q127-thxx 0.02 | 0.01 0.005 0.01 | 0.020 | 0.004 | 0.01 | 0.01 | 0.035

Hel. dep. Hel. indep. | Beam Pol. | Tot. err.
Q127-w1140-px:h 0.038 0.012 0.040
Q127-thxx:h 0.035 0.012 0.037

Table 6.7: Systematic error summary for Q> = 0.127 (GeV/c)? . See caption for
Table 6.3 for an explanation for each term.

w Q? O, | © XS Stat. + Sts. Err.
[MeV] | [(GeV/e)* ]| [°] [pb/st] [pb/st]
1140 0.127 58.6 | oy 6.23 + 0.17 0.12
1140 0.127 58.6 | o | -0.58 & 0.14 0.10
1140 0.127 58.6 | o | 0.94 £+ 0.16 0.16
1221 0.127 300 | o | 1.84 £ 0.29 0.28
1221 0.127 43.0 | o | 2.80 £ 0.51 0.51
1221 0.127 63.0 | or | 1.25 £ 0.78 0.78

Table 6.8: Summary of the extracted values for oy, o7, and op. The error in the
cross section is the total statistical and systematic error, added in quadrature.
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Chapter 7

Interpretation and Discussion

Now that the results have been shown in tabular form, they will be compared with
models and models fit to the data. In addition, the extracted resonant multipoles will
be given that were obtained by fitting the data with the different models described
in Sec. 2.7. All of the near resonance and background sensitive results will then be

interpreted and discussed.

7.1 Models and Fitting

7.1.1 Comparison with Models

Plotting the data with model predictions provides a qualitative comparison. The
large scale model predictions can be tested. Also, for calculations like EFT which
yield cross sections but not many multipoles, a comparison at the cross section level
can be illuminating. However, precision multipoles and the extraction of the non-
spherical terms will wait until the next section.

The upper panels of Figures 7-1 and 7-2 show the cross sections at W = 1221
MeV, @* = 0.060 (GeV/c)* as a function of ¢7  along with the predictions from
several models. These spectrometer cross sections are then fit (see Sec. 7.1.2) and
the resulting fitted models are plotted in the lower panels of Figures 7-1 and 7-2.

Spectrometer cross sections are a linear combination of the various os. Figures 7-
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1 and 7-2 show the full cross section along with the ¢ dependent components: g
(constant with ¢), orr (cos2¢) and orr (cos@). The predictions from four models
before fitting are shown in the upper panels and the agreement or disagreement
between the components is apparent. All the models cluster tightly for o7 but show
more dispersion in o7 and oy. These differences then translate into the dispersions
seen in the total cross section. Since both the oy and orr cross sections contain the
E;; multipole (see Eq. A.7), the clustered o and spread og make interpretation
of the EMR difficult. However, o;7 contains Sy, (Eq. A.7) and the spread among
the models indicates disagreement in the CMR. The next section will check these

qualitative arguments.

The lower panels in Figures 7-1 and 7-2 show the convergence of the models after
fitting. More examples of the convergence of the models after fitting will be shown

shortly. The significance of the convergence is discussed in the next section.

The Q? = 0.060 (GeV/c)? results are summarized in Fig. 7-3 along with the
model predictions in the upper panel and models after fitting (the EFT calculation
from PV was not fitted) in the lower panel (see Sec. 7.1.2). The PV EFT calculation
is consistent with the data but the errors are rather large. Even so, this indicates
that the assumptions made in the calculation appear to be valid. This comparison of
data and cross sections is the most direct link with QCD in this analysis. All other

comparisons are more reliant upon models.

In Figure 7-3, the clustering of opr seen in Figs. 7-1 and 7-2 is still present as
well as the dispersion in 0y and opr. Figure 7-3 also shows the comparison for oy
and the W scan. The oy results are spread out from model to model and indicate
differences in the backgrounds. The Sato-Lee model follows the data very well but
the other models are higher. The W scan also shows significant spread among the
models especially near the resonance before the fit. Convergence of the models is

clearly shown in the lower panel of Fig. 7-3. More detail is given in the next section.
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Figure 7-1: The upper panel shows the new data at W = 1221 MeV, Q? = 0.060
(GeV/c)?, 07, = 24° plotted plotted versus ¢7, with the model predictions. The wide
error bars are the total systematic and statistical errors added in quadrature. The
narrower error bars are the statistical only. The models are MAID2003 [28, 29], DMT
[47, 46], Sato-Lee [67] and SAID [4]. In addition to the full helicity independent cross
section, the various components are plotted. o from each model is a horizontal arrow
since there is no ¢ dependence. The o7y component goes with cos 2¢ and varies more
rapidly than the o with its cos ¢ dependence. The lower panel shows the same data
but with the three parameter fitted models described in Sec. 7.1.2. The convergence

is significant.
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Figure 7-2: The upper panel shows the new data at W = 1221 MeV, Q? = 0.060
(GeV/c)? 0, = 37° plotted versus ¢; with the model predictions. The lower panel
shows the same data but with the three parameter fitted models described in Sec.
7.1.2. The convergence is significant as in Fig. 7-1. See caption for Fig. 7-1 for more

details.
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Figure 7-3: Summary of the new Mainz data at Q% = 0.060 (GeV/c)? plotted with
the model predictions (upper panel) and fitted models (lower panel). The wide error
bars are the total systematic and statistical errors added in quadrature. The narrower
error bars (not always visible) are the statistical only. The models are MAID2003
[28, 29], DMT [47, 46], Sato-Lee [67] and SAID [4]. Note the convergence of the
models after fitting in the lower panel.
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7.1.2 Q*=0.060 (GeV/c)? fits

Interpretation of the final cross sections can be performed in different ways. One
method is to plot the results against various models as was done in the previous
section. This does allow the models to be tested and even parts of the models can
be refined. It is also important for comparing with the chiral EFT calculations which
only provide limited predictions for the resonant multipoles but can give cross section
predictions. However, to get a more quantitative result, fitting of the cross sections

can be performed to extract the resonant amplitudes.

The fitting procedure used in this analysis is described in detail in Appendix
A. Briefly, the procedure takes the background multipoles from any given model and
varies the amplitude of the resonant, isospin 3/2 multipoles to attain a best fit. Those
three multipoles are Ml?’f, Ef’f and Sff. The Ei’f and Si’f multipoles indicate the
amount of deviation from spherical symmetry. Different models contain different sizes
of background terms and different sizes of resonance terms as well. Figure 7-3 showed

that the dispersion of the models is significant.

The fitting of the data started with the primary Q? = 0.060 (GeV/c)? helicity
independent results, the three 6, angles with the ¢7 dependence. Those seven spec-
trometer cross section results were fit using the three resonant parameter fit with
different models. The results are shown in Table 7.1 and all the fits had x? per degree
of freedom near one indicating good fits. The lower panel of Figure 7-3 shows a plot
of the data and the different fitted models. The plot shows a convergence of the mod-
els which is rather significant. Despite different background terms, the models still
converged with a three parameter resonant multipole fit. Figure 7-4 also shows this
convergence for the EMR and CMR. The convergence in M;, was not as significant
but the values for M;, have been modified by the various model authors in order to
fit previous data. Therefore, it is not surprising that the three parameter fit did not

force it to converge.

It is important to note that in the lower panel of Fig. 7-3, only the primary low

Q? results have been fit and yet the agreement is also reasonable for the W scan. The
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EMR (%) CMR (%) M ¥?/d.o.f.
SAID | -2.18(31)[-1.80] | -4.87(29)[-5.30] | 40.81(29,57)[40.72] | 0.68
SL | -2.26(30)[-2.98] | -4.46(25)[-3.48] | 40.20(27,56)[41.28] |  1.04
DMT | -2.11(28)[-2.84] | -4.85(26)[-5.74] | 40.78(27,57)[40.81] |  0.88
MAID | -2.56(27)[-2.16] | -5.07(26)[-6.51] | 39.51(26,57)[40.53] | 1.24
Avg. | -2.28(29,01,20) | -4.81(27,03,26) | 40.33(27,57,61) —
GH -2.66 -6.06 4115 —
PV -2.88(70) -5.85(140) 39.75(387) —

Table 7.1: Values of EMR, CMR, and My, (in units of %, % and (1073 /m,+ respec-
tively) for the EFT predictions and fitted models. The EFT predictions are Gail and
Hemmert (GH) [38] and Pascalutsa and Vanderhaeghen (PV) [60, 61]. The models
are the three resonant parameter fitted SAID [4], MAID [28], Sato-Lee(SL) [67], and
DMT [47, 46] models at W = 1232 MeV (1227.3 MeV for SAID [3]) and Q% = 0.060
(GeV/c)? . The original model predictions are in the square brackets. The first num-
ber in parentheses is the statistical and setup-to-setup errors added in quadrature.
The second number is the systematic errors. The systematic errors for the EMR and
CMR are suppressed because they were very small. For the average, the third number
is the model errors defined as the RMS deviation of the results from the four different
models.

or results are only close for the Sato-Lee model but then those cross sections were
not included in this fit. In addition, the o7 cross section is sensitive primarily to the
background amplitudes and a resonant fit is not expected to improve the agreement.
A comparison of the upper and lower panels of Fig. 7-3 shows this to be the case.
Table 7.1 also shows the original model results and the predictions from the two chiral

effective field theory calculations.

The chiral effective field theory results from Pascalutsa and Vanderhaeghen (PV)
[60] in Fig. 7-3 were not fit but are included in the plots for comparison. They agree
with the oy and oy results but not as well for o, and o5. However, the theory
error bars are rather large. The error bars come from an estimate of the size of higher
order terms (see Sec. 2.6). When the next order calculation is complete, it will be

interesting to see the level of agreement with the data. In addition, the error bars

should get smaller as they will then reflect even higher order uncertainties.

It is also good to see that the resonant fit has model convergence versus W. The

spread of the models was rather significant in the W scan plot in Fig. 7-3 but is now
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Figure 7-4: Example of the convergence of the EMR and CMR values with fitting.
The light error band is the average of the fitting errors and the darker band is the
RMS deviation of the models added in quadrature. The models are MAID 2003
[28, 29], DMT [47, 46], Sato-Lee [67] and SAID [4]. The chiral effective field theory
predictions of Pascalutsa and Vanderhaeghen (PV) [60, 61] and Gail and Hemmert
(GH) [38] are included.

much smaller. The shape is not in perfect agreement but the differences are thought

to be due to the background terms which were not varied in the resonant fit.

Table 7.1 contains three different types of errors. The first is the regular statistical
error combined in quadrature with the setup-to-setup errors described in Sec. 5.5.
This is the error which is used when fitting the data. The minimization of x? requires
errors which are statistical in nature and not systematic. The systematic errors are
handled differently and are the second type of error in Table 7.1. To take proper
account of the systematic errors, all of the fitted cross sections were moved to the
maximum of their systematic errors (calculated without the phase space cut error)
and to the minimum and fit at each. The range of fit values then gives the estimate

of the systematic error.

Finally, Table 7.1 also contains the model errors. The model errors were found
by taking the root mean square deviation of the results from the four models. The
final result that is quoted is an average of the four models with the average of their

statistical and systematic errors along with the RMS deviation model errors. These
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errors are a bit arbitrary in that they rely upon which models are used. However,
the four models used are representative so adding more models should not affect the
results greatly. Also of note is that the model error and experimental errors are very
similar in size, especially for the EMR and CMR. This was also seen at Q% = 0.127
(GeV/c)? in Ref. [74]. Therefore, one can conclude that the current experimental
limit has been reached and further gains can only be achieved after improving the

models.

The final, averaged results of the three resonant parameter fits are shown in Fig.
7-5 along with the available data in the low Q2 region and the model predictions. It is
gratifying that the final fitted results are in agreement with previous data. In the M,
plot, the model predictions are so closely bunched that the new data point cannot
discriminate between the models. This was expected though and any differences

between the models will be seen in the more sensitive EMR and CMR plots.

For both the EMR and the CMR, Fig. 7-5 shows that the quark model predictions
do not agree with the old or the new data. This is more evidence of the importance
of including the pion cloud.

As Q? decreases, the EMR predictions from the models tended to converge at the
photon point. This is also expected since the models typically fit the photon point.
So, no model (other than the quark models) can be ruled out with the new EMR
measurement. However, it is consistent with both EFT predictions. Recall that the
EFT calculations are more reliable at lower values of Q?. The errors increase in the
PV calculation and the variability of the GH calculation increases with Q2. It is
important to note that the fairly large errors in the Pascalutsa and Vanderhaeghen
calculation come from an estimate of the size of the next higher order terms (see Sec.
2.6). The new data point at Q? = 0.060 (GeV/c)? is also consistent with the lattice
QCD calculation.

The CMR plot has more divergence at low Q% and so the new data point has more
power to separate the models there. The new point is in qualitative agreement with
the two dynamic models. It is also very close to the SAID results. However, both

SAID and MAID are largely fits to other data and do not have predictive power. The
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Figure 7-5: Results for M, (in units of 1073/m), EMR and CMR extracted with
fit for Q* = 0.060 (GeV/c)? at W = 1232 MeV compared with other data in the low
Q? range and the same models as in Fig. 7-3. The newly measured data are the
filled triangles ¥ and include statistical and setup-to-setup errors (first error bars),
systematic errors (second error bars), and model errors (third error bars) added in
quadrature. The SAID model is plotted at their fitted resonance position of W =
1227.3 MeV [3]. The other data are the photon point O [13], CLAS O [45], Bates A
[74], Elsner @[33], M, inclusive ¢ [8], and Pospischil B [63]. Recent lattice QCD
calculations are shown x [2] as well as recent chiral effective field theory calculations
from Pascalutsa and Vanderhaeghen (PV) [60] and Gail and Hemmert (GH) [38].
The GH prediction for Mf’ f is very close to the MAID2003 results up to Q? ~ 0.2
(GeV/c)? and so has been suppressed. The HQM [25] and Capstick [22] quark models
have been included to emphasize that those models do not agree with the data. The
dynamical models and EFT results tend to agree well with both the new and the
existing data.
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qualitative agreement of the dynamical models indicates the importance of including
the pion cloud. The CMR result is also consistent with both EFT predictions (as-
suming a similar sized error in the Gail and Hemmert prediction as in the Pascalutsa
and Vanderhaeghen) further indicating the importance of the pion cloud. When the

next order is calculated, these errors bars will shrink.

The lattice QCD prediction for the CMR is rather different from the data and
other predictions and the new result demonstrates the importance of using a chiral
extrapolation versus a linear extrapolation to the physical pion mass. As shown in
Fig. 2-5, the EMR extrapolation is close to the data but the CMR is very different.

Recall that the Pascalutsa and Vanderhaeghen prediction for the o1 cross section
was below the new data (see Fig. 7-3). However, in Fig. 7-5, the CMR is close to the
data. This is because the prediction for My, is below the data but cancels out in the
ratio. This shows the importance of comparing the absolute size of the multipoles,
at least for one, while also looking at the ratios. A model or calculation can get the
ratio right but the scale wrong.

It is interesting that good fits were achieved in the resonant region despite the
differing model backgrounds. Figure 7-6 shows the absolute size of all of the s and
p multipoles and the largest F' (parameterization of the L > 2 multipoles shown in
Eqn. A.3) that appear in the leading multipole approximation (see Appendix A, Egs.
A.6-A.9). The M, term is clearly dominant but the background multipoles are of a
similar size to the resonant multipoles. The reason that the fitting routine is able to
be rather insensitive to the backgrounds is due, in part, to their angular dependence.
Figure 7-7 shows the full, helicity independent LMA cross section (see Eqgs. 2.12 and
A.6-A.9) versus 6, at W = 1221 MeV, Q> = 0.060 (GeV/c)* , ¢;, = 30° for each
multipole interfering with M;,. (The ¢ angle was chosen so that the the 7T and LT
terms would both be present in the total cross section.) The primary |M;.|? term
has been suppressed so that the angular dependence of the multipoles is more easily

seel.

Figure 7-7 shows that the primary contributors to the cross section (excepting

the suppressed M ) are the resonant F;, and S;; and the background FEj, and
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Figure 7-6: Comparison of the magnitudes of several 7%p charge channel multipoles
from the DMT model [47] versus W at Q> = 0.060 (GeV/c)? . Fy is a function of 6},
and is shown for 67, = 180°.
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Figure 7-7: Comparison of helicity independent LMA cross sections for multi-
poles interfering with M, plotted versus 6 for W = 1221 MeV, Q> = 0.060
(GeV/c)? ,¢rq = 30° for the DMT model [47, 46].

So+. All those multipoles have different angular shapes which the fitter can use
to separate the components. (This is also one of the reasons why large angular
acceptance is desirable. A larger region will allow even better discrimination between
the background and resonance amplitudes.) The M;_ and F; terms only have a small
effect on the cross section even though they have a comparable magnitude. This is
due to their having a different phase which has been suppressed in these plots. Near
resonance, the resonant multipoles along with Ey, and Sy, are mostly imaginary
while the M;_ and F; are primarily real. Since the M;, term near resonance is
almost pure imaginary, the interference with A;_ and F} is very small. In addition,
the Ey, multipole also does not differ very much from model to model so while it
has a large effect, it does not affect the resonant fits from model to model. These
plots clearly show why the three parameter resonant fits using different models were

so successful despite the different model backgrounds.
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7.2 Background Amplitude Test

7.2.1 Q2 =0.060 (GeV/c)?

Background sensitive data were taken at Q* = 0.060 (GeV/c)? to test the reaction
models. In order to declare whether or not a model describes these data, and hence has
realistic background amplitudes, certain criteria must be met. The model must agree
with: 1. Data in the low W region (presented in this section). 2. o7 near resonance
(Sec. 7.1). 3. Points in the parallel cross section W scan (Sec. 7.1), especially at high
and low W. This agreement should be for models that have already had their three
resonant multipoles fit to the data near W = 1232 MeV. Comparing over a wide range
of W is a rigorous test of the background multipoles and the shape of M;.. Also, the
background multipoles are more important at low W (see Fig. 7-6 near W = 1155
MeV). Although the extraction of specific background multipoles was not expected,
model predictions can be compared to the data to see whether they agree or not.
In addition, some fitting including background terms can tell which amplitudes may
be significant. Similar studies were performed in Ref. [74] on the Bates Q* = 0.127
(GeV/c)? data. Since the new data cover a similar kinematic region, the results are
expected to be similar.

The upper panel of Fig. 7-8 shows a low W test of the background amplitudes
at @* = 0.060 (GeV/c)?> . The low W region is useful for testing the background
amplitudes since it is far from other resonances. In addition, the M;, term is not
purely imaginary in that region and interferences from real background amplitudes
will not be suppressed as much. Returning to the upper panel of Fig. 7-8, only the
DMT model is close to the data but still does not reproduce both points. The other
models differ in size and shape due to the different background amplitudes contained
in them.

The same low W data points are plotted in the lower panel of Fig. 7-8 along
with the model fits found in Sec. 7.1.2. These data points were not included in those
fits. Two of the fitted models are close to the ¢;, = 0° point but they all fail on the

¢ = —180° point. This is indicating disagreement among the models for the various

Tq
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Figure 7-8: The upper panel shows a plot of spectrometer cross sections for W = 1155
MeV, Q> = 0.060 (GeV/c)?, 65, = 26° along with several models. The wide error bars
are the total systematic and statistical errors added in quadrature. The narrower error
bars are the statistical only. The lower panel shows the same data but with models
fitted with the three resonance parameters near resonance. Also included in the lower
plot is one of the best four parameter fits (3 resonance parameters + M;_).

169



H
=

]
) | ST
z

[Mpole] [10%m ]
w IS
[ ]
IMpole| [10%/m
w IS
o v 0w o oa b
T
°

[ » $
o N 0w 0 s o

e
LARA LAL LA LaL LA LA LA LA
- N
N
LA AL LA RAAL ALk LA LRI LAY
[ )
L]
[

o
o

L L L E L L L
DMT M2003 EN SAID DMT M2003 EN SAID
Model Model

F/(180)

~
o
LA S RAAR AR RAAA RAAR LA AN |
~
o
LAl R LR LA ALkl LA BRI L |
[ ]
[ )

1 I L oE L I
DMT M2003 SL SAID DMT M2003 SL SAID
Model Model

Figure 7-9: Comparison of several non-resonant (background) 7% charge channel
multipoles from the DMT model [47, 46], MAID [28],Sato-Lee (SL) [67] and SAID [4]
at W = 1155 MeV and Q? = 0.060 (GeV/c)? .

background amplitudes. The model-to-model background differences are shown in
Fig. 7-9. However, these amplitudes would not be helped using a resonant parameter
fit. Taken together, the two panels in Figure 7-8 are indicating that, as expected,
more than a three parameter resonant fit is required away from the resonance region.
One of the best four parameter fits is also included in the lower panel of Fig. 7-8. It

will be discussed in more detail shortly.

Based upon the criteria for agreement listed earlier and Figs. 7-8 and 7-3, the DMT
model does have the best overall agreement with all of the @? = 0.060 (GeV/c)? data.
The fitted DMT results in Fig. 7-8 are the closest to the data of all the models. The
fitted DMT results for o7 in Fig. 7-3 are fairly close to the data and no worse than
MAID and SAID. Finally, the fitted DMT results for the W scan in 7-3 look very
good overall and only disagree at a few points. While no model agrees perfectly with
all the data, the DMT with the three resonant parameter fit does appear to describe
the new low Q? data the best.

Appendix A lists other fitting parameters in addition to the three resonant fit pa-

rameters. Two studies were performed to find candidates for the largest contributors.
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Model | Most Important Background Multipoles
MAID M,_, Eo,, B\, M2 L2
DMT Eoy, B2 My Fy, M2 Ly
Sato-Lee My, Eoy, B2 Ty, M7?, L}
SAID Fs, Eoy, My_, B> M} L,

Table 7.2: Background amplitudes from four models contributing the most to the
Q? = 0.060 (GeV/c)? data arranged from largest to smallest (left to right). The top
six amplitudes are listed for each model. The x? increased by a factor of approximately
two or more when any one of the amplitudes was turned off in the model.

The first study checked for correlations between fitting parameters. (Details about
correlation coefficients are shown in Appendix B.) That study yielded inconclusive
results and a second type of study was performed. All of the new Q% = 0.060 data
were used to find the x? using each fitted model. Then, each of the fit parameters
was set to zero in turn and the resulting values of x? were recorded. Multipoles with
small contributions will change the x? only slightly whereas larger multipoles will af-
fect the x? more. Using all four models (SAID, Sato-Lee, MAID and DMT), certain
multipoles were found that had consistently large effects. The top six for each model
are shown in Table 7.2. More contributors could be listed but their effect gets smaller
and smaller and six was chosen as an arbitrary cutoff. This cutoff also corresponds
approximately to a doubling of the x2. Three of the models agree on the largest con-
tributors to the cross sections after the three resonant parameters. The SAID model
has some differences but also agrees on four of the six contributors.

Another study was performed which combined the findings from the two previous
studies. Instead of focusing on the values of the background amplitudes, the effect
of the unknown background amplitudes on the resonant amplitudes was examined.
Fitting parameters which are large and also highly correlated were identified. Through
studying the effect on the extracted M;,, EMR and CMR, two criteria for significance
were found. 1. A parameter must be highly correlated with another (i.e. their
correlation coefficient |r| is greater than 0.7, see App. B). 2. The x? using all of
the data should at least double when a parameter is zeroed out. Using these criteria,

background amplitudes which are correlated with the resonant amplitudes and have
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Sensitive Background Multipoles
E1+ VS. Ell_/|_2, Mll_{_Q;Ml—:FI:E
M1+ V8. Ell—/l—Qa L}fa L0+a E(H-
L1_|_ VS. L}{f

Table 7.3: Background amplitudes identified as significant for the @Q? = 0.060
(GeV/c)? data. All of these amplitudes were highly correlated with one of the res-

onant parameters (|r| > 0.7) and caused the x? to double when they were turned
off.

a large effect can be identified. Table 7.3 shows the terms which meet these criteria.
Figure 7-10 then shows deviations from the three parameter fit using those terms.
Most of the terms identified as significant did affect the extraction of the resonant
parameters. Also, if the central value of the extraction was not affected, the size of the
error did increase for the sensitive terms. However, the x?/d.o.f. was not significantly
improved using any of these extra parameters. One of the best four parameter fits
(using the three resonant parameters with M; ) is shown in the lower panel of Fig.
7-8 and with the remaining low Q? data in Fig. 7-11. While that fit does a good job
for the two low W data points, it is still off for the background sensitive o+ data
near resonance and for some of the parallel cross section W scan results especially at
the low and high W tails. (Note that the error bars in the high and low W region are
fairly small so small deviations from the fitted curve can lead to large x2.) Because
of the sensitivity of these few points, the overall x? was not improved very much.
However, as mentioned above, since the data set is limited, it is not a surprise that no
single background multipole allows a good fit. The effect of background amplitudes
from the models can be compared to data but the amplitudes themselves cannot be

determined.

This study shows that the resonant multipoles do have some sensitivity to the
background multipoles. However, since none of these background multipoles were
determined, the values of the resonant multipoles are not changed but the internal
model errors increase. This internal model error is different from the model to model

or external error since it does not rely upon any other models for the results. It is a
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Figure 7-11: Summary of the new Mainz data at Q% = 0.060 (GeV/c)? (V) plotted
with one of the best four parameter fits using MAID 2003. This fit is with the three
resonant parameters and the M;  background amplitude.

way of estimating the uncertainty in the resonant amplitudes caused by uncertainties
in the background while using a single model. Its approximate size is estimated by
looking at the root mean square of the deviations in the resonant values using the

various four parameter fits.

A similar study was performed using the more extensive Bates data at Q% = 0.127
(GeV/c)? . Each term identified as significant had a visible effect in a plot similar
to that of Fig. 7-10. However, even that set of data with more background sensitive
points was not fit much better using the parameters identified as significant. That
study also showed that the internal model errors were about the same as the model to
model errors. Furthermore, another slightly different procedure was used in Ref. [74]
to estimate the internal model error with similar results. Therefore, only the model

to model errors are quoted in this work.

The method of looking for the significant contributors and varying them individ-
ually could potentially miss combinations of multipoles which may be able to fit the
data better (i.e. a “perfect” six parameter fit). It can also miss possible correlations

between multipoles. Already, the collective effect of the L > 2 multipoles is evident
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since the EMR exhibits a sensitivity to Fy and F; (see App. A for details about
the F; terms). Two large scans were performed to look for other combinations of
multipoles which may be useful in fitting. In one scan the three resonant parameters
were allowed to vary and in the other, they were fixed. Then all combinations of the
remaining 13 parameters (Fj, s and p wave multipoles, I = 1/2 multipoles) were also
allowed to vary in a fit of all the new Q% = 0.060 (GeV/c)? data. The parameters and
the x?/d.o.f were recorded for each fit and the results were then searched for the best
fit. There was not significant improvement over the three parameter fit and, without
limits, some of the fitting parameters went to unreasonable (>10 times original) val-
ues. The conclusion is that no “perfect” combination of parameters was missed that

would have given a good fit to all of the low Q? data.

Two more scans were performed on the more limited primary data set of Q? =
0.060 (GeV/c)? data (the seven data points for the three 6}, angles at the various
;‘,q). With only seven data points, seven parameter fits would, of course, give perfect
agreement. This limited the fits to at most six parameters. All possible four, five and
six parameter fits were cycled through always including the resonant parameters but
either fixing them or allowing them to vary. For fixed resonant parameters, no better
fit was found. For varied resonant parameters, only one better fit was found. In that
fit, the Ey, multipole was varied. The M;, and Sy, multipoles did not change very
much but Fi, decreased. However, the Fy, had almost 30% error in it. So, the
small data set fit may give some information about background terms but it is fairly

limited.

The message from this low Q? background study is that none of the models agrees
perfectly with the background sensitive data. This alone indicates that the models
must be improved. The DMT model did have the best overall agreement though. The
studies indicate a path to follow for improvement. The problem encountered with the
fitting method used in this thesis is that the parameters apparently do not give the
models enough freedom to fit the background amplitudes. As is clear in the W scan
plot in Fig. 7-3, the models simply have the wrong shape. This mostly has to do
with how the background amplitudes are defined and determined in the models. The
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approach of identifying the significant contributors will work to a point and that point
has been reached. The next step to try to constrain the background would be to go
back a step in the models and fit coupling constants and other internal model terms
which affect many multipoles at once. This would hopefully add enough freedom
to allow the models to fit. However, this type of fitting has not been developed for
use yet so this analysis cannot go beyond the resonant three parameter fit. Some
model creators are able to do the fits described. All of the fits shown here have been
performed by the author with assistance from the model authors. Additional fits will
require more software development.

In addition to improving the fits, more data over a larger kinematic range would
be helpful in constraining the models. Part of the current problem is the limited size
of the data set. Even the larger Bates data set at @? = 0.127 (GeV/c)? has problems
determining the background terms. A concerted effort is needed to obtain more data

that has enough variation to constrain the model backgrounds more.
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7.2.2 @Q*=0.127 (GeV/c)?

As mentioned previously, the low W measurement is a good test of the background
amplitudes since it is farther away from the effects of the higher resonances. At
Q? = 0.127 (GeV/c)? , W = 1140 MeV and 0,, = 58.6°, both helicity dependent and
independent cross sections were measured. The results are plotted in Figs. 7-12 and
7-13. The results show some considerable dispersion in the models for the helicity
independent cross section. As for the @? = 0.060 low W data, the DMT model does
describe the data the best. Still, though, one model is favored for one angle, and
another for the other angle. Taken together, it is clear that there is still considerable
variation in the backgrounds of the models at Q? = 0.127 (GeV/c)? similar to the
variation at @ = 0.060 (GeV/c)? .
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Figure 7-12: Plot of spectrometer cross sections for W = 1140 MeV, Q? = 0.127

(GeV/c)?, 05, = 58.6° along with several models. The wide error bars are the total

systematic and statistical errors added in quadrature. The narrower error bars are
the statistical only

These new data were added to the existing @? = 0.127 (GeV/c)? database in an
effort to demonstrate a method for extracting information about background terms.

A fitting procedure similar to the one used in 7.1.2 was carried out for the Q% =

0.127 (GeV/c)? database in [74]. A study has been performed adding the new low W
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Figure 7-13: Plot of oy for W = 1140 MeV, Q* = 0.127 (GeV/c)* , 6, = 58.6°
along with several models. The statistical error dominates here.

data to that database. One problem is that there are many other data points in the
database and the significance of new points can be lost. In order to test the effect of
the new low W points at Q? = 0.127 (GeV/c)? in a sensitive way, the three resonant
parameters were locked and a background term, Sy, was allowed to vary. Then that
term was locked and the three resonant parameters were refit to see the difference in
the fits. A final check allowed all four parameters to vary to see the difference.

Table 7.4 shows the results of the fits. The x?/d.o.f. was lowered slightly and the
background multipole was changed a bit. However, Table 7.5 shows the effect on the
EMR and CMR. First, the current fit agrees very well with the fit published in [74].
Second, the resonant parameters are not affected by a large amount. The Sy, affects
the CMR because the S and Sy, mix. This can be seen by looking at Eq. A.8. The
cos f term allows some separation of the two but there is still some tradeoff between
the terms. Even so, the CMR does not vary outside of the error bars for the fit with
the one varied term. The CMR is slightly outside the error bars when the resonant
terms are also allowed to vary.

This study clearly shows that more work must be done to understand the back-

grounds in the models. These new data can assist with that task.
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Fit \E., M, AS1, ASo+ 2/ dof
Bates 1.098 £ 0.038 | 1.001 & 0.002 | 0.950 & 0.011 — 2.29
+Mainz low W 1.098 1.001 0.950 1.0834 0.039 | 2.28
Locked So; | 1.099 & 0.037 | 1.000 + 0.002 | 0.966 + 0.011 1.083 2.15
4 par. 1.095 = 0.037 | 0.998 + 0.002 | 0.982 + 0.016 | 1.13840.055 | 2.23

Table 7.4: Results of a test of the sensitivity of the background to the new Mainz
data. Only statistical errors from MINUIT are shown.

Fit EMR CMR
Sparveris [74] -23+£0.3 | -6.1 £0.2
Bates -2.32 +£0.08 | -6.184+ 0.07
Bates locked Sy | -2.32 £0.08 | -6.29+ 0.07
4 par. -2.32 +£0.08 | -6.40+ 0.10

Table 7.5: Comparison of the EMR and CMR for the various fits at Q% = 0.127
(GeV/c)? with and without the background terms. The Sparveris data errors contain
the statistical and systematic errors while the remaining results are statistical errors

only from MINUIT.
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Chapter 8

Summary and Conclusion

The previously published results at Q? = 0.127 (GeV/c)? demonstrated the domi-
nance of the pion cloud and the importance of including its effects. The new data
from Mainz confirm that finding and go on to show the significant (and predicted)
Q? variation.

The Mainz facility provided high quality, precision data whose accuracy was ver-
ified with several cross checks. The experiment was carefully designed to reach the
lowest possible Q? (while taking the physical limits of the spectrometers into account)
in pion electroproduction to date in order to test the chiral effective field theory pre-
dictions. Also, the value of @* = 0.060 (GeV /c)? was chosen because of the significant
variation of the multipoles with Q2.

Comparing the extracted cross sections directly with chiral effective field theory
results shows good consistency between the two and indicates that the EFT calcula-
tions are reliable. Also, a three resonant parameter fit to the data allowed convergence
of the various models despite the differing background amplitudes. The fits indicate
the presence of non-spherical terms that are approximately the same size as several
predictions. In addition, the fit results show the failure of the quark models to predict
the size of the magnetic dipole or the quadrupole terms correctly.

The extent of the new data at @* = 0.060 (GeV/c)? has allowed testing of specific
models and predictions for the resonant multipoles. These results showed qualitative

agreement with the chiral extrapolation of the lattice QCD results, two chiral pertur-
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bation theory results and two pion cloud models thus indicating the importance of
the pion cloud and providing a connection to QCD. However, further refinement of

the models is required before they can achieve quantitative agreement with the data.

The new Mainz results and previous Bates results have reached a limit on their
accuracy and cannot easily be improved. The experimental error as a percentage of
the extracted value for M, is < 1%, for CMR is ~ 6% and for EMR is ~ 13%.
The model errors are about the same size as the experimental errors. Therefore, not
much improvement in understanding can be expected until the models are refined
further. In addition, the comparisons with the background sensitive data indicated
that while one fitted model (DMT) can describe the data fairly well, there are still
significant problems with the background amplitudes in all the models. This can only

be resolved with improvement of the models or more data or both.

Improvement of the EFT calculations can be achieved by calculating the next
higher order effects. In addition, the fitting using the models could be improved
by fitting not only individual multipoles but the internal model parameters such as
form factors and coupling constants which affect many multipoles simultaneously in

different ways.

Improved models will then require improved data to test them. The current
experiment used the existing setup at the Mainz A1 hall which had limited angular
coverage. Larger angular coverage will increase the sensitivity to the non-spherical
amplitudes and allow more constraint of the background amplitudes. However, the
experiment in this thesis measured only 5 of the 36 possible cross sections. The
remaining cross sections require target and/or recoil polarization. More complete
experiments will allow models to be constrained not only for the resonant amplitudes
but for the background amplitudes as well. A totally complete experiment with target
and recoil polarization would allow an entirely model independent analysis. Of course,
this type of experiment is currently very difficult to perform due to the low count rates
that come from using low density polarized targets and recoil polarimeters with low
analyzing power. However, as this analysis has shown, model errors can be significant

and eliminating the need for models in the analysis phase would be ideal.
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This experiment showed that our understanding of the physics in the low Q? region

is improving but there is more work to be done.
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Appendix A

Fitting formalism

The procedure for fitting the data begins with a model. That model provides the
background terms as well as the base multipoles which will be fit. Next, a fitting
routine is run using MINUIT [44] inside ROOT [21] which minimizes x? by chang-
ing a multiplicative factor in front of various multipoles. The observables are then
calculated using the updated multipoles (see Sec. 2.3). The same factor is used for
real and imaginary parts of the multipole to preserve the multipole phase. All of the

model fits use the three resonant multipoles

3/2 3/2 3/2
RZ:MI—{— 7E1-/|—aL1{|—'

The resonant parameters are varied using As in the following way:

Ao, = A2 4 )\(Ri)gAf’/Q. (A1)

Only the I = 3/2 part of the charge channel resonant multipole is modified.

Assuming the dominance of s and p waves gives four more multipoles to modify

Bi = EO-I—a LO—F’MI—;LI—-

For these non-resonant multipoles, the entire multipole is modified ignoring the

isospin basis.
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2
Agop = ANB;) (All)/2 + §A3/2> (A.2)

So that there is not a heavy dependence on the assumption of s and p wave
dominance, all the higher order multipoles are gathered together based upon the
definition of the CGLNFs (see Sec. 2.3). The higher order multipoles can then be

summed together into the new parameters, Fjs, which are:

F, = F,— (Ey; +3My,cos®+3E, cosb)

Ty = Fy— (Mi_+2M,)

F, = Fy—3(Ey — M)

F, = F,

Fs = F5— (Loy + 6Ly, cosh)

Fy = Fo— (L —2L.,). (A.3)

The F's are not exactly like the multipoles because they depend on 0, However,

the F's are used in the fit the same way the non-resonant multipoles are used:

F, = \Fj, (A.4)

that is, placing a multiplicative factor in front of the entire term so that the phase

is not affected.

In addition to these thirteen parameters (three A(R;), four A(B;), six )\;), three

extra )\; /25 are introduced to the I = 1 /2 parts of the resonant multipoles

2
Agop = NP A2 4 A(R:) 3 s (A.5)

which can be varied separately from the other As. While the I = 3/2 multipoles
contain the resonance, the I = 1/2 multipoles are sensitive to the background terms.

By including these parameters, the fit can then try to accommodate more variations
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in the background.

Inside the fit routine, the ) scaled multipoles and Fjs are summed to give modified

CGLNFs which are then combined using the formulas in Sec. 2.3 to give the cross

sections.

While the fitting routine takes all of the multipoles into account, it is useful to

look at the cross sections in the leading multipole approximation or LMA. The LMA

assumes s and p wave dominance and that the M;, multipole is much larger than the

other multipoles which are good approximations in the A resonance region. In the

expansions below, the I terms which interfere with M, are also kept so that all the

significant terms can be seen.

+ 6cos®OR [Ef, My
— sin®0 (3R [Ef, Miy] + R [M], F3])
+ (1—3cos®0) (R [M7 Mi_] + R [M F))

+ 2cosf (R [E; Miy] + R [M;, F])

o o =R [M{, (3B + 3F, + Fy + 3M;_)] sin?0

3
— §\M1+|2sin20

or!® o sinOR [M;, (F5+ Loy + 6L1 cos )]

orpd o sin®S [Mf, (F5+ Loy + 6L cos )]
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The os are related to the response functions, R;, by the kinematic factors described
in Sec. 2.3. The LMA forms show that or is dominated by M;, but oprr has some
Eiy, F, and F; terms. oy contains the sensitivity to Ly, and Fy terms while o is
sensitive to the background of the two. This is because the real parts of the M, and
Ly, terms are small leaving nothing very large for the imaginary part of the M, L,
operation.

The LMA form also shows that only certain F's appear and need to be considered.

For completeness, the LMA form of the construction

opy = 09(0) + orr(0) — 0o(6 = ) (A.10)

is given:

opy'd = —12sin? OR [E7 M, ]
— 2R [M{, F3]sin®0

+ (2cosf +2) (R[Eg, Mis] + R M} F]) (A.11)

This combination was chosen because it cancels the leading |M;,|* term and
enhances the interference between M;, and E;,. However, this was not used in favor

of fitting the spectrometer cross sections directly.
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Appendix B

Correlations

B.1 Curvature Matrix and Eigenvectors

This Appendix contains supplementary information about fitting and correlations.
The sections show the derivation of the correlation angle from the curvature matrix
and how to interpret the correlation coefficient. These were useful in determining
the multipoles to include in the fits before the current method using x? to identify

“large” multipoles.

B.1.1 Correlation angle from curvature matrix

When performing a fit, it is likely that the various parameters will have correlations.
The correlations can be seen quite clearly when the results of many fits are plotted
against each other. These many results form a scatter plot. If the scatter plot forms an
ellipse with axes along with plot axes, then the variables are uncorrelated. However,
if the ellipse is rotated, the angle is related to the correlation. This will be shown
through the derivation of the relation between the rotation angle and the parameter
errors.

Fig. B-1 shows the one o ellipse for two parameters that are uncorrelated in '
space. Fig. B-2 shows those same two parameters but in z space where they are

correlated. The angle the major axis makes with the x; axis is ¢.
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S|

Figure B-1: Ax%=1.0 curve for two parameters that are uncorrelated in 2’ space.

x1

Figure B-2: Ax?=1.0 curve for two parameters that are correlated in x space.

So, the relation between the x and z’ spaces is

x cos sin x
L) = ¢ ¢ ' (B.1)
xh —sing cos¢ T
The formula for the Ax?=1 ellipse in z’ space is:
o | af 2
of o3
and substituting for ) and z!, gives
(z1 cos ¢ +2:c2 sin ¢)? N (—z1 sin ¢ + x5 cos P)? 1 (B.3)

ap 4%
The ellipse in x space is

cos? sin? sin? cos? cos ¢ sin sin ¢ cos
xf( " 2¢)+x§( n ¢)+2x1x2< ¢sing _sing ¢>:1.

Oz% 0{2 2 2 2
(B.4)

2
a7 25)] a7y a3

190



Next, is an examination of the x? surface. x? is a minimum at the best fit and is
approximated as a parabola near the minimum. With these assumptions, only a few

numbers are needed to describe the parabola as a function of the fit parameters.

T xz € € T
AX2 _ ( 1 2) 11 12 1 (B5)

€21 €22 T2

Carrying out the multiplication gives

AXQ = 611%% + 2612%1%2 + 622%%. (B6)

The € terms make up the curvature matrix and are all the terms needed to describe
the shape of the y distribution near the minimum assuming a parabolic shape.
Comparing Eq. B.6 and Eq. B.4, the relations between the variables become

clear.

2 2
cos sin
¢ ¢

= B.7
€11 o2 2 (B.7)
.2 2
sin“¢  cos® ¢
= B.8
€22 % Y (B.8)
psing — — (B.9)
€19 = cos¢sing | — — — :
12 OZ% ag
Solving for o? and a2 and using some trigonometric relations gives
2
o2 = QCOS( 9) _ (B.10)
€11 COS? ¢ — €99 SIN“
— 2
o2 = cos(2¢) (B.11)

€11 802 ) — €29 c082
Substituting Eqs. B.10 and B.11 in Eq. B.9, simplifying and using another

trigonometric relation gives

L. €11 — €2
€12 = 5 sin(2¢) <W) . (B.12)
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Rearranging and simplifying once more yields

2612

tan(2¢) = (B.13)

€11 — €22
So far, all of the work has dealt with the curvature matrix. Another useful matrix
is the error or covariance matrix. The error matrix is the inverse of the curvature

matrix.

-1

€11 €12 _ 0%1 012 (B.14)
€21 €22 021 032
For reference, for a 2 dimensional array the inverse relation is
-1
a b 1 d —b (B.15)
c d Cad—be |\ _. o .
Substituting the inverse results in Eq. B.13 gives
tan(20) = — 2212 _ (B.16)
n = . .
o) — 0%

Eq. B.16 is identical to the equation shown in the Particle Data Handbook [32].
The relation between the correlation angle and the error matrix has been derived.

Even more, now the correlation can be shown and understood graphically.

B.1.2 Correlation angle from eigenvectors

A second more direct way to find the correlation angle is to diagonalize the curvature
matrix. This will find the uncorrelated eigenvectors in the z’ space. These eigenvec-
tors will define the axes of the ellipse. Finding the angle the eigenvectors make with
the x axis will yield the correlation angle. The derivation starts with the curvature

matrix as before

€11 €12 T e I (B.17)

€12 €22 ) Z2.
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Solving for the eigenvalues in the standard way gives

_ €11 €2 + /(€11 — €22)2 + 4e,

A B.18
5 (B.18)
Setting up the matrix equation
€11 €12 T _ AT (B.19)
€12 €22 T2 AoTo

and solving for the components of the eigenvectors yields the angle the eigenvector

makes with the x axis through

tan ¢ = 22/x1 (B.20)

where 22 and z1 are the components of one of the eigenvectors. The components

of the first eigenvector are

611$1 + 612$2 = /\137]. (B21)
Solving for z2/z1 gives

x2 o )\1 — €11

— = =t . B.22
xl €12 an¢ ( )

Substituting for A\; and simplifying gives

tang = S+ /1 + (2 (B.23)

where § = =L, Using the trigonometric relation

2 tan o
tan2q = ——— B.24
WET T fanta (B:24)

we can find that Eq. B.23 simplifies to

2612

_1 _
5 €11 — €22
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which is the same as Eq. B.13. That equation was shown to be the same as the
original Particle Data Group relation.

So, the eigenvectors do indeed have a relation to the correlation angles.

B.1.3 Errors

Next is the derivation of the relations between the eigenvalues and the eigenvector
errors. Looking at Egs. B.10 and B.11 for «; and as, the results for the eigenvectors

can be obtained by setting the rotation angle to 0. This yields

1

of = — (B.26)
€11
9 1
)

The primed notation on the es is now used because by setting the correlation to
0, the equation has switched to the diagonalized matrix.
Next, the same operation is performed on Eq. B.18, dropping €5 and switching

to the primed notation.

)\1 = 6’11 (B28)
Ay = €5y (B.29)

Of course, this has shown that the diagonalized matrix is just the eigenvalue
matrix as expected. In addition, there is a relation to the as. By definition, the as
are the required size of the eigenvector to reach the Ax?=1 curve. This corresponds
to a one standard deviation uncertainty.

Finally, using Eqs. B.26, B.27, B.28 and B.29

o= —— = 0. (B.30)

In words, the square root of the inverse of the eigenvalue gives the one sigma

uncertainty in the eigenvector.
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B.2 Correlation Coefficient

B.2.1 Definition

A problem with using the correlation angle as defined in B.16 is that it is sensitive
to the absolute size of each parameter. As an example, see Fig. B-3. On the left,
the multipoles are plotted in parameters that are relative to the MAID 2003 default
values [28, 29]. On the right is the absolute scale. The major axis appears to shift. In
Fig. B-4, the relative scale shows an ellipse whereas the absolute scale shows a circle.
Looking once again at Eq. B.16, notice that the difference in the denominator does
not allow the scale to cancel. If a fit parameter is scaled such that it only needs to
be half the size to still fit the data, then its error will scale down by half as well. The
problem occurs when the parameters are scaled by different factors. Those factors
will not cancel and will change the correlation angle. As a result, changing the scale

can change the apparent correlation angle making it an ambiguous tool for finding

correlations.
+1AF -
oo =
L S L
1.05 2 [
[ ¥ 1-
| - -
L w L
-
r 0.9
0.95-
0.9F 08~
0.85} 0.7;
0.8~ [
T IR R I I N o] A R E N I B RV
07 075 08 08 09 095 1 3.9 4 41 4.2 43
M1- IM1-| [20°M,]

Figure B-3: E;, vs. M;_ fit parameters for data using MAID2003 plotted against
each other. On the left is the normalized scale. On the right is the absolute scale.

A more robust factor is the correlation coefficient defined as

012

r= (B.31)

0102
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Figure B-4: Ey, vs. Ey, fit parameters for data using MAID2003 plotted against
each other. On the left is the normalized scale. On the right is the absolute scale.

Since the denominator is multiplicative, any scale changes will cancel. The corre-
lation coefficient measures how much of the variance in the distribution of points is

accounted for by a linear relationship between the two variables.

A more complete definition comes from the results of a linear regression analysis

(from [56]).

When fitting points to a line, the sum

Q=3 (V- a-bX) (B.32)

should be a minimum. Appendix A of [56] shows the procedure in detail. The
idea is to take derivatives of () with respect to a and b, equate the results to zero and

solve for the least squares estimators. The result of the procedure is

a = fly = bjig (B.33)

and
Oy

b= (B.34)

Oy
where p; are the mean values and o; are the standard deviations.
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Substituting the correlation coefficient, r gives

a =iy — r@,um (B.35)
O
and
o
b=r-2. B.36
2 (B.36)

These results show that the average value of y for a given zx is

o o
pyix = (uy - T—Yux) +rCX. (B.37)
ox ox

Next, to find the variance, take the bivariate normal distribution for two variables,

labeled f(z,y) and calculate the variance in the usual way

o? = /00 /00 fl,y)(y— (a+bx))’dedy = o) (1 — r?). (B.38)

The function f(z,y) is normalized to one which is why it was not explicitly divided

by when calculating o2

B.2.2 Interpretation of r

The previous section, showed how to define r. Now r must be interpreted.

Equation B.38 and the fact that all the variances must be positive, limits the
range of r to -1 to 1. In addition, this relation shows how much of the variance is due
to a linear fit using the variables. For example, if there is no variance, then the points
all fall on the same line. This would correspond to » = £1 and indicate that the
parameters are 100% correlated. Similarly, the maximum variance occurs when r = 0
indicating that a line explains none of the variance. This would mean the results are
totally uncorrelated.

The problem is how to interpret values of || which are in between 0 and 1. The
interpretation useful for this analysis is that 72 is the proportion of the variance that
is explained by a linear relation between z and y [56].

A website [70] listed some general guidelines for interpreting 7.
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r r? Correlation

0.7— 1.0 0.5— 1.0 Strong positive
0.3 —0.7 01—0.5 Weak positive
-0.3 -+ 03 0.0—0.1 Little to no
-0.7 —--03 0.1— 0.5 Weak negative
-1.0 -+ -0.7 0.5 — 1.0 Strong negative

So, in general, if more than half the variance is from the relation between y and
x, then y and z are strongly correlated. Below about 10%, there is no correlation.

The correlation coefficient is a tool which will not depend on the size of the

parameters but truly on their correlation.
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Appendix C

Kinematics Summary

C.1 April 2003 Central Kinematics Summary

E [MeV] @ [(GeV/c)?] W [MeV] 6%, bpq

795 0.060 1221 0 7
795 0.060 1221 29.60 28.80
795 0.060 1221 36.50 134.00
795 0.060 1221 36.50 180.00
795 0.060 1221 2390 0
795 0.060 1221 23.90 90
795 0.060 1221 23.90 180
855 0.127 1232 0 q
855 0.127 1221 63.00 150.02
855 0.127 1221 43.00 135.00
855 0.127 1221 30.19  90.00
855 0.127 1140  58.60 45.00
855 0.127 1140  58.60 135.00
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C.1.1 @Q*=0.060 (GeV/c)? Kinematics Details

Weenter=1221 MeV

E [MeV] 6. E'[MeV] Q?*GeV/c)® 0,

795.00 23.97°  437.70 0.060 24.23°

b1 2 $s  Pu

boq 28.80° 134.00° 180.00° —
o 23.97°  23.97° 23.97° —
Be 0.00°  0.00°  0.00° —
Opq 11.26°  13.85° 13.85° —
oz, 150.40° 143.50° 143.50° —
@ 14.34°  33.95° 38.08° —
By 540°  9.92°  0.00° —

p, (MeV/c) 554.79 544.70 544.70 —

b1 b2 3 P4

Poq 0.00°  90.00° 180.00° ¢
e 23.97° 23.97° 23.97° 23.97°
Be 0.00°  0.00°  0.00°  0.00°
Ooq 9.10°  9.10°  9.10°  0.00°
0, 156.10° 156.10° 156.10° 180.00°
ap 15.13°  24.23° 33.33°  24.23°
By 0.00°  9.10°  0.00°  0.00°

pp MeV/c) 561.60 561.60 561.60 574.48
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C.1.2 Central Kinematics for Q% = 0.127 (GeV/c)?

Weens=1221 MeV

E [MeV] 6. E'[MeV] Q*GeV/c)2 b,

855.00 32.94°  462.00 0.127 28.26°

b1 b2 b3 P4

o 150020
Qe —  3294° — —
Be — 0.00° — —
B0 2033 — —
6:,  — 117000 — —
% —  46.06° — —
B, — 10.00° — —
pp (MeV/c) — 56220 — —

b1 b2 ®3 P4

o — 135000 — —
e —  32.94° — —
Be — 0.00° — —
Opq — 14220 — —
6:,  — 136760 — —
ap 38420 — —
B, — 10.00° — —
pp (MeV/e) — 611.52 — —
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o — 90.00° — —
Qe —  32.94° — —
Be — 0.00° — —
O — 10.00° — —
0, — 149.81° — —
ap — 28260 — —
B, —10.00° — —
pp (MeV/c) — 63492 — —
o1 G2 O3 P4
Ppq - - - q
Qe - - - 32.94°
Be - - - 000
Ooq - o000
Orq - - - 180.00°
ap - - - 28.26°
B, ~ . 0.00°
pp (MeV/e) - - - 657.69
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chnt =1140 MeV

B E' [MeV] Q*GeV/c)®2 6,
29.74° 563.91 0.127 37.44°

1 P2 ?3 P4
Ppq 45.00° 135.00° S
Qe 29.74° 29.74° B
Be 0.00° 0.00° -
Opq 14.22° 14.22° -
0, 121.40° 121.40° S
ap 27.28° 47.60° -
Bp 10.00° 10.00° -
pp (MeV/c)  473.83 473.83 -
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C.2 October 2003 Central Kinematics Summary

E' MeV] @ [(GeV/c)’] W [MeV] 65, &%

Pq

705 0.060 1125 0 q
705 0.060 1155 0 q
705 0.060 1185 0 q
705 0.060 1205 0 q
855 0.060 1205 0 q
705 0.060 1225 0 q
705 0.060 1245 0 q
705 0.060 1275 0 q
705 0.060 1300 0 q
859 0.060 1155 26 0
859 0.060 1155 26 180
859 0.126 1212 0 q
859 0.126 1232 0 q
859 0.126 1232 28 0
859 0.126 1232 28 180
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C.2.1 @Q*=0.060 (GeV/c)? Kinematic Details

Parallel Cross Section W scan

E Q? W SpecA SpecB | D
[MeV] | [(GeV/c)?] | [MeV] | pt alpha mom |pt alpha mom |[7] |[]
705 0.060 1125 |e 2463 46772 |p 3486 41004 |0 |—
705 0.060 1155 |e 25.67 43127 |p 3057 46326 | 0 |—
705 0.060 1185 |e 2688 39386 |p 26.72 514250 |—
705 0.060 1205 (e 2781 36839 |p 2438 54777 |0 |—
855 0.060 1206 |(p 26.77 DH47.77|e 2120 51839 |0 |—
705 0.060 1225 |e 28.87 34249 |p 2220 58116 |0 |—
705 0.060 1245 |e 30.07 316.16 |p 20.16 61452 0 |—
705 0.060 1275 |e 3225 27588 |p 1733 66470 | 0 |—
705 0.060 1300 (e 3453 24157 |p 1514 70674 |0 |—
oLr,00 + €opr extraction

E Q? W SpecA SpecB Oy | Dra
[MeV] | [(GeV/c)?] | [MeV] | pt alpha mom | pt alpha mom |[] | [°]
855 0.060 1155 | p 2423 45200 |e 20.01 58127 |26 |0
855 0.060 1155 | p 4134 45200 |e 20.01 581.27 |26 | 180
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C.2.2 @Q?=0.126 (GeV/c)? Kinematic Details

Parallel Cross Section

E Q? W SpecA SpecB Or | Dho
[MeV] | [(GeV/c)?] | [MeV] | pt alpha mom | pt alpha mom |[] |[]
855 0.126 1212 (e 3237 47420 |p 29.19 64251 |0 |—
855 0.126 1232 (e 3332 44815 |p 2713 673700 |—

orr, 00 + €opr extraction

E Q? W SpecA SpecB Or | Dhg
[MeV] | [(GeV/c)?] | [MeV] | pt alpha mom | pt alpha mom |[7] | []
855 0.126 1232 |e 3332 44815 |p 1764 6533228 |0
855 0.126 1232 |e 3332 448.15|p 36.61 653.32 |28 | 180
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Appendix D

Cut Details

D.1 Central Cut Values

Setup w Q? Oy | b 2B
[MeV] | [(GeV/c)?] | [deg] | [deg] | [mm]

Q06-t0 1221.0 0.060 0.0 — -4.0
Q06-t24-p1 | 1221.0 |  0.060 | 24.0 | 0.0 | -4.0
Q06-t24-p2 1221.0 0.060 24.0 | 90.0 | -4.0
Q06-t24-p3 1221.0 0.060 24.0 | 180.0 | -4.0
Q06-t36-pl 1221.0 0.060 29.0 | 32.0 | -4.0
Q06-t36-p2 1221.0 0.060 37.0 | 134.0 | -4.0
Q06-t36-p3 1221.0 0.060 37.0 | 180.0 | -4.0
QO06_-W1125 1125.0 0.060 0.0 — -4.0
QO06_-W1155 1155.0 0.060 0.0 — -4.0
QO6_-W1185 1185.0 0.060 0.0 — -4.0
QO06-W1205 1205.0 0.060 0.0 — -4.0
QO06-W1205_rev | 1205.0 0.060 0.0 — -4.0
Q06_-W1225 1225.0 0.060 0.0 — -4.0
Q06_-W1245 1245.0 0.060 0.0 — -4.0
QO6_W1275 1275.0 0.060 0.0 — -4.0
Q06_-W1300l1ow | 1300.0 0.060 0.0 — -4.0
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Setup W Q? Oy | P 2B
[MeV] | [(GeV/c)?] | [deg] | [deg] | [mm]

QO06_W1155_pl1 | 1155.0 0.060 26.0 | 0.0 -4.0
QO06_W1155_p2 | 1155.0 0.060 26.0 | 180.0 | -4.0
Q127-q(25) 1232.0 0.126 0.0 — -4.0
Q127-q(30) 1232.0 0.126 0.0 — -4.0
Q126_W1232 1232.0 0.126 0.0 — -4.0
Q126 W1212 1212.0 0.126 0.0 — -4.0
Q126 W1232_p1 | 1232.0 0.126 28.0 0.0 -4.0
Q126_-W1232_p2 | 1232.0 0.126 28.0 | 180.0 | -4.0
Q127-w1140-p1 | 1140.0 0.127 58.6 | 45.0 | -4.0
Q127-w1140-p2 | 1140.0 0.127 58.6 | 135.0 | -4.0
Q127-th30 1221.0 0.127 30.0 | 90.0 | -4.0
Q127-th43 1221.0 0.127 43.0 | 135.0 | -4.0
Q127-th63 1221.0 0.127 63.0 | 150.0 | -4.0
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D.2 Cut Widths

Setup AW AQ? AGr, | Ay, | Azp
[MeV] | [(GeV/c)?] | [deg] | [deg] | [mm]
Q06-t0 32.25 0.0210 10.6 — 36.6

Q06-t24-p1 20.25 0.0174 10.4 | 40.5 | 36.6
Q06-t24-p2 35.25 0.0210 11.3 | 29.7 | 36.6
QO06-t24-p3 33.75 0.0186 9.5 | 45.9 | 36.6
QO06-t36-pl 24.75 0.0198 10.4 | 24.3 | 36.6
QO06-t36-p2 33.75 0.0210 11.3 | 24.3 | 36.6
QO06-t36-p3 38.25 0.0186 10.4 | 35.1 | 36.6

Q06-W1125 20.25 0.0198 159 | — | 36.6
Q06-W1155 26.95 0.0198 141 | — | 36.6
Q06-W1185 29.25 0.0186 129 | — | 36.6
Q06-W1205 32.85 0.0186 127 — | 36.6
Q06-W1205_rev | 36.45 0.0078 136 | — | 378
Q06-W1225 32.85 0.0174 123 | — | 36.6
Q06-W1245 31.05 0.0162 11.8 | — | 36.6
Q06-W1275 26.95 0.0150 116 | — | 36.6
Q06-W1300dow | 22.95 0.0138 111} — | 36.6
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Setup AW AQ? AGy, | A, | Azp
[MeV] | [(GeV/c)?] | [deg] | [deg] | [mm]

QO06_W1155_pl | 20.25 0.0078 13.1 | 459 | 37.8
QO6_W1155_p2 | 33.75 0.0090 11.3 | 62.1 | 37.8
Q127-q(25) | 4275 | 00204 | 107 | — | 36.6
Q127-q(30) | 4275 | 00204 | 107 | — | 36.6
Q126_W1232 42.75 0.0306 10.5 — 37.8
Q126_W1212 39.75 0.0306 11.2 — 37.8
Q126 W1232_p1 | 30.75 0.0282 13.1 | 35.1 | 37.8
Q126_W1232_p2 | 45.75 0.0294 104 | 40.5 | 37.8
Q127-w1140-p1 | 20.25 0.0306 16.7 | 24.3 | 36.6
Q127-w1140-p2 | 51.75 0.0354 176 | 189 | 36.6
Q127-th30 42.75 0.0318 14.9 | 24.3 | 36.6
Q127-th43 45.75 0.0306 11.3 | 24.3 | 36.6
Q127-th63 45.75 0.0294 9.5 | 189 | 36.6
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Appendix E

Mainz v*N — A Collaboration

A .M. Bernstein, S. Stave
M.IT.
I. Nakagawa
MIT/U. Kentucky/RIKEN
P. Achenbach, C. Ayerbe Gayoso, D. Baumann, J. Bernauer, R. Béhm, M. Ding,
M. O. Distler, L. Doria, J. Friedrich, J. Garcia Llongo, I. Goussev, W. Heil, P.
Jennewein, K. W. Krygier, A. Liesenfeld, M. Lloyd, H. Merkel, U. Miiller,
R. Neuhausen, L. Nungesser, A. Piegsa, J. Pochodzalla, M. Seimetz, Th. Walcher,
M. Weis
U. Mainz
A. Christopoulou, A. Karabarbounis, C.N. Papanicolas, N. Sparveris, S. Stiliaris
U. Athens and L.A.S.A.
D. Bosnar, M. Makek
U. Zagreb
T. Botto
Bates, M.1.T.
D. Dale
U. Kentucky
S. Sirca, M. Potokar
U. Ljubljana
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