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Abstract

The AT(1232) is the first excited state of the proton. The A-isobar
states (the A=, A’ A" and A'") are the lowest lying of the baryon
resonances, and very well isolated. As such they form an excellent
testing ground for the variety of Quantum Chromodynamics inspired
models of hadronic structure. The resonance electromagnetic multi-
poles would be of particular theoretical interest. Due to the strongly
decaying nature of the A-isobar, physicists have only been able to as-
certain the masses and widths of these resonances and some of their
transition multipoles, but not their static properties.

However, due to its short lifetime, the A" has a comparatively large
width of ~120 MeV. This allows us to access the dipole magnetic mo-
ment of the A* (ua+) through radiative self-decay whereby a A" is
formed at the upper end of its mass range and radiatively decays to
a A" of lower mass. This process has an amplitude that depends on
ia+. The secondary A" decays to a nucleon and a pion. This work is
concerned with the A* — 7% decay channel and the 7° subsequently
decays to a photon pair. We observed this three-photon, single proton,
final state to reconstruct the vp — /7% reaction.

We studied this reaction in the A2 collaboration’s Tagged Pho-
ton Experimental Hall at the Institut fiir Kernphysik in Mainz, Ger-
many. The Glasgow Photon Tagging Spectrometer converted part of
the MAMI B 883 MeV electron beam to an energy-tagged linearly
polarised photon beam. Reaction products were detected in the new
CB@MAMI 47 spectrometer setup composed of the Crystal Ball and
TAPS detectors. The Crystal Ball was augmented with a pair of
Multi-Wire Proportional Chambers for charged particle tracking. A
plastic scintillator barrel, the Particle Identification Detector, was also
specifically designed for the CB@MAMI experimental series to provide
charged particle identification by AE/E methods. The experiment took
place throughout several beam periods between July 2004 and January
2005.

We have analysed the new CB@MAMI data and have found ~20,000
radiative 7 photoproduction events. From this event set we have pro-
duced preliminary total cross sections which agree well with the pre-
vious result and have a much improved statistical error.

The series of photon asymmetry measurements for vp — +'7'p we
present herein represent the first measurement of this observable and
indicate a downward trend in photon asymmetry both with increasing
photon beam energy and with increasing production photon energy.
The photon asymmetry results are well established.

Although not yet at the stage of us+ extraction, due to the factor
of ~ 40 higher statistics of this measurement, the additional physical
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observables that have been measured and the recent intensive develop-
ment of the theoretical models, we believe that the ya+ result extracted
from this data will be far more accurate than that obtained from the
only previous experiment carried out in 2000/01 [1].
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Chapter 1

Introduction

1.1 The Early Years

In the early 20th Century, Physicists were aware that atoms could break down
and spit out fragments that they termed radiation. This radiation had been clas-
sified as a, § and ~, according to how heavy and penetrating it was. In 1869,
Mendeleev had arranged the elements according to their relative atomic masses,
obtained through painstaking chemical detective work, and grouped them, ac-
cording to their chemical properties, to form the periodic table. However, it was
generally believed that the structure of an atom was much like that of a plum pud-
ding: a spherical, permeable, positively charged medium (the “pudding”), with
the electrons, like plums, dotted throughout (Figure 1.1(a)). The plum-pudding
model of the atom was proposed by J.J. Thomson, who had studied and identified
electrons, but had been unable to find any similar positively charged particles.
In 1909, Ernest Marsden, an undergraduate working at the direction of Ernest
Rutherford (1908 Nobel Prize winner), performed a seemingly routine experiment
to eliminate an unlikely hypothesis. Marsden aimed a source of « particles (3He
nuclei) at a thin gold foil and observed the results using a small zinc-sulphide-
coated glass screen and a microscope. When an « particle strikes zinc sulphide, it
causes the zinc sulphide to flash, an effect known as “scintillation”. As his obser-
vation equipment was on the same side of the gold foil as his a-source, Marsden
expected to see no scintillation at all. Electrons were so much lighter than the
a-particles (an electron has ~1/8000th of the mass of an a-particle) that it was
physically impossible for an isolated electron to scatter an a-particle backwards
towards his scintillation detector. In the “plum-pudding” model, electrons were
widely dispersed and the positively charged medium too dilute to allow the con-
centration of mass or charge required to substantially alter the course of an «
particle. To his great surprise, he found that some a-particles were scattered into
his detector, and he saw approximately one scintillation every second. After a
week of rigorous checking, he reported his results to Rutherford. Ernest Ruther-
ford concluded from Marsden’s observations that, instead of a plum pudding, the
atom resembled the solar system [26]. His model of the atom was almost entirely
empty space. There was a dense, positively charged core, the “nucleus”, which
was surrounded by a cloud of fast-moving electrons. He proposed that the elec-
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Figure 1.1: The atom. (a) depicts the Thompson model with the negative elec-
trons dispersed throughout a positively charged medium. (b) depicts Rutherford’s
model, with the dense central positively charged nucleus, surrounded by empty
space and the orbiting electrons.

trons moved around the nucleus in circular paths, or “orbits”, as the Earth does
the sun. These electron orbits extended to, and defined, the boundaries of the
atom (Figure 1.1(b)). This ground-breaking hypothesis was swiftly confirmed by
other experiments, and the challenge became to capture and dissect this tiny “fly
in the cathedral”, the nucleus [27].

Nine years later (in 1918) Rutherford himself bombarded a Nitrogen target
with « particles, using similar equipment to that which Marsden had used. He
observed that some of the outgoing particles did not appear to be either o particles
or Nitrogen nuclei. Upon further examination, he discovered that he was detecting
Hydrogen nuclei. He deduced from this that he was transforming Nitrogen into
Oxygen with the emission of a Hydrogen nucleus and concluded that Nitrogen
must contain Hydrogen nuclei. He decided that the Hydrogen nucleus must be a
fundamental® particle and named it the proton |28|. Since that time the proton
and its uncharged relative, the neutron, which was later discovered by Chadwick
under Rutherford’s guidance [29], have been subjected to extensive experimental
study and theoretical pondering.

In 1931 the proton was accelerated by Cockcroft and Walton (at Cambridge) to
penetrate and smash Lithium atoms in their famous experiment using extremely
high voltages, vacuums and Plasticine to tremendous effect [27,30]. In the same
year Lawrence and Livingston (at the University of California, Berkeley) produced
the first proton cyclotron, only 4.5 inches in diameter, to accelerate protons up
to energies of 80 keV [31]. Thus the proton became an experimental probe and
tool for accessing the secrets of the atomic nucleus. By 1948, the technology
of the cyclotron had advanced so far that the 184 inch proton cyclotron [32] -
mentioned in Chapter 3 - was operational at Berkeley and being used both in
nuclear experiments and in experimental treatments for cancer.

1A fundamental particle is one which cannot be further broken down and has no internal
structure, i.e. is homogeneous and indivisible.
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1.2 The Trouble with Rutherford’s Model

Rutherford’s model of the atom contained a major flaw. From classical electrody-
namics, we know that a charged particle moving in a curved path will continually
emit radiation. The electrons in the Rutherford atom would radiate, continually
losing energy. The lower the energy an electron has, the smaller the radius of
its orbit becomes, thus Rutherford’s atom is unstable, and the electrons would
ultimately spiral into the nucleus. Conversely, Rutherford’s atom has no clearly
defined radius - the more energetic an electron is, the further out it will orbit,
and the larger the radius of the atom will become. Both things are contrary to
what had been observed: physicists knew that atoms of a specific element all had
the same radius, and the stability of the atom was generally accepted.

Throughout the late nineteenth and early twentieth century, physicists were
investigating another group of problems, initially unrelated to the structure of
the atom. There were several basic, easily observed and commonly agreed upon
phenomena, for which physicists were unable to produce an underlying theory.
For example: physicists could not produce an equation to adequately explain and
predict the colour and intensity of light that an object would produce when it
was heated (known as black-body radiation); and they could not explain why
passing an electric current through different gases caused them to emit light of
different colours, which, when separated using a prism, showed not the continuous
rainbow that one sees with white light, but a set of discrete lines (atomic emission
spectra).

In 1900, Max Planck found an equation that reproduced the black body radia-
tion spectrum [33,34]. When he tried to derive the equation from first principles,
he found that the only way to make it work was to assume that, instead of a
continuous spectrum of energies, only specific values or “quanta” of energy were
allowed in nature [35].

Bohr applied Planck’s new quantisation to Rutherford’s atomic model in 1913
[36], and placed the electrons into what he termed “stable orbits” in which the
electrons had a definite energy and would not radiate. The specific lines in the
atomic emission spectra could then be interpreted as the definite energies emitted
from transitions between the allowed energies of these “stationary” orbits. This
theory allowed the exact description and prediction of the emission lines seen
for the Hydrogen atom. After the neutron was discovered, and the structure of
heavier nuclei became understandable, the quantised energy levels for many of
the heavier atoms were predicted and found to agree with the observed emission
spectra.

This quantisation theory was extended by such famous physicists as Ein-
stein [37], Heisenberg [38], de Broglie [39-41], and Schrédinger [42]|, with the
assistance of many others, to become the theory known today as “Quantum Me-
chanics”. Classical mechanics is sufficient to describe the macroscopic world as it
was experienced both then and now. However, as we go to smaller and smaller
scales, classical mechanics begins to fail, and we see “quantum” effects.

The most startling difference between quantum and classical mechanics is that
quantum mechanics is probabilistic, where classical mechanics is deterministic.



4 Chapter 1. Introduction

Classical mechanics, given every available piece of data about a system at a
specific point in time, will tell you exactly what should happen next, but quantum
mechanics, given the same set of data, will give you the probability of certain
states occurring next, but will not tell you absolutely what will happen.

Heisenberg defined a further uncertainty - “Heisenberg’s Uncertainty Princi-
ple” (HUP) [43]. In the case of a particle, such as an electron in an atomic orbit,
there are specific pairs of variables (“conjugate” variables) such as energy and
lifetime, or position and momentum, that cannot simultaneously be known with
infinite precision. He quantified this in the equations labelled 1.1 and 1.2, where
h is Planck’s constant.

h
AEAT > — .
T2 (1.1)
h
ApAzr > — (1.2)
4r

It is the magnitude of Planck’s constant that gives the scale of the quantum
universe. As h = 6.626 x 10734 joule seconds, the effects of the quantisation and
the uncertainty principle are only seen on atomic scales or smaller.

The major result of quantum mechanics, is that small scale systems, such as
nuclei, can exist in a series of different, discrete, states, and that each one of these
possible states has a set of characteristics, codified as quantum numbers, that
completely describe it. One of the most important of these quantum numbers is
spin which, as the name suggests, characterises the internal angular momentum of
the particle. Every particle, such as the proton or neutron, has its own intrinsic
spin. When these particles are combined in a more complicated system, the
spin of the system results from the intrinsic spins of its components and their
orbital angular momentum and depends strongly on the mutual interactions of
the components.

Particles can be divided into two major classifications according to their spin:
bosons, which have integer spin (0, 1, 2, ...); and fermions, which have half-
integer spin (3, 2, 2, ...). Fermions, such as the protons and neutrons in the
nucleus, obey a rule known as the “Pauli Exclusion Principle” PEP, which states
that no two fermions in the same system can occupy the same state (i.e. have an
identical set of quantum numbers) [44].

1.3 The Particle Zoo

Some seventy-five years on, we have learned much about the proton and now
have a relatively broad empirical knowledge of many of its properties. For in-
stance, we now know the mass of the proton, with extremely high precision, to be
(1.67262171 40.00000029) x 10~*7 kg [45]. The equipment, and methodology used
to study the nucleus and its components still follow the same basic principles: a
particle beam impinges on a target and the interaction products are observed with
detectors of some form or another, but the targets, detector systems and data
analysis have become vastly more complex. In the course of this increasingly
complicated study, physicists have encountered more than simply the familiar
proton, neutron and electron, and their various combinations. A vast range of
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different particles has been identified, to the extent that physicists came to be
the keepers of a “particle zoo”.

In 1964 Murray Gellman and George Zweig (with additional independent con-
tributions from the Israeli Yuval Ne’eman and the Japanese team of Kazuhiko
Nishijima and T. Nakano), independently suggested that the reason so many par-
ticles species had been found was that the proton, the neutron and their rapidly
expanding array of counterparts were not fundamental particles in themselves, but
were composed of other, simpler, building blocks. These building blocks Gellman
named “quarks”. He proposed that there were three types, or “flavours”, of quark
(which he named up, down and strange) and that their different combinations
resulted in the many different particle types [46]. He even produced diagrams
of the sets of particles that could be formed using combinations of two quarks
(particles now known as mesons) and particles, like the proton and neutron, that
could be formed with combinations of three quarks (now called baryons) (Figure
1.2). In Gellman’s model, the proton was composed of a combination of two
up quarks and a down quark (represented uud) and the neutron contained two
down and one up quark (udd). All particles composed of quarks became known
as hadrons.

In 1969, Gellman’s suggestion that the proton was not fundamental was
demonstrated experimentally when a high energy electron beam was fired at
a proton target at the Stanford Linear Accelerator (SLAC) [47]. The resulting
distribution of the scattered electrons showed, as the a-particles did for the atom
in 1911, that the proton had underlying structure. The experimentalists termed
the components of this proton structure “partons” at first. Today, we accept this
as the first experimental observation of the quark.

As experiments have increased in energy, we have discovered that there are
not three, but six types of quark: up, down, strange, charm, bottom and top
(listed in order of increasing mass). Although we still believe that the electron is
a fundamental particle, we no longer believe it to be the only light charged particle
(lepton). We have discovered two other similar particles: the mu and the tau.
Each of these three particles has a corresponding neutrino, an electrically neutral
particle of far lower mass than its corresponding lepton. All of these particles, the
six quarks and the six leptons, have a corresponding anti-particle, which has the
same mass, and an equal but opposite charge. In everyday life, everything around
us is mostly composed of the lighter types of matter: the up and down quarks
and the electron. Observation of the other “generations of matter” (Table 1.1) is
limited to nuclear interactions at high energy physics laboratories like CERN. We
have also discovered that, within the hadron family, mesons can be created and
destroyed easily, provided one has sufficient energy, but the number of baryons
in the world appears to be constant.

In the course of scientific investigation of the nucleus, massively diverse stud-
ies have been undertaken. At one extreme, are the heavy ion studies, whereby
scientists have sought to create and study more exotic, heavier and diverse nuclei
and probe the properties of these complex entities. At the other extreme are
the exceedingly high energy particle physics studies at places like CERN, where
scientists strive for ever-greater centre-of-mass collision energies to produce the
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Leptons Quarks

The Generations of Matler

Table 1.1: The three generations of matter, reproduced from [25].

Mediating | lediating Relative
Force Source Particle Particle Range Streneth
Mass / GeV &
Gravity mass graviton 0.0 infinte 1073
Weak weak pe 20y | 804 (91.2) |~ 10-1m 105
charge
Electro.— electric photon 0.0 infinite 10-2
magnetic charge ()
colour I
Strong charge gluon 0.0 infinite 1

Table 1.2: The four forces of nature and their mediating particles. The graviton
has not yet been observed - the listed properties are based on theoretical predic-
tion. *Although technically infinite in range, effects due to the strong force are
more typically seen at scales ~ 107m due to the colour-neutral formation of
matter.

heavier generations of quark and study the extremes of hadronic behaviour, ex-
tending to ever smaller distance scales. In the middle of these, lies medium-energy
or hadronic physics and our experiment.

1.4 The Glue

Inside hadrons, quarks are tightly bound by a force known as the “strong force”.
There are four fundamental forces in nature, summarised in Table 1.2. Each has
a source and a mediating particle. We are all aware of gravity, however this plays
a negligible role on the atomic scale. The next most familiar of these is the elec-
tromagnetic force, the source of which is electrical charge. The electromagnetic
force is mediated by virtual photons - tiny packets of light that exist only by
borrowing energy from the particles upon which they act. Without these virtual
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photons communicating the existence of the positively charged nucleus, the ap-
proaching « particle would not be repelled until it actually touched the surface of
the nucleus, and we know this is not the case. Electromagnetic charge exists only
in two forms: positive and negative. To make an electrically neutral object, one
simply requires equal numbers of positive and negative charge. It is also possible
to observe an isolated positive or negative charge.

The source of the strong force is colour charge. The strong force is 60 times
stronger than the electromagnetic repulsion between two up quarks at a distance
of 3x 107'"m (the up quark has an electromagnetic charge of +32). The effects of
colour charge are communicated by mediating particles known as gluons. Only
quarks and gluons posses colour charge and so only they are affected by the
strong force. Colour charge exists as 3 colours and 3 anti-colours, and the only
way to form colour-neutral objects is to combine the three colours, the three
anti-colours, or any colour with its anti-colour. The strong force is so strong that
quarks are confined to these colour-neutral arrangements, for example: quark-
antiquark pairs (mesons) and three-quark combinations (baryons). Other colour-
neutral combinations are not ruled out by the theory, such as the four-quark,
one-antiquark combination known as the pentaquark, but, as yet, there has not
been conclusive experimental proof of their existence [48].

1.5 The Building Blocks

Hadronic structure is now believed to be far more complex than the three quarks
and quark / anti-quark combinations described by the Gellman model. Gellman’s
proposed quark components are now referred to as the “valence quarks”, and it
is believed that these valence quarks are surrounded by a sea of quark-antiquark
pairs popping in and out of the vacuum, all held together by the colour-charge
carrying, electrically neutral, gluons.

In general, the best way to discover how a complex entity is constructed, is
to dismantle it. Clinicians have gained volumes of knowledge from the process of
autopsy. Observing the nature of the constituents - their mass, their shape, the
way they connect - gives information about the available combinations, the limits
of the final construction and its likely behaviour. By looking at a set of Lego
bricks, it is possible to plan and predict many of the possible final structures and
their bulk properties.

This option is denied the hadronic physicist. If one tries to pull a quark-
antiquark pair (a meson) apart, it requires tremendous energy, and before the
point where the quarks could be considered separate, another quark-antiquark
pair emerges from the vacuum to form two new mesons. A quark has never been
observed in isolation (and there are strong reasons to believe that we never shall)
and so we have never had the opportunity to directly observe exactly how the
individual components of the proton are formed and most importantly, how they
combine with each other. Instead, we find ourselves looking at a catalogue of
Lego constructions and trying to work out what the Lego brick looks like.
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1.6 The Model

In Sections 1.4 & 1.5, we have introduced what is now known as the theory of
Quantum Chromodynamics (QCD). As we can not directly observe the individ-
ual quarks and gluons, we have to find some other experimental method to test
QCD. To do this, we use the theory of QCD to calculate key properties of the var-
ious hadrons, and compare the calculated results to the experimentally measured
values.

To perform these calculations, it is necessary to make some simplifying ap-
proximations due to the complexity and intractability of the mathematics at
hadronic scales. Different sets of approximations are possible, and each of these
sets is known as a model. Using a model, it is possible to predict a set of hadronic
properties that can be experimentally tested. Some properties are insensitive to
the QCD model used to predict them, i.e. no matter which model one uses, the
results always agree. Others, such as magnetic dipole moment, are very model
dependent. Experimental measurements of model independent properties are use-
ful for testing QCD itself. Measurements of strongly model dependent properties
provide a valuable test of the various models. Such tests indicate the regions in
which each model is most applicable and highlight regions where the simplified
calculation fails.

1.7 Excited States

In Figure 1.2, we show the results of the quark model. Comparing Figure 1.2(a)
the baryon octet and Figure 1.2(c) the baryon decuplet, one can see that many of
the particles have the same valence quark content. This means that it is possible
to produce many of the particles in the baryon decuplet by simply supplying
baryon octet members (such as the proton and neutron) with enough energy to
change the arrangement of their quarks in order to have total spin of % instead of
the octet total spin of % This can be naively viewed as exciting a quark spin-flip
to increase the particle mass, and change it from a ground state baryon to one
in an excited state. For example, in the experiment described herein, a proton in
the liquid Hydrogen target is excited to form a A™ (Figure 1.3).

These excited states are known as resonances as they are very short-lived. The
mean lifetime of the A" is ~ 10724 seconds. With the exception of the 2~ which
decays by the weak force, all of these excited states, or baryon resonances, decay
by the strong force to their ground-state configuration - the baryon octet states
- commonly with the emission of a meson and always with a lifetime similar to
that of the A.

Using Einstein’s famous equation [49], more fully expressed as:

E? = p?c® + m?c, (1.3)

we see that mass forms part of the total energy of a particle or resonance. If
we apply the HUP (Equation 1.1) we find that, because the proton has an ex-
ceptionally long mean lifetime (large At), we can determine its mass (AFE) with
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gq=-1 q=0 g=-1 ¢q=0
(a) The ground state baryon octet (b) The pseudoscalar meson
with total spin 1/2 nonet

S:—] """"""""""""
S:—Z """""""""""""""""""
S=—3 """"""""""""""""""""""""""

(c) The baryon decuplet with total spin 3/2

Figure 1.2: The results of the quark model. The quark content is shown in the
upper line of text in each circle, and the conventional name in the lower line.
Charge (q) and strangeness (s) quantum numbers are shown by the dashed and
dotted lines, respectively. Where multiple particles share the same q/s combina-
tion, they appear superimposed, however they differ in other quantum numbers
that are not illustrated here. In the case of (b), the 7°, n and 7’ particles are
formed by different linear combinations of u@, dd and s3.

proton A

Figure 1.3: A simple view of the excitation of a proton to form a A*.
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incredible precision (as mentioned in Section 1.3). In the case of a very short-
lived resonance, the very tightly defined lifetime (small A7) limits the precision
to which its mass (AF) can be determined. Instead of a single value, we find a
distribution of values (the Breit-Wigner distribution function [50]), described by
the mean value (the mass) and the spread (width) of the distribution.

These short resonance lifetimes cause experimental difficulty. They preclude
many of the usual techniques that were used to measure the main properties of
the baryon octet, such as spin precession in a magnetic field to determine the
magnetic dipole moment of a particle. In consequence, we know very little about
the baryon decuplet (other than the 27), save the masses and widths of the lowest
lying resonances.

1.8 The A(1232) Testing Ground

The group of four particles with s = 0 in the baryon decuplet (Figure 1.2(c)),
the A=, A% AT and A*T, are known collectively as the A isobar. The A(1232)
isobar is an ideal testing ground for theoretical models for a variety of reasons.
Each member of the isobar differs (in turn) by a single valence quark, and all are
composed entirely of up and/or down quarks (which have very similar masses).
This means that differences we observe from A to A can be accounted for on
grounds of quark flavour alone. For example, any differences between the A~
and the A° result from the exchange of a down quark (the A~ contains ddd) for
an up quark (the A° contains udd). Also, the A and AT have the same quark
composition as the neutron and proton, respectively, and differ from the nucleons
only in their total spin. This allows us to study the effects of changing the quark
spin alignment within a baryon.

From Equation 1.3, we can see that we have to supply energy to a nucleon
if we want to produce a resonance as the resonances are all heavier than the
nucleon. For a specific mass difference, there is a minimum required energy that
we have to supply and this is known as the threshold energy for that resonance.

The A(1232) isobar (the isobar under study in this work) is experimentally
easy to access, as it has the lowest mass and therefore the lowest energy threshold
of the baryon decuplet. The A is also well isolated: the peak energy of A pro-
duction occurs below the threshold production energy of most other resonances,
so one can be fairly sure that effects observed are due to the A, and not complex
interferences from other resonances. These properties make the A a popular sub-
ject of experimental and theoretical study. Despite this, due to its short lifetime,
experimental access to most of the fundamental properties of the A isobar is very
restricted.

1.9 Our Experiment
In 1968 Kondratyuk and Ponomarev proposed a method to indirectly access the

magnetic dipole moment of the A*" by experiment [51|. This experiment was
performed [11] first by the UCLA group, using the 184-inch cyclotron at Berkeley
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Figure 1.4: Diagrammatic representation of v + p — AT — A*4/) showing
the shaded Breit-Wigner mass distribution of the A", the proton being excited
to form a high-mass A™, which subsequently decays, with the emission of a
photon, to form a lower mass A*, which decays to form a 7 meson and a proton.
Extracted from [1].

(mentioned in Section 1.1). An extended experiment was also performed at SIN
[14,15]. As a result of these two experiments and subsequent analyses of the
data, the Particle Data Group? (PDG) now quote a value for the magnetic dipole
moment of the AT (ua++) as 3.7 - 7.5 nuclear magnetons (uy) [52]. This work
is described in Chapter 3.

| Model | pa+ /i |
SU(3):pa = Qa-pp [23] 2.79
RQM [53] 2.38
lattice QCD [54] 2.5+0.3
\PT [55] 2.1£0.2
XQSM [56] 2.19
LCQSR [57] 9.940.4

Table 1.3: Different quark model predictions for pa+

The magnetic dipole moment of the A" has been predicted using several
different models (Table 1.3). The results do vary, but it would require a result of
much better precision than that obtained for pa++, to provide any differentiation
between models. However, the pioneering measurement of the magnetic dipole
moment of the A*" provided a method [11] which has been adapted for our
measurement [2,58,59].

We formed A™ resonances by exciting protons in our liquid Hydrogen target
using an energy-tagged photon beam. Some of these A" were at the upper end of

2The Particle Data Group is a large international collaboration which collates and publishes
a biannual summary of the current standing of particle physics.
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their Breit-Wigner mass spectrum. Due to the large width of the At (120MeV),
a small proportion of these high mass A* underwent “self-decay”, whereby they
decayed to a lower mass A", with the emission of a photon (Figure 1.4). Due
to the short lifetime of the AT, we detected the products of the low mass A™
decay: a proton and a 7 (which further decayed to a pair of photons before
reaching our detector). Thus we reconstructed these events using the information
we obtained from the single proton and three photons registered in the detector
system described in Chapter 4.

This process has a probability which depends on the magnetic moment of
the A* and from the final results, and a reliable theoretical interpretation, we
intend to extract this value. The experiment measured three different physically
observable quantities, and in this thesis we will present and discuss results for two
of these. The cross section is a measure of the probability of the reaction occurring
expressed as a unit of area - the nanobarn (1 barn = 1072*¢m?). The ultimate
goal is to produce a five-fold differential cross section (dfl,r(j%) where the cross
section is shown as a function of the angles of the 7 and 4/ and the energy of the
v, in this work we present the first stage of this determination - the total cross
section. Our collaborators are tasked with the production of the fully differential
cross section. We used linearly polarised photons to excite the protons in the
target, and thus we can measure the effects of this aligned excitation on the final
angular distribution of the 7. We measured at two different linear polarisation
orientations, 90° apart, and calculated the linearly polarised photon asymmetry

(X). This is defined as Z;—rz:: where o is the cross section for incident photon

polarisation parallel to the reaction plane (the plane containing the incoming
photon and the outgoing pion) and o, is the cross section for incoming photon
polarisation perpendicular to the reaction plane. Of particular interest is the
variation of > with the outgoing photon energy, presented herein. For more
detail on photon asymmetries and polarised photon production see Appendices
B and C. The circularly polarised photon asymmetry (analogous to that for
linearly polarised photons) was also under study, and will be analysed by other
members of the A2 Collaboration. Results for both total cross section and photon
asymmetries are reported in Chapter 7.

Prior to our experiment, a proof-of principle experiment had been carried out
using the TAPS detector system at MAMI in 2003 (Section 3.2) [1]. This had
yielded a result of ua+ = (2.7713(stat.) & 1.5(syst.) & 3(theo.))ux, which has in-
sufficient precision to allow hadron model evaluation. The aim of the experiment
was to significantly improve on the precision of this result, by the employment of a
more extensive, complex detector system to obtain better statistics, and to study
more physical observables and parallel reaction channels. In this work we study
the total cross section of the reaction, showing a marked improvement in statis-
tical error, and the linearly polarised photon asymmetry, a hitherto unmeasured
observable.
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Chapter 2

Relationship of the vp — prVy/
Reaction to the Magnetic Dipole
Moment of the A™

2.1 Quantum Field Theory and the Effective La-
grangian

In Sections 1.4 to 1.6 we introduced QCD and mediating particles, otherwise
known as gauge bosons or force carriers. It is clear from this brief description that
to calculate exactly what will happen in a system, purely on the basis of the theory
of QCD, is an incredibly difficult task, currently beyond our computational ability.
To calculate exactly the internal dynamics of a many-body strongly interacting
system such as a baryon would be a massively complex affair. One must take
into account particle by particle all the possible individual gluon interactions
with individual quarks, not only for the valence quarks, but also for all of the
quark-antiquark pairs evolving and annihilating in the surrounding quark sea,
and include the effects of gluon self-interaction. The extraordinary strength of
the strong force, and hence the “violence” of these many interactions further
complicate an already monumental task.

However, in any many-body system of strongly interacting particles we find
that to describe the behaviour of the system as a whole, we do not need to de-
scribe the behaviour of every single particle in minute detail. We simply need
to understand the average behaviour of the particles and can form an “effective”
theory which, although not a complete representation of every possible individ-
ual interaction within the system, will still yield the overall behaviour of our
system [60]. Instead of considering the individual point interactions involving the
exchange of quanta, we treat them as a “field”, a potential spread throughout
space. This type of theory is known as a Quantum Field Theory.

The Lagrangian of a system completely describes the physical behaviour of
its constituents in terms of a scalar Lorentz potential and is simply defined as
L =T —V where T is the kinetic energy of the system and V' is the potential
energy. The QCD Lagrangian contains terms related to both quark and gluon
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fields and its application is highly complex due to the fact that gluons carry colour
charge and are therefore capable of self-interaction. In general, the Lagrangian
can be viewed as a sum over all possible paths from one state to another where
each path is described by the interaction terms and propagators of the appropri-
ate field(s) weighted with a complex amplitude which determines the phase and
magnitude of that particular path. These paths are often represented pictorially
as Feynman diagrams and so are frequently referred to simply as diagrams. As
the complexity of the diagram topology increases, the probability of a particular
process occurring becomes smaller and smaller and so it contributes less and less
to the overall Lagrangian. When we create an effective Lagrangian, instead of
summing over every single possible path, we limit the sum to those paths or dia-
grams which contribute significantly to the Lagrangian and hence to the physical
behaviour of the system. In so doing we create an “effective” model of the system,
which describes the physical behaviour to a given accuracy without the absolute
precision and complexity of the full Lagrangian, this is known as an effective field
theory.

The variety of QCD-inspired effective Lagrangian models stems from the fact
that there are several possible approaches to the construction of an effective
Lagrangian and that the diagrams included in the Lagrangian are also a subject
of some debate. It should be noted that, as the single most important feature
of the effective Lagrangian is the accuracy of the potential it describes, rather
than the “absolute truth” of its formulation, there are no grounds, other than
personal taste, to chose between two effective Lagrangians of different formulation
which describe the same physical system with the same level of accuracy. No one
effective Lagrangian in this situation is more correct than another.

The effective Lagrangians of the two models that will be used to extract pa+
from our measurement of yp — pr’y/, are constructed in two different ways. In
Section 2.2 we will look at the unitary effective Lagrangian model of Drechsel,
Vanderhaeghen et al. [2,17,59] which is constructed by extracting the coupling
constants for each individual stage or vertex of each diagram from experimental
data. In Section 2.3, we study the model of Pascalutsa and Vanderhaeghen in
which the effective Lagrangian is formed on the basis of the underlying symme-
tries of QCD and expressed as a small scale expansion in particle masses and the
production photon momentum [9]. In Section 2.4 we will consider and compare
the predictions of the models and their agreement with each other for the experi-
mental observables of interest, namely the photon asymmetry and the differential
cross section with respect to the centre-of-mass outgoing photon energy.

2.2 The Unitary Effective Lagrangian Model

The basis of this unitary model was first reported by Machavariani, Faessler and
Buchmann in 1999 [58|, and independently by Drechsel, Vanderhaeghen et al. in
2000 [59]. At this stage it contained only the A-resonant mechanisms for the
vp — pmy' process. It was further developed by Vanderhaeghen and Drechsel
who reported the extension of the theory to include non-resonant terms such
as the initial and final state charged particle bremsstrahlung and Born terms
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Figure 2.1: Feynman Diagram representation of each of the processes included
in [2]|. Process (a2) is sensitive to pa+. Extracted from [2].

in 2001 [17]. In the latest implementation by Chiang et al. |2], the model has
been broadened to include re-scattering terms and the parallel reaction channel
vp — nmty'. In this model, the vp — pn®y process is described as the sum
of all the processes illustrated in Figure 2.1. Of these processes, only process
(a2) has an amplitude dependant on pa+, and thus one must first determine
the amplitudes of all the other process in order to identify the amplitude of the
process (a2) and hence infer the magnetic moment of the A™.

To achieve this aim, Chiang et al. [2] began by describing the reaction yp —
mN with an effective Lagrangian model, tuned to reproduce the measured cross
sections and polarisation observables. The amplitudes of the various processes
involved in this yp — 7N effective Lagrangian model (illustrated in Figure 2.2)
were constructed using known particle properties (such as xy - the anomalous
magnetic moment of the nucleon) and coupling constants obtained from various
experimental data sets e.g. the vector meson photon couplings g,r, and gy
were extracted from the radiative decays p — 7w and w — ~mw. The only free
parameters in the final model were the hadronic vector meson coupling constants
and the yNA electric and magnetic coupling constants which were obtained by
fitting to the available yp — pr® and vp — n7™ data.

In the model, the A(1232) is described by a complex pole M — %FA to take
account of the finite A width, where both M and 'y were taken from the PDG
values [52]: (Ma,I'a) = (1210,100) MeV. A Breit-Wigner type propagator was



Chapter 2. Relationship of the yp — pn®y’ Reaction to the Magnetic Dipole

16 Moment of the AT
Y P
¥\'L\ ). M
P < N
(a)
Y V\,\J\“ _-T
Lp.o
D—’—"_"_ N
(b)

Y T v L
p;\_\_\ j/ _— V\’\'K N
(cl) (c2)

_T
¢ v\’\f\1,”‘ Y B Tt
" :\,54_
p—>—4 »——N p N
(d) (e)

Figure 2.2: Diagrams for the yp — 7w reaction in the A(1232) region: A reso-
nance excitation (a), vector meson exchange (b), nucleon pole terms (c1-c¢2), pion
pole term (d) and Kroll-Ruderman term (e). Extracted from [2].

not used as the energy dependant width would violate gauge invariance when
applied to the resonant parts of the yp — ~'7 N reaction. The model also applied
purely pseudo-vector coupling in the 7NN interaction Lagrangian in order to
remain consistent with the leading order of chiral perturbation theory. The use
of a Breit-Wigner type energy dependent width and the use of mixed pseudo-
vector and pseudo-scalar coupling in the 7 NN interaction Lagrangian would have
improved the fit to the experimental data, especially at higher incoming photon
energies. However, as the main purpose of this yp — 7N model was to provide
a basis for the analysis of the vyp — +/7N interaction, it was decided to form a
model with the fewest parameters necessary to provide a good fit to the abundant
vp — N data.

This simple model describes the data very well for both vp — pr® and vp —
nnt (as can be seen from Figures 2.3 and 2.4). At higher energies there is some
deviation from the data probably due to the low energy tail of the N*(1440)
resonance which was not included in the model (Figure 2.4). As the aim of the
whole process is to access the magnetic moment of the A™, the main focus of the
analysis will be around and below the energy of the A*(1232) peak, so this high
energy deviation is fairly insignificant to our purposes.

Once the vp — 7N model was configured to describe the region of interest, a
photon was then coupled in a gauge invariant way to each of the charged particles
in the processes shown in Figure 2.2, in every possible permutation to produce the
set of processes illustrated in Figure 2.1. This forms the complete set of processes
which are summed to produce the effective Lagrangian for vp — ~'nN.

The interaction diagrams for each of the processes in Figure 2.1(b-e) can be
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Figure 2.3: Total cross sections for yp — pr® (left panel) and vp — nnt (right
panel). The solid curve is the result of the full unitary model, the dashed curve
indicates the result of the tree-level calculation, and the dotted curve shows the
unitarised A(1232) contribution. The data for yp — pr® are from MacCormick [3]
and Ahrens [4]. The data for vp — 7tn are from McPherson [5], Fissum [6],
MacCormick [3] and Ahrens [4]. Extracted from [2].

evaluated from the terms of those used in the successful yp — 7N model, or by
minimal substitution. The Figure 2.1(a) diagrams can also be described in this
way, with the exception of the diagram (a2), which has the interaction Lagrangian
defined in Equation 2.1,

Loaa = eat)} {gﬁ/ﬁ (%A”—;WA%A@AA”) +% (’VB%”W —Y89vp _’VB’QVB> A” YR,
A

(2.1)

where A" is the electromagnetic vector potential, Ma is the A mass, and Ko+ is

the anomalous magnetic moment of the A*™. Thus, in comparison to the yp — 7N

model, the only new parameter is ka+, which relates to pa+ as defined in Equation

2.2.

Pa+ = {(1 + HA+)A]4WAA; }/,LN. (2.2)

In principle £,a4, and hence xa+, are functions of k'* , pa? and p/,°, which are
the squares of the energy-momentum four vectors of the production photon, the
initial A and the final A, respectively. However, as we are dealing with a real
photon, k'* must be zero. We are analysing the reaction in the A(1232) region,
so pa? must be equal to MZ. In the soft photon limit i.e. in the limit of zero
production photon momentum, it follows that p’A2 must also equal M3 . Thus, if
ka+ is a slowly varying function of p’A2, we can assume that K+ is a constant in
the soft photon region. This leaves our model with only one unknown, adjustable
parameter to be altered to fit the data - kKa+ which gives us pa+.
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2.3 The Chiral Effective Field Theory Model

In this model by Pascalutsa and Vanderhaeghen [9], the effective Lagrangian is
constructed by exploiting the symmetries of the QCD Lagrangian. As the mass
difference between the up and down quarks is small, their hadron spectrum can be
organised as a set of approximately degenerate basis states of irreducible isospin
with SU(2) symmetry. This can be extended to include the strange quark (which
although heavier than the u / d quarks is still significantly lighter than the c, b
and t quarks), producing SU(3) symmetry.

Chiral effective field theory (YEFT) has been constructed on the assumption
that, as the light quark masses tend to zero (the chiral limit), the left- and
right-handed quark fields in the QCD Lagrangian decouple, producing a chiral
SU(3), x SU(3)r x U(1), symmetry (where U(1), is related to baryon number
conservation). The sixteen generators' of the SU(3);, x SU(3)xr group can be
formed into linear combinations Qf, = Q% + Q¢ , and Q% = Q% — @}, where
a = 1...8. The generators )% are each associated with an idealised massless
Goldstone boson. These bosons have zero baryon number, negative parity and
transform as an octet under the subgroup SU(3),. Thus, in the chiral limit,
the pseudo-scalar meson octet depicted in Figure 1.2, become candidates for this
Goldstone boson role. As, in the physical world, the members of the octet are
not massless, they are sometimes referred to as the pseudo-Goldstone bosons.

An effective Lagrangian can then be formed based on Weinberg’s theorem |61,
and referernces therein| that the most general S-matrix? consistent with the fun-
damental principles of quantum field theory and the assumed symmetry of a
system can be yielded by a perturbative expansion of the most general effective
Lagrangian containing all possible terms compatible with the assumed symmetry
principles. Thus in Chiral Effective Field Theory, the effective Lagrangian be-
comes an infinite series in terms of small-scale parameters, namely the external
momentum and the quark (or Goldstone boson) masses. In the nineteen eighties,
XPT was extended [61, and references therein| to situations with one external
nucleon line e.g. yp — pr’. This was more complex to achieve as the nucleon
mass (unlike that of the Goldstone bosons) does not vanish in the chiral limit.
The effective Lagrangian then became an expansion in terms of powers of inverse
nucleon masses (M) as well as the pion mass (m,) [61].

This in principle allows both extraction of fundamental properties (such as
pa+) from experimental observables and the extrapolation of Lattice QCD cal-
culations (which are necessarily performed with artificially high quark mass) into
the physical quark mass region. Both of these functions are performed in [9], how-
ever we will restrict ourselves to the study of how yYEFT will be used to extract
pa+ from our data set.

As in any other perturbative expansion, it is expected that higher order terms

IThe generators of a group S are the members of the smallest possible subgroup of S which
can reconstruct every member of S by the product of a finite number of the generator subgroup
members.

2The S-matrix or scattering matrix is a unitary matrix operator which relates the final state
at an infinite time in the future to the initial state at an infinite time in the past, that is to say
it defines the link between the free particle initial and final states in a given reaction.
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in the YEFT Lagrangian will contribute progressively less and that the series will
converge. Thus, in order for YEFT to be of use, we must know which terms
contribute significantly to the Lagrangian at the order of interest. To this end,
YEFT employs a systematic power counting scheme which assesses the impact of
each possible diagram as the quark mass or external momenta change. This gives
an unambiguous determination as to which order the quark mass and momentum
expansion of the Lagrangian must be extended.

In formulating an effective field theory, one “integrates out” or neglects the
heavier or more energetic fields that do not contribute significantly at the order
of interest in the energy region of interest. For example, when considering the
centre of mass energy region substantially below p-meson mass, one does not
consider the effects of the p-meson field, thereby limiting the region of validity
of any results to an energy region significantly below that required for p-meson
production. The scale at which our “integrating out” of the higher energy / mass
fields results in an unphysical description of the situation is known as the scale
of chiral symmetry breaking, A.

In this work, the external momentum concerned is merely that of the incom-
ing photon as we have a fixed target. At low energies (less than the pion mass,
m. ~ 139MeV'), an effective Lagrangian taking into account only the pion and
nucleon fields is sufficient to produce very convincing and useful results in most
interactions, giving a good match for experimentally measured quantities. How-
ever, in the higher energy region, YEFT has traditionally fared very badly. This
is due in part to the fact that at relatively low incoming photon momenta (~ 293
MeV) the A(1232) resonance can be produced on the nucleon. If this is not explic-
itly taken into account by the effective Lagrangian, the results produced by the
effective Lagrangian model will become progressively worse as the photon energy
approaches this limit, making A ~ 293 MeV. In the Pascalutsa model [62,63],
this is taken care of using the “d-expansion” scheme which explicitly includes the
A-resonance, in an effective Lagrangian containing both pion and nucleon fields.
By using this scheme, the chiral symmetry breaking point moves to a much higher
scale, in the region of 1 GeV.

A= Ma — My ~ 293 MeV. (2.3)

The J-expansion works on the principle that A, defined in Equation 2.3, is
small scale compared to A and that A/A is similar in size to m./A (Equation
2.4).

A mg,

0= N (2.4)
Thus if we expand our Lagrangian in terms of §, only one small scale parameter
is required for the expansion and, by Equation 2.4, m,/A scales as §°>. Thus
our power counting scheme also achieves a simpler basis. However, there are two
distinct regimes to this model: that where the incoming photon momentum p is in
the region of m, (p ~ m;), and thus the A resonance does not play a significant
role in the reaction behaviour, and that of the A-resonance-region, where p ~ A
and the A(1232) resonance has a strong influence on reaction proceedings. Due
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to the differing dominant effects in the two regions, two different power-counting
rules are required.

As described, the power counting index n of a diagram indicates that that
particular diagram contributes to the total Lagrangian at the level of 6". In
the region of the A resonance, one needs to identify the one-A-reducible (OAR)
diagrams as they have terms proportional to 1/(p — A) which would become
incredibly large as p — A . To alleviate this difficulty we re-scale these terms so
they vary as 1/(p — A — X)), where ¥ is the self-energy of the A and begins at
order p?, thus for p ~ A the dressed OAR propagator scales as § 3.

In this p ~ A region, n is given by Equation 2.5,

n = nXPT — NA — 2NOAR7 (25)

where N, is the number of A-isobar propagators (not including the OAR prop-
agator terms) and Npag is the number of dressed OAR propagator terms. The
term n, pr is given by Equation 2.6,

NypPT = Zzﬂ/z + 4L — NN - 2N7r, (26)

where V; is the number of vertices with dimension ¢, L is the number of loops, N,
is the number of pion propagators and Ny is the number of nucleon propagators
in the diagram of interest. In the lower momentum (p ~ m,) region, n is given
by:

n = 2nxpT — NA, (27)

where N, is the total number of all types of A propagator, and n, pr is given by
Equation 2.7. For further detail of the J-expansion see [62,63|.

Using this d-expansion, the effective Lagrangian for the yp — ~'7% process
was formulated including terms up to and including those at next to leading
order (and single loop processes). The included diagrams are shown in Figure
2.5. Diagrams 2.5(a), (b) and (c) represent the processes detailed in Equations
2.8, 2.9 and 2.10 and diagrams (d), (e) and (f) show the single-loop corrections
that are included, along with the straightforward vertices, in the shaded blobs of
(a), (b) and (c). In our situation, the loops we consider are those where the A
decays to a nucleon and pion combination which subsequently recombine to form
a A, leaving the final state unchanged. In general, a “loop” describes the situation
in which particles appear (by decay or particle / antiparticle emergence from the
vacuum) and alter the intermediate path of the diagram, but are gone (either
due to recombination or annihilation), before the final state is reached, making a
completely closed cycle in the process diagram. These cycles pose problems in the
calculation of the final interaction as they introduce infinite terms in the effective
Lagrangian which have to be dealt with by the process of renormalisation.

The full effective Lagrangian is a complex sum over many terms. Only those
terms from the Lagrangian relating to the spin-3/2, isospin 3/2 field of the A
isobar are detailed in Equations 2.8, 2.9 and 2.10:

£ =, D — M),
tha
2f7TMA

n {NTGWA(@%)DW + H.c.}, (2.8)
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Figure 2.5: Diagrams for the yp — ~/7% interaction in the next-to-leading or-
der of the YEFT calculation presented. Doubled lines represent A propagators.
Extracted from [9).
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where N and 7 are the nucleon and pion fields (a = 1,2,3); M and Mp are
the nucleon and A(1232) masses, respectively; D, is the covariant derivative;
F" is the electromagnetic field strength and F* its dual; T, are the isospin
1/2 to 3/2 transition matrices; H.c. stands for the Hermitian conjugate, and the
coupling constants f,, gy and gg are 92.4 MeV, 2.94 and —0.96, respectively
(see [62,63] for further detail). The yPT parameter h, is set, using a resonance
width I'a ~ 115 MeV, to be around 2.85. Thus the only adjustable parameter in
the whole Lagrangian is pa+ which appears in the part of the Lagrangian shown
in Equation 2.9. This parameter of the effective Lagrangian will be adjusted to
find the best fit to the experimental data.

The effective Lagrangian as a whole is formulated and the power counting per-
formed in terms of 6", however in Equations 2.8, 2.9 and 2.10 the powers of § are
replaced by the appropriate physical masses in order to facilitate understanding
of the physical basis of the Lagrangian.

2.4 Model Predictions and Dependence of the i+
Result

The experiment was designed to measure three physical observables (differential
cross section, linear polarised photon beam asymmetry and circularly polarised
photon beam asymmetry) in two channels (yp — pr%y" and vp — n7 ') in order
to provide as broad an experimental basis as possible to test the predictive power



2.4. Model Predictions and Dependence of the pa+ Result 23

of these effective Lagrangian models. Both models are formulated to have pa+
as their only adjustable parameter. We have studied the total cross section and
linearly polarised photon asymmetry, and collaborators will study the differential
cross section and circularly polarised photon asymmetry of p(v,~'7%p) and all
the p(y,7'7n) observables. The extraction of ua+ will then be independently
performed with each model, by varying pa+ to find the best fit to the data over
all six experimental observables. If the six observables and the two models agree
in their final best fit s+, while the models provide a good consistent, description
of those observables more weakly dependant on pa+, then we will have a fairly
model independent extraction of the magnetic moment of the A™.

Of the six observables, those of the yp — ~/7% channel show a far greater
sensitivity to pa+ than those of the vyp — +/'7n channel, because of the far larger
non-resonant final state bremsstrahlung contribution to the cross section in the
charged pion channel due to the low pion mass. Although this would limit the
value of an independent extraction of s+ from the yp — +/'7w*n channel alone,
parallel analysis of yp — ~/7"n provides an invaluable test of the non-resonant
final state bremsstrahlung contributions to the effective Lagrangian, which were
the limiting factor in the extraction of ya++ as described in Chapter 3.

The predictions for the experimental observables are shown in Figure 2.6
and 2.7. The predicted total cross section of the yp — ~/7% reaction shows
little sensitivity to pua+. The predicted differential cross section with respect
to E5™ shows a more pronounced dependence on the magnetic moment and
the predicted sensitivity of the photon asymmetry ( as a function of Ef/m) to
pa+ varies markedly between the two models in their current state. The most
promising observable of all is perhaps the circularly polarised photon asymmetry.
This is necessarily zero for all two-body processes, thus only the YAA vertex,
which causes the dependence on pa+, can lead to a circularly polarised photon
asymmetry. Hence any observed asymmetry should be simply proportional to the
amplitude of the YAA vertex and therefore to the magnetic moment of the A™.

For the total and differential cross sections which were previously measured
with lower precision in [1|, both models show reasonable agreement. However,
for the other two new polarisation observables, and their variation with outgoing
photon energy and angle and pion theta (E,, 6, and 6,), the models exhibit
substantial differences. Thus, the measurement of both photon asymmetry and
single-spin asymmetry is essential for the resolution of the ambiguities in the ex-
isting theory. In extremis, if we do not achieve a definitive solution for pa+, our
measurement will serve to further refine the models of the interaction, thereby
facilitating the future determination of pa+ with sufficient precision to differen-
tiate between the various quark models mentioned in Table 1.3 and to complete
our knowledge of the A isobar.
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Figure 2.6: Predictions of the Unitary Model [2], described in Section 2.2. Up-
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curve represents the results of the tree-level approximation and the solid curve
the result of the unitary model. Data are from [1]. Lower panel: Prediction of the
variation of the photon asymmetry with E5™ at a laboratory frame beam energy
of 400 MeV. Dotted curve shows the result for ka+ = 0, solid line for ka+ = 3.
Extracted from [2].
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Chapter 3

Previous Work

It is extremely difficult to access the magnetic moments of the short-lived mem-
bers of the baryon decuplet. Thus there are only three previous purpose-designed
measurements of any relevance to our experiment. Although we are trying to
measure the magnetic moment of the AT, the early experiments designed to
measure the magnetic moment of the A™* are of relevance as they both inspired
the method by which we hope to access the magnetic moment of the A* and they
faced similar problems in the analysis of the final data.

Two measurements have been made to establish the magnetic moment of the
ATt The first measurement by UCLA [11] sought only to establish the dif-
ferential cross sections for the reactions 7*p — w*py and 7~ p — 7 py. The
second experiment at SIN (Schweizerisches Institut fiir Nuklearforschung) [14,15]
looked at both the differential cross section and the polarised target asymme-
try of 7tp — w"py . Based on these reactions, the Particle Data Group now
quote a value for pa++ of 3.7 - 7.5uy [52]. The large uncertainty in the ex-
traction of the magnetic dipole moment of the A** arises from uncertainty in
the reaction mechanism. The strength of resonant A+ production relative to
non-resonant processes which produce the same final state was poorly known and
bremsstrahlung from the initial and final state charged particles can mimic the ~
radiated from the AT+,

The UCLA n~p — mw~ pvy data could conceivably also be used to access the
magnetic moment of the A°. However, as the A" is uncharged and so does not
radiate, the data were taken to compare and contrast with the 7tp — 7 py
reaction channel data as a check of the reaction model. An additional 808 7~ p —
7~ py events were added to the world data set by the Omicron Collaboration at
CERN in the 1980’s [64,65] in parallel with an experimental search for the rare
decay m° — ete~. Within the limited precision these data agree with the cross
section measurements from UCLA.

In 2003 an experiment was performed by the A2 Collaboration of MAMI (at
Mainz, Germany) using the TAPS detector [1] (see Section 4.5). The aim was
to measure the differential cross section of the reaction yp — pr®y’ in order to
establish the magnetic moment of the A*. This experiment yielded a result of
pa+ = (2.7719(stat.) &+ 1.5(syst.) £ 3(theo.))un. The present measurement of
the same reaction at MAMI, using a detector with much better acceptance, has
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yielded a factor ~ 50 improvement in counts, and additionally should benefit
from better magnetic moment extraction due to improvements in the model and
the inclusion of parallel channels (yvp — n7 ') and more physical observables in
the final analysis.

3.1 Measurement of the Magnetic Dipole Moment
of the AT

In 1968, it was first suggested by Kondratyuk and Ponomarev that the magnetic
moment of the A™" could be determined by radiative 7*p scattering [51]. This
was a revolutionary idea as, until that point, no experimental information on the
electromagnetic form factors of any of the baryon decuplet (with the exception
of the 27) had been obtainable due to their extremely short lifetimes. This
suggestion formed the inspiration for two dedicated experiments, one side study
and many, many analyses of the resulting data set.

As the method was further studied and the description of the reaction process
established and extended, it formed the basis for proposals to investigate the
magnetic moment of the A* in an analogous manner. Thus it is important to
understand the pua++ experiments, as they are the testing ground on which the
theoretical models necessary to interpret our experiment were formed.

3.1.1 External Emission Dominance, the Soft Photon Ap-
proximation and the Extraction of pa-++

There are two types of radiative event involved in the reaction 7¥p — w¥py:
external bremsstrahlung which comes from the incoming or outgoing charged
particles, and internal radiation which is coupled to the internal structure of the
reaction itself.

Low showed that, in the absence of a resonance, the first two terms of the
series expansion of the differential bremsstrahlung cross section:

o= %+01+O(k¢), (3.1)
can be calculated exactly from the on-mass shell elastic scattering amplitudes in
the limit of zero photon energy (k) [66]. The first coefficient, oy, contains all
electric multipoles, and the second, oy, involves the magnetic multipoles as well
as the electric multipoles of all involved processes. Calculations have been made
using two different approximations: External Emission Dominance (EED) [67]
and the Soft Photon Approximation (SPA) [12].

EED involves only the first term of the Low expansion and assumes that
the bremsstrahlung cross section is dominated by external radiation (that of the
incident /outgoing charged particles). The SPA assumes that the description is
best given using both of the first two terms of the Low series expansion.

EED has the benefit of being gauge and Lorentz invariant, computationally
simple and lacking in adjustable parameters. If EED is accurate, the bremsstrahlung



3.1. Measurement of the Magnetic Dipole Moment of the AT" 29

cross section depends in a straightforward way on the elastic scattering cross sec-
tion. However, there is some discussion as to which values of s (the square of
the total 7p centre of mass energy), and ¢ (the square of the four momentum
transfer) to use in the the evaluation of the elastic cross section. One possibility,
EED(sq,to) is to use the elastic scattering limit, where the photon energy is zero
and hence the momentum transfer and total centre of mass energy are fixed. An-
other option is FED(3,t), where the average values of momentum transfer and
centre of mass energy are used, as follows:

5= % [(P1 + P2+ (Py+ P4)2] , (3.2)
= % [(P1 P4 (Py— P4)2], (3.3)

where P, and P, are the incident four-momenta, and P; and P, are the outgoing
four-momenta of the pion and proton, respectively.

The only input required by the EED calculations is the elastic scattering
cross section. To improve comparisons to (wpy) data, rather than simply using
the published values, the elastic scattering cross section used in the EED analysis
can be experimentally measured with the same detector setup. This reduces the
influence of systematic experimental errors on the extraction of the magnetic
moment from the data.

For convenience, in the UCLA experiment, detector positions (shown in Figure
3.1) and most other angles were described in an «, (3, and d set of coordinates,
where « is the horizontal projection of the angle measured clockwise from the
beam line,  is the angle of elevation measured upwards from the horizontal plane,
and d is the distance from the front face of the detector to the Hydrogen target.
Initial EED calculations for planning the UCLA experimental measurement of
ua++ assumed a simple co-planar “point geometry”, where the EED theory was
evaluated at different £, with the pion scattering at o = 50.5°, and 3 = 0° and
the photon emerging in the horizontal 7-p reaction plane. The predicted external
bremsstrahlung cross section was then plotted against a.,. These plots (see Figure
3.2(a)) had a very similar shape for most of the anticipated photon energies. They
all indicated a deep external bremsstrahlung minimum at an outgoing photon
angle of 220° to the incident pion beam direction. This minimum was due to
destructive interference between the proton and pion backwards bremsstrahlung
amplitudes and was not found to be strongly dependent on co-planar geometry.

The UCLA & SIN experiments were designed to exploit the minimum in the
external emission cross section to access the internal bremsstrahlung contribu-
tion to the overall #*p — 7 py cross section. In the case of 7~ p — 7 p, the
backwards proton and pion bremsstrahlung add constructively at the point of the
77 p — 77 py EED minimum. Thus by comparing the 7+ and 7~ channels at each
of the selected incident pion energies it was possible to investigate: (1) the effect
of the A(1232) resonance on the differential cross section, (2) the range of pho-
ton energy which the soft-photon approximation can adequately describe, (3) the
possibility of determining the electromagnetic multipole moments of the A(1232),
and (4) the off-mass shell pion-nucleon interaction [68]. When Kondratyuk and
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Pomonarev first suggested the possibility of the magnetic moment determination
by radiative pion-nucleon scattering, they predicted that there would be a large
enhancement around 60 MeV, due to internal bremsstrahlung, in the otherwise
1/E,-dependent E. spectrum of the reaction for these special kinematic condi-
tions [51]. The size of this bump would relate to the magnetic dipole moment of
the resonance.

3.1.2 The UCLA Measurement

In 1972, Arman gave a preliminary report on the first experimental attempt to
quantify the magnetic moment of the A™* using radiative pion-proton scattering
near the A(1232) resonance [69]|, with a pion beam energy of 294 MeV. The
experiment and analysis were fully discussed in 1975 by Sober et al. [68]. The
experiment was then extended to look at slightly different kinematic regions, with
additional beam energies of 269 MeV and 324 MeV. A full analysis of the extended
data set, with a summary of the results and analysis at all three beam energies,
was reported by Nefkens et al. in 1978 [11].

The initial experiment investigated the reaction 7+tp — 7" py with a 7+ beam
energy of 294 MeV in the laboratory frame. The subsequent experiment had
improved photon detection capability and used 7% beam energies of 269 MeV,
298 MeV and 328 MeV to extend the study of the original reaction. In addition,
they studied 77p — 7 py at 7~ beam energies of 263 MeV, 298 MeV and 330
MeV.

The experiment used the charged pion beam from the 184 in cyclotron at the
Lawrence Berkley Laboratory. The proton beam from the cyclotron was con-
verted to a pion beam using a production target of 48 cm of CH, for 7 or 15
cm thick Beryllium for the 7~. The pion energy was established from range mea-
surements in copper with corrections for multiple scattering (of the order of 3
%). The level of electron contamination in the pion beam was measured using a
gas Cerenkov counter. The muon contamination was extracted by a combination
of two methods: (1) on-momentum muon contamination was extracted from the
range curves. (2) the fraction of off-momentum muon contamination was calcu-
lated. The 7~ beam composition was checked with a Nal counter and found to
agree with the other results.

To minimise the energy loss of the recoiling proton in the liquid Hydrogen,
the 6.5 cm long liquid Hydrogen target was inclined at an angle of 20.5 £ 0.5° to
the beam line. The liquid Hydrogen was contained in a cylindrical mylar vessel,
enclosed in an alumnised mylar and corrugated aluminium flask. The end walls of
the target bowed, making the target longer than the original design specifications
reported in [68|.

The experimental layout is given in Figure 3.1. Incoming pions were moni-
tored by a hodoscope with two layers: one with four vertical scintillator strips,
each 1.9 cm wide, and one with six horizontal strips, each 2.5 cm wide (labelled
V,H respectively in Figure 3.1). This hodoscope was surrounded by an anti-
coincidence counter Ay which reduced beam halo effects. There was also a small
single counter (T) placed in the beam further downstream to provide timing
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Figure 3.1: Experimental setup for pa++ study by UCLA. Reproduced from [11]

information.

Pions were detected in an array of three spark chambers (pion chambers I),
passed through a dipole “picture-frame” magnet, and then encountered another
layer of three spark chambers (pion chambers II), followed by an array of four
scintillators (pion counters). The two spark chamber layers gave tracks before and
after the magnetic field, providing bend angle and hence momentum information,
and the scintillation counters gave particle identification using time-of-flight. The
pion detection system was centred on @ = 50.5° and had a solid angle coverage
of ~ 120 msr.

Protons were tracked through three layers of spark chambers and then their
energy was measured in a range telescope composed of 13 scintillators arranged
in 6 planes. The proton energy resolution was ~ £10 MeV and the detector
system covered nearly 1 sr of solid angle, thus the proton detection did not limit
the event acceptance at most photon energies.

The photons were detected in ten lead glass counters in the first experimen-
tal round (G1-10). Nine further lead glass detectors were added in the second
round of experiments to add photon detection at more forward angles (G11-19).
Photon detectors G1, G4, G7 and G11-14 were positioned in-plane (3 = 0°), the
others were arranged at various values of negative (3, aside from G17 which was
positioned at 3 = 4°. The initial ten photon counters were centred around an
angle of 220° from the outgoing pion beam direction, 170° from the scattered pion
direction. All of the photon detectors measured 10 cm by 10 cm by 15 ¢m thick.
Charged particles were vetoed by anti-coincidence counters Ag placed in front
of the photon counters. With the exception of Gig and G17, which were placed
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behind the pion detectors, the front faces of the photon counters were positioned
between 56 cm and 63 cm from the centre of the target.

Prior to the UCLA experiment, the world data set contained only 190 reported
(mp7y) events. This experiment measured and accepted over 8000 events. The
data were analysed to produce differential cross sections (Figure 3.2), sampling
photon angle from 205° to 103° and at 0°, 50° and 320° in «, over a (3 range
from +9° to —36° and for photon energies from 15 MeV to 180 MeV. The cross
sections of simple elastic scattering (7*p — 7%p) were also measured in order
to check for systematic effects. The measured elastic scattering cross sections
were consistently 10 % below the literature values, but this difference was within
the estimated systematic uncertainty. To mitigate any systematic effects, several
cross section ratios were considered and compared to the available models. Ratios
Py, P, and P; were defined as:

d’c (™ at 263MeV)
P = 3.4
' Po(rt at 269MeV)’ (34)
d’c (7~ at 298 MeV)
P, = 3.5
7 bBo(xt at 298MeV)’ (3:5)
d50(7r at 330MeV)
P; = .
57 do(nt at 324MeV)’ (36)

Two further ratios, R, and R_, were calculated to study the relationship between
incident pion energy and the cross section:

d®o ('t at 269MeV)
A (7 at 324MeV)’ (37)
t 263MeV
R So(m~ at 263MeV) (3.8)

d5 (7= at 330MeV)

The EED calculation used 5 and ¢ as defined in Equations 3.2 and 3.3. Monte
Carlo methods (labelled EED) were employed to average the EED calculations
over the finite detector acceptance rather than the previously mentioned “point
geometry”. Both the elastic scattering cross section measured in the UCLA exper-
iment, and the previously published values, were used in the EED calculations.
Those employing the UCLA result are labelled FED*.

The EED calculations reproduced the cross sections up to the maximum mea-
sured photon energy (150 MeV in the lab frame) (see Figure 3.2). Even in the re-
gion of destructive interference where internal bremsstrahlung should play a more
prominent role, the cross section falls off monotonically with increasing photon
energy. However, the EED calculations show some significant disagreement with
the P and R ratios (Equations 3.4 to 3.8 and Figures 3.3 to 3.5).

Basic SPA calculations, as detailed in [68], reproduce the data only for the
lowest photon energy bin 15 MeV< E, <30 MeV. Where ., >40 MeV, the SPA
results do not show any dip in cross section in the region of destructive interference
(cvy = 220°). However, a modified SPA calculation by Liou and Nutt [12], where
the coefficients of £~! and £ (in Equation 3.1) are independent of k, reproduced
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the data far better than the EED calculations (see Figure 3.6). Liou and Nutt
postulated that this is due to off-shell mass effects being small and that radiation
from 7p resonant states (such as the A*") has negligible effect.

Pascual and Tarrach [13] agreed with this, stating that the ATt — ATty
reaction does not dominate the bremsstrahlung reaction. They made a calculation
of the pa++ contribution at a single photon energy, that which leaves the 7*p
final state at the peak of the A*™%(1232) resonance. At this specific point, the
amplitude for the 7*p~y state can be considered to be the amplitude for 7*p —
AT~ multiplied by the amplitude for A** — 7p and a propagator related to
the finite A width. The input parameters for the calculation were the electric
charges and magnetic dipole moments of the p, 7*, and A", of which only pa++
is unknown. Hence the pa++ contribution to the differential cross section may be
expressed as a series in fia++:

d°o

- = b 2 3.9
dedeydEﬂf a+ OpUA++ + ClUA++, ( )

where the coefficients a, b and ¢ are calculable and contained in [70]. Plots of
model-calculated d°c/dQ,dQ),dE., vs pa++ are parabolic in appearance, and by
drawing a line corresponding to the measured cross section at various different
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incident pion energies and outgoing photon angles, a series of limits for ya++ can
be derived (see Figure 3.7). This procedure was used to produce the final result
by Nefkens et al. of (+4.7 < pa++ < 6.7)uy. This limit was derived using only
the co-planar counters, as these were the only cases calculated by Pascual and
Tarrach.

Bég, Lee and Pais |70] have shown that, by SU(6) symmetry, the magnetic
dipole moment of any member of the baryon decuplet is simply the proton mag-
netic moment multiplied by the baryon charge. The magnitude and sign of pia++
as extracted from the UCLA experiment are in agreement with the SU(6) model
prediction of 5.6u. The Pascual and Tarrach model neglected two major fac-
tors: the short lifetime of the A, and the radiation of the outgoing p and .
As the overall parabola from the calculations was quite steep, these effects were
estimated to have only have a minimal influence on the final derived limits.

3.1.3 SIN / PSI Measurement

The measurement at SIN (Schweizerisches Institut fiir Nuklearforschung now PSI,

the Paul Scherrer Institut) covered both the differential cross section (d°c/d$2,dS2,dE.)

[15] and the polarised target asymmetry [14] of the reaction 7*p — 7tpy. The
target asymmetry (7) is defined as:
 Po 1 [dQ,d0dE, — dPo | /dQ,dQ,dE,
7= P01 JdQd0dE, + doo | [dQ.dQ,dE,

where d°c 1 /dQ,dQ,dE, is the differential cross section with the proton spin in
one particular polarisation state and d°c | /dQ,dQ,dE, is the differential cross
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Figure 3.8: Experimental setup for pa++ study at SIN / PSI. Reproduced from
[14].

section for the opposite proton spin polarisation state.

In order to measure both observables, the experiment employed two different
targets, liquid Hydrogen for the differential cross section, and a polarised-proton
target of frozen Butanol beads (CyH100) to measure the polarised target asym-
metry. The experimental setup for the polarised target part of the experiment is
shown in Figure 3.8. Other than the target choice, and the fact that the magnetic
field of the polarised target bent the outgoing pion beam by 7.8°, the detector
arrangement for the two parts of the SIN experiment was nearly identical. The
experimental design was similar to that of the UCLA experiment, save that the
SIN experiment covered a range of pion angles, holding the photon angle con-
stant, while the UCLA experiment studied a range of photon angles at a fixed
pion angle.

The SIN measurement used a 299 MeV 7t beam from the proton cyclotron.
After the insertion of carbon absorbers into the beam, the beam had a p/n™
content of 0.005/1, and a muon content (calculated by Monte Carlo methods)
of u* /7™ ~ 0.045/1. The 26 MHz incident beam, which had a flux of 40 x 10°
7T /sec, was monitored by a two-scintillator telescope (J1 and J2 in Figure 3.8)
which was calibrated against the in-beam counter (m; in the diagram) at lower
fluxes and accelerator frequencies of 0.50 MHz, 1.0 MHz and 2.0 MHz.

Pions were detected in the angular range of 55° < 6], < 95°. The pion
detector again relied on a “picture-frame” dipole magnet (AEB in Figure 3.8)
with two pairs of wire chambers, M1 and M2 providing the tracking before the
magnet, and M3 and M4 tracking the pion exit from the magnet. Scintillator E
identified pions entering the system, and scintillator planes A and B defined the
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pion exit from the detector system. Pulse height and timing information from
E and B was recorded for each event. Time of flight information from B and E
was used in conjunction with the pulse-height to distinguish between pions and
protons. Pion tracks were measured before and after the magnet, the bend angle
was inferred and thereby the pion momenta were extracted.

Protons were detected in a AF hodoscope (H in the diagram), consisting of
twelve scintillators followed by two layers, each of three plastic blocks to measure
energy. The first layer (labelled P) gave the total proton energy, stopping protons
of energies up to 150 MeV. The second layer of plastic blocks (labelled V) vetoed
anything that reached it, to reject pions and any minimum ionising particles.
The proton detector had an energy resolution of 5.2 MeV at 100 MeV, but there
was an additional 6.0 MeV energy loss uncertainty due to ambiguity in the target
interaction point during the liquid Hydrogen target runs. The proton detectors
covered sufficient solid angle to ensure that their physical extent only limited
acceptance in the highest photon energy bins, where the protons went forward.

The photons were detected in an array of sixty-four Nal(Tl) crystals, each
measuring 63.5x63.5x400 mm® (Nal on diagram). This Nal array was shielded by
successive layers of lead, borated polyethylene, cadmium and more lead (labelled
S). It was also surrounded on the top, bottom and sides by plastic scintillator
(labelled AC) to veto cosmic rays. A 1 em-thick plastic scintillator layer in front
of the counters vetoed charged particles produced in the target region. The
resolution of the Nal was measured to be:

200

Y

for £, > 10 MeV. The photon detector covered the region of 6, = 119°+10°, on
the opposite side of the target from the pion detector in a co-planar arrangement.

The liquid Hydrogen target was contained in a mylar cylinder of 45 mm diam-
eter and 140 mm length with bowed ends. It presented a thickness of ~ 1 g/cm?
to the incident 7 beam, with 75 pm thick mylar walls at the beam entrance and
exit and 135 pum walls everywhere else. It was cooled with liquid Helium and
contained in a vacuum vessel with 500 pym thick mylar windows.

The polarised target was a more complicated apparatus. It contained 8 cm?
of frozen Butanol beads, each 1-2 mm in diameter, which were surrounded by
and cooled in liquid 3He to 0.5 K. It was dynamically polarised in a 2.5 Tesla
magnetic field, achieving spin polarisations of +58 % and —47 % using appropriate
microwave frequencies of 70.580 and 70.200 GHz, respectively. In order to correct
for background due to the complex structure of the target, a dummy target was
also used. It contained 9 g of carbon, also immersed in liquid Helium, and was
otherwise identically constructed to the real polarised target. Both targets were
housed in a cylindrical cavity, 22 mm in diameter, with 0.05 mm thick copper
walls.

When the final results were analysed, some comparison was made to the UCLA
data, to check for consistency. Due to the different angular ranges covered by
the two measurements, only a small segment of each data set could be directly
compared. Only the UCLA data with a similar photon exit angle to that of the
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Figure 3.9: Comparison between UCLA data (circles) with the SIN low angle
data set (triangles). Reproduced from [15].

SIN data was used, limiting it to the results from photon counter GG;. The SIN
data covered a far larger range of pion angles, and so was split into two data
sets, those with low (55° < 6, < 75°) and high (75° < 6, < 95°) pion angle.
The low pion angle data were still at a higher range of pion angles than the
UCLA data, but were close enough to bear comparison. Both data sets followed
roughly the same shape, although the SIN data values were typically larger than
the UCLA results (see Figure 3.9). This is in agreement with the expectation
that cross section increases with increasing pion angle (UCLA pions were centred
on 6, = 52.5°, whereas SIN pions were measured in the low-angle range from
55° < O, < T75°).

The SIN data were compared to old SPA models [68] (that of [12] was compu-
tationally too difficult) and found, as for the UCLA data, to be very good for the
lowest photon energies (< 40 MeV), but not outside of that region (Figure 3.10).
The low-angle cross section was underestimated by SPA, although the shape of
the distribution was correct to E, ~ 60 MeV. For the higher angle data set, SPA
agreed with the first data point and then turned sharply upwards, away from the
data.

EED in general reproduced the data better than SPA, but failed at high
photon energy and at large pion angles. The EED cross section agreed well up to
E, ~ 70 MeV for large pion angles, but above this EED predictions lie far above
the observed 1/E. drop-off. For the low-angle data set, EED did fairly well, but
tended to underestimate the cross section in the middle of the photon energy
range. This could be evidence for internal structure or off-mass-shell effects,
which are not included in the EED predictions.

In addition to the SPA and EED models considered by UCLA, MIT produced
an isobar model which was fitted to experimental phase shifts and considered
P33, S31 and P resonances [71]. This MIT model was used to extract pa++ from
the SIN data set. The EED model agreed with the large angle data better than
the MIT model. Thus only the low angle data set was eventually included in the
MIT-based pa++ calculations. The MIT result from the SIN data yielded a result
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Figure 3.10: Comparison of all-angle SIN differential cross section with different
models: SPA (dash/dot), EED (dashes), MIT (dots). Reproduced from [15].

of pa++ = (2.8 £ 0.5),, which is in agreement with the MIT result from their
fits to the UCLA data of pia++ = (3.0 £ 0.5) 1,

The cross sections from the polarised target measurements were compared to
those from [H; to check consistency, and they were found to agree. As with the
cross section data, the asymmetry results were compared to the MIT model [71].
It was found by MIT that the extracted magnetic moment is relatively insensitive
to the off-shell model selected for the extrapolation and thus this was a more
reliable observable from which to extract pa++ than the differential cross section.
However, at the point of publication of the SIN data, only MIT had offered any
prediction of the polarised target asymmetry.

Figure 3.11 shows the polarised-target asymmetry data plotted against photon
energy with curves for different values of pa. A x? minimisation was used to
determine which value of pa++ best fit the data. The model fits best below ~ 70
MeV. At low E., the model is less sensitive to jia++ as it is assumed in the Low
theorem that the cross section must converge towards that of elastic scattering as
E., — 0. At high E., the energy of the photon is approaching the width of the A
and so the model becomes less applicable. In the middle of the £, range, around
the peak of the A resonance, the measurement is at its most sensitive. It is in this
region that the MIT model best reproduces the trend in energy dependence shown
by the data. The final result extracted from the polarised target asymmetry was
pa++ = 1.62 £ 0.184,. This does not agree with the UCLA data, or even the
analysis of the SIN cross section. In an attempt to resolve this ambiguity, a new
fit was performed on the cross section data from SIN. The photon energy was
limited to less than 80 MeV (where the model should be more reliable) and the
pion angle to between 75° and 95°, overlapping with the range in the polarised
target part of the experiment. This yielded a result of pa++ = 1.9 0.3, which
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Figure 3.11: Bremsstrahlung polarised-target asymmetry versus photon energy.
The curves are predictions from MIT theory for several values of pia++, with data
points from [14]. Reproduced from [14].

is closer to the polarised-target asymmetry value.

3.1.4 Discussion of ua++ Experiments

The experiments designed to measure pa++ suffered from several weaknesses.
The use of a hadronic probe (the 71), although providing a high interaction cross
section, introduces more complex reaction mechanisms and final state interactions
than the simple electromagnetic probe used in this work. The theories used to
extract pua++ considered only resonant effects, and therefore could only provide
broad limits on pa++. Finally, the theories centred on a single observable, that of
the differential cross section, with only one attempt to study the polarised-target
asymmetry, which was only considered in one theoretical model.

To gain a more precise value for ua+ than that obtained for pua++, we must use
a better understood experimental probe, use more developed theoretical models
which incorporate non-resonant effects, and we must test those models with a
wider range of experimentally observed constraints.

3.2 Measurement of the Magnetic Dipole Moment
of the A* by p(v, pr’y)

The first attempt to measure the magnetic moment of the A* using the reaction
vp — 'pr° [1,16,23] was made at the Glasgow tagged photon facility at Mainz
between 1999 and 2001. The main process of interest was again the resonance de-
excitation photon, produced by the two-step process vp — At — Aty — pr¥/,
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Figure 3.12: The TAPS experimental setup at MAMI, showing the six smaller
TAPS blocks and the larger forward wall.

as this has an amplitude dependent on pa+ (see Chapter 2).

The experiment was performed in the A2 Tagged Photon Hall at the Institut
fiir Kernphysik at Johannes Gutenberg University in Mainz, Germany under the
auspices of the A2 and TAPS collaborations. The experiment made use of the
energy-tagged bremsstrahlung photon beam provided by the Glasgow Tagger in
conjunction with the electron accelerator MAMI (see Section 4.2) to provide a
photon beam of energies between 205 MeV and 820 MeV with an energy resolution
of ~ 2 MeV. This was incident on a 10 ¢cm long, 3 cm diameter, liquid Hydrogen
target.

The photons and protons were detected in the TAPS BaF, array (see Section
4.5), which was arranged in a seven-block geometry as seen in Figure 3.12. There
were six blocks of 64 detector elements, each arranged in an 8 by 8 matrix, and a
single forward wall containing 138 crystals arranged in an 11 by 14 rectangle. The
smaller blocks were arranged in a horizontal plane around the target at angles
of £54°, £103°, and £153° from the beam line, with their front faces 55 cm
from the centre of the target. The larger forward wall was 60 cm from the centre
of the target. All of the TAPS detector elements were faced with 5 mm thick
plastic veto counters as described in Section 4.5.2. The inscribed circles shown
in Figure 3.12 indicate the dimensions of the carbon-fibre walled, vacuum filled,
scattering chamber which occupied the space between the liquid Hydrogen target
vessel and the TAPS detector blocks, limiting unwanted energy losses and particle
interactions.

TAPS was used to detect all species of particle. The 7° was detected via its
two decay photons. The production photon was separated from the 7° decay
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Figure 3.13: The missing mass of the (7%p) system in the final state for two differ-
ent photon beam energies. The peak near 0.02 (GeV/c?)? is from 27° production
and is cut away, that at 0.00 (GeV /c?)? shows the true 7/7°p production. The dot-
ted and dashed lines are the respective lineshapes from a GEANT 3 simulation.
Extracted from [1].

photons by invariant mass analysis. The two-photon combination having the
invariant mass closest to the true 7° mass were assigned to be the decay photons,
and the remaining one was assumed to be a /. The protons were detected in the
TAPS blocks and identified by a combination of time-of-flight and pulse-shape
analyses.

Background contributions were largely removed by checking for momentum
conservation and energy balance, and reconstructing invariant masses from the
kinematically over-determined data. The largest background problem came from
vp — w7 p, as the solid angle covered by the detector was only 40% of 47 sr.
Thus, frequently, one of the four 7° decay photons escaped detection, thereby pro-
ducing what appeared to be a three-photon, single-proton final state. This was
overcome by constructing the square of the missing mass (1/?), as defined in Equa-
tion 3.10 to separate the yp — pr°7® events (which peak near 0.018(GeV /c?)?)
and the true vp — pr%y’ events, which peak at 0.00(GeV /c?)? (see Figure 3.13).
This is calculated as:

Mg = ((Ero + Ep) = (Epeam + 1)) = (P70 + 1) = (Poeam))’, (3.10)

where E,o0, E, and Ej,,, are the total energies of the 7V, final state proton and
photon beam, respectively, p;o, p, and pyesn are the momenta of the 7%, final
state proton and photon beam, respectively and m, is the proton rest mass. In
the higher photon energy bins where the double 7° photo-production cross section
becomes large compared to that of pr’y, the edges of the two peaks overlap due
to finite detector resolution. To deal with this, the experiment was simulated
using Geant 3 [72] and the M? distribution reconstructed. The line shape of the
two peaks in the simulation reproduced closely that of the data, thus the level of
contamination could be estimated with reasonable confidence from the simulation
and subtracted from the final data set (see Figure 3.13).
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Figure 3.14: The reaction cross section for yp — ~/pr®, as measured by the TAPS
& A2 Collaborations [1,16]. The three lines are predictions of the cross section
based on different values of pia+ from [17].
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The final measured cross sections are shown in Figure 3.14 plotted against
ESM and 65 for several values of /s (the total yp centre of mass energy). The
lines shown on the plot are theoretical predictions of the cross section by Drechsel
and Vanderhaeghen [17] for different values of the magnetic dipole moment of the
AT,

It can be seen that the model reproduces the shape of the data. However, at
higher values of /s, the model over-predicts the cross section. This was attributed
to the lack of mN re-scattering terms in the model for yp — pn®, which was later
remedied [2]. As the same over-estimation is in the model for both yp — pr® and
~vp — pr’y’, the ratio of the cross sections is less sensitive to the model, and this
showed better agreement to it.

In this experiment, the TAPS detector system covered only 40% of the full
solid angle. The detector system also suffered from systematic effects which
occurred at the edges of each of the separate detector blocks, making it difficult to
exactly calculate the detector acceptance. These drawbacks to the experimental
setup limited the accuracy of the final measurement, which also suffered from low
statistics, with approximately 500 accepted events. As can be seen from Figure
3.14, the resulting uncertainty in the cross section measurements is large, and thus
the extracted magnetic dipole moment had a correspondingly large uncertainty.
The theoretical understanding and interpretation of the reaction was also at an
immature stage, resulting in large uncertainties and model dependencies in the
extraction of the magnetic dipole moment from the reaction cross section. Thus
the final extracted value was pa+ = (2.7779(stat.) + 1.5(syst.) £ 3(theo.)) un.

There are some obvious revisions that can be made to any future experiment
in order to improve upon this measurement. The first is in the measurement
equipment itself: a contiguous detector system covering the majority of the solid
angle would minimise vp — pr7® background and maximise the chance of de-
tecting all four final state particles. Contiguity would reduce the systematic
uncertainty in detector acceptance related to the edge effects experienced in the
TAPS experiment. The second requirement is that of theoretical improvement.
In order to improve the extraction of the magnetic dipole moment from the final
data set, model dependencies must be minimised. To provide more rigorous tests
of any theoretical prescription we should require the simultaneous reconstruction
of more than one observable, and also more than one reaction channel. As will
be seen from the following chapters, our experiment was designed to meet these
challenges and provide a clear reduction in the uncertainties surrounding both
the experimental measurement and the theoretical extrapolation of the magnetic
dipole moment from the final data set.
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Chapter 4

Experimental Equipment

4.1 Overview

Our experiment was carried out in the A2 experimental hall in the Institut fiir
Kernphysik of the Johannes Gutenberg University, in Mainz, Germany over sev-
eral beam allocations, through July to October 2004 and in January 2005. In
order to obtain the accuracy required by our experiment, we used the high quality
electron beam from the MAMI (MAinzer MIcrotron) accelerator in combination
with the Glasgow Tagged Photon Spectrometer (Tagger) to provide an energy-
tagged bremsstrahlung photon beam. The photon beam interacted with a liquid
Hydrogen target.

In order to cleanly separate events involving our reaction of interest, we had
to detect three photons and a proton in the final state with high efficiency and
with accurate energy, particle track, and timing information. As these require-
ments are, to some extent, contradictory, this was achieved by assembling a three-
component detector system, which covered overlapping ranges of phase-space: the
Crystal Ball (CB) to provide accurate spectroscopic information over a large part
of the solid angle; the Multi-Wire Proportional Chambers (MWPCs) to provide
accurate position information for charged particles impinging on the CB; and
the Particle Identification Detector (PID) to provide particle identification and
trigger timing for different charged particle species detected by the CB. This was
supplemented by the Two-Arm Photon Spectrometer (TAPS) to provide particle
calorimetry, tracking and identification in the forward region. The arrangement
of these detectors can be seen in Figure 4.1.

4.2 Photon Beam

In order to measure a reaction with such a low cross section, we required a
large number of incoming photons and a good energy resolution to facilitate the
identification of the reaction of interest. To achieve this we used the electron beam
of MAMI B, which provides an energy of 883.25 MeV with an energy resolution of
~0.02 % and a duty factor of 100 %. To produce an energy-tagged photon beam
we passed the electron beam through a thin diamond radiator where some of
the electrons were slowed by producing bremsstrahlung photons. Post-radiating
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Figure 4.1: The experimental setup, showing the MWPCs and PID inside the
Crystal Ball, and TAPS covering the downstream region.

electrons were deflected by the magnetic field of the Glasgow Tagger onto the
Tagger’s focal plane detector to provide energy information (on the basis of hit
position) and thereby ‘tag’ the energy of photons passing down the beam line
to the experimental area. The choice of a diamond rather than an amorphous
radiator gave a linearly polarised photon beam. It was necessary to orient the
diamond accurately to select specific crystal planes for maximum polarisation (see
Appendix B), and this was achieved by mounting the diamond on a computer-
controlled 5-axis goniometer. When analysing the data, it is vital to know the
exact photon flux at the target in the experimental hall. This information was
repeatedly gathered by continual ‘Tagging Efficiency’ measurements, obtained
from the scalers counting the output of the focal plane detectors in conjunction
with the lead glass detector setup described in Section 4.2.3.

4.2.1 MAMI

MAMI, the MAinzer Mlcrotron [73,74], is a three-stage racetrack microtron
(RTM), beginning with an injector linac supplying electrons with 3.96 MeV total
energy and ending with an 883 MeV output beam. MAMI-B produces a continu-
ous wave electron beam current of up to 100 pA. It supplies the electron beam to
any of the experimental halls (A1, A2, A4, X1) shown on the schematic diagram
in Figure 4.2. A new accelerator section (MAMI-C), the harmonic double-sided
microtron (HDSM) in Figure 4.2, is being installed to raise the maximum elec-
tron beam energy to 1.5 GeV. The Photon Tagger is also being upgraded to
accommodate this increase.

A microtron is an accelerator in which the electron beam is re-circulated many
times through a single linac using constant-field dipole magnets (Figure 4.3). As
the electron energy increases, the radius of curvature of the path through the
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Figure 4.2: The MAMI facility, showing RTMs 1, 2 and 3 (MAMI-B) which
were in use for this experiment, the Harmonic Double Sided Microton (HDSM
— MAMI-C), planned to raise the electron beam energy to 1.5 GeV, and the A2
experimental hall where the experiment took place.
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Figure 4.3: A racetrack microtron showing the increased path radius with in-
creasing energy and the relationship between AE for the electron and the phase
of the cavity oscillation.

bending magnets increases. Thus, each successive recirculation loop becomes
larger, with the common point of contact being the path through the accelerating
section of the microtron [75]. When the beam has been accelerated to the desired
energy, a small “kicker” magnet ejects it out of the recirculation pathway and into
the beam handling system. The difference in time taken between each successive
recirculation loop has to be an exact integer multiple of the period of the RF
supply to the accelerating section in order that the particle bunches always see
the same phase of the alternating voltage in the accelerating section.

The microtron provides exceptional phase stability and small energy spread
of the final beam due to its inherent phase correction. Particles travelling in
the bunch that have higher than the designed energy will have a longer path
through the bending magnets and will arrive at the accelerating section later
than the rest of the bunch and so be under-accelerated in the next re-circulation.
Particles of lower than the designed energy follow a slightly shorter orbit back to
the accelerating section, arrive early and so are over-accelerated. The continual
under/over acceleration of particles, coupled with continual energy loss due to
synchrotron radiation, keeps the energy spread to a minimum, compressing the
final energy spread to only 60 keV full width at half maximum (FWHM).

The initial racetrack microtron (RTM1) of MAMI first operated in 1975. It
increases the beam energy from the 3.97 MeV injector linac energy to 14.86 MeV
by 18 turns through its accelerating section. RTM1 then acts as the injector for
RTM2 which increases the beam energy from 14.86 MeV to 180 MeV by 51 re-
circulations through its accelerating section. RTM 1 & 2 were first used together
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as MAMI A in 1983. RTM2 now acts as the injector for RTM3. Together they are
known as MAMI B, and they first operated in 1990. RTM3 takes the beam energy
from 180 MeV to 855 MeV in 7.50 MeV steps by 90 turns through its accelerating
section when operating to design specifications. In recent years, the accelerator
staff at Mainz have raised the maximum output energy from 855 MeV to 883.25
MeV. This has been achieved without any change to the physical geometry of the
microtrons.

We used a beam current of 11.5 nA at an energy of 883.25 MeV. As we
wanted to study the beam spin-asymmetry of various reactions, as well as the
differential cross section and photon asymmetry, a polarised electron beam was
required. MAMI has a (highly refined) polarised electron source, based on the
photoelectron emission from III-V semiconductors (circularly polarised photons
from a Ti:Saphire laser applied to a strained GaAsP cathode), to provide ~75
% polarised electrons to the injection linac [76]. We used this, switching from
positive to negative electron polarisation throughout the experiment in order to
reduce systematic errors.

4.2.2 Glasgow Tagger

The Glasgow Tagger (see Figure 4.4) consists of a large dipole magnet [77] with
a focal plane detector system [78]. The 883 MeV MAMI electron beam passes
through a thin radiator, producing photons by the bremsstrahlung process, at
energies up to that of the electron beam. These photons travel downstream to
the target. Once through the radiator, electrons which have not radiated are
bent by the Tagger’s magnetic field into the Faraday cup of the beam dump
which records total beam charge. Those that have radiated have less momentum
and so are bent through larger angles to impinge on the Tagger’s focal plane
detection system. The position at which the electrons are detected corresponds
to their energy (F.-) and, since the beam energy (Ey) is known, the energy of
the radiated photon is obtained from the relation in Equation 4.1:

E,=Ey—E,-. (4.1)

A timing coincidence is then used to match the photon Tagger hit, and hence
photon energy, with corresponding hits in reaction-product detectors.

The focal plane detector system [78] consists of an array of 353 plastic scintil-
lators, each approximately 2 cm wide, 8 cm long and 2 mm thick. Using programs
such as RAYTRACE, the electron optics of the spectrometer were calculated for
all of the electron momenta within the Tagger’s acceptance. This information
was used to position the 353 elements along the focal plane of the detector. Each
element is angled perpendicular to the anticipated electron path for the electron
momentum corresponding to that particular position in the focal plane array.
Each scintillator overlaps with both of its neighbours in such a way that any
true tagging electron (following a trajectory from the beam spot on the radia-
tor) should trigger two scintillators (Figure 4.4). Thus the photon Tagger has
352 coincidence channels. All events involving only a single element are rejected,
thereby reducing the background.



54 Chapter 4. Experimental Equipment

Detector 352 et

Electron Ladder Main Electran

Beam
Focal Plane -

Collimator

Figure 4.4: The Glasgow Tagger. Adapted from [18].

When the Tagger was constructed, the number of focal plane elements was
determined by the physical space occupied by a single photomultiplier. The 353
elements gave the maximum comfortable packing density for the photomultiplier
tubes, covering an electron energy range of 62 MeV to 814 MeV with an energy
resolution of around 2 MeV (determined by the width of each individual scin-
tillator). However, the intrinsic resolution of the magnetic spectrometer is far
superior to this, of the order of 120 keV. It was decided to slightly displace the
detector array from the true focal plane of the magnet. It runs on a curve parallel
to the true focal plane, but 41 mm further from the effective field boundary. Due
to the 2 MeV channel width of the focal plane array, the slight defocussing makes
very little difference to the energy resolution of the system.

A supplementary, high resolution focal plane detector (the Tagger Microscope
[79]) was later constructed in order to better exploit the potential of the magnetic
spectrometer. It is a scintillating fibre detector which inserts at approximately
the true focal plane of the magnet and gives an energy resolution of around 400
keV over a limited range of photon energies. This is very useful for experiments
where a small energy range has to be examined in greater detail, for example
when determining reaction thresholds. However, in our experiment, we used only
the main Tagger.

Due to the ~ 1/E. shape of the Bremsstrahlung distribution, a large number
of low energy photons (high energy tagging electrons) are produced. In order not
to saturate the focal plane detection system, the detector elements at the extreme
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high electron energy (low photon energy) area of the focal plane were switched
off. This permitted a higher electron beam current and thus a larger photon rate
in the middle of the Tagger’s energy range which was the region of interest in this
experiment. Thus we tagged photons in the energy range 206 MeV to 820 MeV.

Each individual photon Tagger channel has a small electronics card connected
directly to its photomultiplier tube. This card contains two discriminators and
coincidence logic (AND with neighbouring elements). The discriminators have
two thresholds: a low one which determines signal time; and a higher one which
determines if the signal is sufficiently large to result from an incident electron.
This dual threshold setup in principle provides an individual Tagger channel with
a timing resolution of ~0.5 ns FWHM.

Signals from the cards are then fed to the main rack of Tagger electronics.
The first stage of the main electronics system involves a delay of ~500 ns. The
on-board electronics attached to the focal plane system receive their signal from
the electrons earlier than the experimental detector systems around the target.
Hence the signal from the ‘electron side’ of the experiment must be delayed in
order to be combined with the experimental trigger (X-trigger). The individual
Tagger signals are fed to live-time gated scalers, through a latch to TDCs (Time
to Digital Converters) and a logical OR of all 352 channels. The scalers are used
to determine the number of tagged photons in the beam. The latch provides a
bit-pattern indicating which Tagger elements are hit and the TDC provides the
time difference between each focal plane hit and the X-trigger to enable more
detailed and precise offline analysis. The OR of all 352 channels (Ladder-OR)
is supplied to the main experimental trigger logic unit and may optionally be
ANDed with the X-trigger to ensure that there is always a corresponding Tagger
signal for all of the experimental data read out.

The major electronics units in this system, the Scaler, Latch and TDCs, all
follow the IEEE FASTBUS! standard. In line with the rest of the A2 Data
Acquisition (DAQ) systems, the Tagger FASTBUS electronics system is controlled
and read out by a VMEbus? single-board computer (SBC). This single-board
VME CPU then supplies all of the data it has accumulated for each event to the
Master VME CPU in the Crystal Ball DAQ system for recording to memory with
the rest of the experimental data stream.

4.2.3 Beam Monitoring & Tagging Efficiency Measurement

In order to perform a precise cross section measurement, it is necessary to know
the number of tagged photons in the beam incident on the target. It is also
essential to know that the beam spot is contained within the target diameter (so
all photons in the beam pass through the target). To constrain the radius of
the beam spot on the target, the photon beam passes through a lead collimator
before leaving the Tagger magnet return yolk. This gives a photon beam radius
of ~2.5 mm, 2.5 m downstream of the radiator (the electron beam spot size on

LANSI/IEEE STD 960-1986
2VME stands for VERSAmodule Eurocard bus, a computer bus standard developed largely
by Motorola and then standardised as ANSI/IEEE 1014-1987.
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the radiator is <1 mm in diameter). During experimental running, the beam spot
shape and intensity distribution can be observed in real time using an in-beam Csl
scintillator viewed by a CCD camera. The position of the electron beam on the
radiator was adjusted to ensure that the bright cone of forward bremsstrahlung
was centred on the collimator axis.

The collimation does prevent some of the photons that have been ‘tagged’
from reaching the experimental area. In order to know how many of the photons
tagged by a particular Tagger channel reach the experimental area, we performed
tagging efficiency measurements. This is done using lower beam intensity than
normal running in order not to saturate the lead glass detector which is driven
into the beam for the measurement. At low beam intensity, this large volume
Cerenkov detector has ~100 % efficiency for registering energetic photons. If the
photons are counted in coincidence with the electron counters on the Tagger, a
ratio can be defined:-

Nn
gz?agg = N—f;;?
&

(4.2)

where N7 is the number of hits in the lead glass detector coincident with hits
in Tagger channel n and V' is the number of counts in the focal plane scaler of
channel n. This ratio (£¢4y) is known as the tagging efficiency. Tagging efficiency
is measured for each Tagger channel and used to normalise the counts in the focal
plane electron scalers to give the number of photons from each Tagger channel
reaching the target.

As the lead glass detector would be damaged by running at normal experimen-
tal beam currents, we take it out of the beam and monitor the photon beam with
an ionisation chamber which measures the overall bremsstrahlung flux during
normal running.

4.2.4 Polarised Photon Production

In order to produce linearly polarised photons from the electron beam, it is neces-
sary to use a crystalline radiator. We used a 100 diamond radiator. As explained
in Appendix B, the crystal must be aligned precisely in order to ensure that the
[022] or [022] lattice vector is correctly orientated with respect to the electron
beam direction, while also ensuring the other lattice vectors are manoeuvred
carefully out of the allowable ‘momentum pancake’ [80,81]. This is achieved us-
ing a five-axis goniometer, with each of the axes driven by computer controlled
motors. The zero point of the diamond is considered to be when the three basis
vectors, by,bs, and bs are parallel to the beam, vertical and horizontal axes,
respectively. The goniometer can rotate round all three of those axes in order to
position the diamond. As well as orientating the diamond, the goniometer is used
to change the radiator to other materials such as nickel and iron and to remove
all radiators from the electron beam path during initial steering of the beam from
the accelerator into the experimental hall (see Figure 4.5). The goniometer can
move both horizontally and vertically, in addition to the three axes of rotation,
in order to achieve this.

The diamond crystal is aligned using methods described in references [81,82].
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Scan radius = 60mrad

Scan origin(S ,, S;) =
(0.00 ,0.00 ) mrad

Beam(SB)=(SB,, SB,)=(-41.78, 17.95) mrad, ¢,= 1.50 deg
Beam to Crystal vector BC =-(S+SB) = ( 41.78,-17.95) mrad

Figure 4.6: Goniometer Alignment Scan Results: the photon energy is plotted
radially from the centre of the ring and the azimuthal angle indicates the angu-
lar position at which the energy spectrum was sampled. Left panel: An initial
goniometer scan showing asymmetry, which indicates crystal misalignment. The
superimposed lines show the fit results which locate the proper alignment posi-
tion. Right panel: A goniometer scan after the diamond crystal has been aligned
using the scan results shown on the left. Four-fold symmetry indicates successful
alignment.

A series of scans are taken, where spectra of Tagger scaler counts as a function
of electron energy are accumulated for a series of small angular steps of the
crystal. The electron “energy spectra” are plotted against angle and the four-
fold symmetry shows where the curves of maximum intensity meet at £, = 0
MeV as the [022] and [022] lattice vectors were lying parallel to the beam axis
(Figure 4.6). The zero point of the crystal can then be identified and any crystal
orientation, and hence any polarisation edge energy, can then be obtained by
suitable rotations about the horizontal and vertical axes.

The photon beam was collimated with a 4 mm collimator for the July experi-
mental run and a 3 mm collimator for all subsequent runs to enhance the degree
of linear polarisation as described in [83]. In order to calculate the degree of
linear polarisation achieved, the analytical bremsstrahlung calculations described
in [84] were used. These provided a good match to the observed energy spectrum
and yielded a maximum degree of linear polarisation of ~ 37 %.

4.3 Liquid Hydrogen Target

In our experiment, we used liquid Hydrogen as a proton target (Figure 4.7). The
liquid Hydrogen is contained in a cylindrical vessel 4.8 cm long and 2 c¢m in radius
formed from 125 um thick Kapton. This is surrounded by eight layers of super-
insulation foil (formed from 8 pym Mylar with 2 ym Aluminium) to assist in the
maintenance of the 21 K temperature. This assembly is then contained in a 1
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mm thick carbon fibre vacuum tube, with a Kapton exit window, to protect the
target cell and to act as a scattering chamber to contain the Hydrogen in the
event of target cell leakage.

The target was maintained at a pressure of 1080 millibar (slightly above atmo-
spheric pressure) to minimise the risk of air leaking into the target. It presented
an areal density to the beam of 2.01 x 10?® protons per cm?.

4.4 Crystal Ball System

The Crystal Ball System (Figure 4.1) is composed of the Nal spectrometer, Multi-
Wire Proportional Chambers (MWPC) and the Particle Identification Detector
(PID) which all cover the same solid angle range viewed from the target at the
centre. The information from these three detectors combines to provide accurate
energy, angle and particle identification in the region from 0° to 360° in azimuthal
angle (¢), and 21° to 159° degrees in polar angle (6).

4.4.1 The Crystal Ball

The Crystal Ball (CB) [85] (Figures 4.1, 4.8) is a segmented Sodium Iodide de-
tector covering 94 % of 47 steradians. The spherical shape is approximated by
an icosahedron with each of its twenty triangular faces (major triangles) divided
into 4 minor triangles. These 4 minor triangles are then subdivided into 9 tri-
angular crystal faces. The projections of each crystal face are extended radially
outwards until they intercept the smallest sphere which completely encases the
icosahedron. There are eleven slightly different crystal shapes but all are trun-
cated triangular pyramids 40.6 cm in height pointing towards the centre of the
target. The triangular side lengths are 12.7 cm at the external surface and 5.1 cm
at the internal surface. The Crystal Ball is divided into two hemispheres which
may be separated to access the central region. At both the front and rear of the
Ball, 24 crystals have been removed to form the beam entrance and exit leaving
672 crystals and a 6 coverage of 21° to 159°.

Each of the 672 crystals is optically isolated by wrapping it in reflective paper
and alumnised mylar. The scintillation light travels through a 5 cm air gap and
a glass window before reaching a 5.1 cm diameter photomultiplier. The thickness
of Nal is almost one hadron interaction length and typically 98 % of all the
deposited energy from the electromagnetic shower created by a photon or electron
is contained within a thirteen crystal cluster. Due to its high segmentation,
the Crystal Ball achieves an angular resolution for electromagnetic showers of
0=2°-3%°inf and o = % in . A minimum ionising particle passing through

the Ball deposits ~197 MeV and the energy resolution for photons is given by

% = E(éijﬁlﬂ [85]

The Nal crystals are extremely hygroscopic and so the Crystal Ball has to be
vacuum sealed. The Crystal Ball is divided into two hemispheres, separated by a
0.8 cm air gap between two 1.6 mm stainless steel disks on which the crystals rest.
The inner wall of each hemisphere is formed by 1.5 mm (0.09 radiation lengths)
of stainless steel. The energy resolution for low energy particles is worsened by



60 Chapter 4. Experimental Equipment

(a) AutoCad representation of the target.

(c) Schematic diagram of the target showing an X-ray picture
of the target cell when cold.

Figure 4.7: The liquid Hydrogen target. Figures reproduced from [19].
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(a) Diagram of the Nal Crystal Array (b) Photograph of the Detector

Figure 4.8: The Crystal Ball

the air gap between the Nal crystals and the PMTs. However, due to the complex
and delicate nature of the internal structure of the Crystal Ball it is completely
unfeasible that any modifications to the internal light couplings might be effected.
Some (around 2 %) of the crystals have also been damaged during the lifetime of
the Crystal Ball which reduces optical transmission somewhat.

The HV supply to all of the PMTs is common so gain setting of the Crystal
Ball is achieved by adjusting the voltage dividers of each PMT individually. The
crystals were tested with a 4.438 MeV  source (**' Am/Be contained in borated
polyethylene to suppress the neutron background) and their gains were aligned
as far as possible with the source. The physical gain alignment ensures that
hardware voltage thresholds correspond to similar energies for each crystal in the
Ball.

The source calibration has a long extrapolation to the E, of experimental
interest. Thus it was necessary to perform a calibration using the kinematically
overdetermined reaction p(7,7°). This is described in Section 5.3.1.

4.4.2 Particle Identification Detector

The Particle Identification Detector (PID) is a ~10 cm diameter barrel formed by
twenty four plastic scintillators. Each scintillator is 31 ¢m long, 13 mm wide, and
2 mm thick. The design and construction of the Particle Identification Detector
formed a large proportion of the author’s work during 2002 to 2004, a more
detailed account can be found in Appendix A.
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This detector (Figure 4.9) was built specifically for the experimental series
of which our study forms a part. Particle identification was needed in the CB
to veto electrons (to cleanly identify photons), detect protons, and, in the case
of the nt™+" channel, detect charged pions. The particle flight path from the
target to the Nal is too short and the Nal timing resolution too poor to provide
particle identification by time-of-flight methods. This made it necessary to im-
plement some other method of separating the various charged particle species.
The PID identifies charged particles by differential energy loss in the thin plastic
scintillator. The design of the detector was complicated by the tight physical
constraints laid down by pre-existing detector geometries. The final PID location
was between the target and the MWPCs. This is an unusual arrangement as
most detector systems have the tracking elements closest to the target in order
to get accurate information on particle direction without degrading the signal
by multiple scattering. However, as there was insufficient space to fit the PID
outside of the MWPC, it was accepted that we would have to sacrifice some po-
sition resolution in order to gain particle identification. After simulation using
a Geant-3 based model of the detector, it was decided to construct the barrel
of 2 mm thick plastic scintillator as a reasonable compromise between multiple
scattering and a functional energy loss signal.

The PID provides identification of different particle species by a comparison of
the energy deposited in the Crystal Ball (assumed to be approximately the total
energy of the particle) and the energy deposited in the PID scintillators. The
energy deposited in the PID scintillators is comparatively small (of the order 400
keV for a minimum ionising particle), but is measurably different for particles of
the same total energy, but different ionisation density, such as protons and charged
pions. The lighter particles deposit a smaller fraction of their total energy in the
PID, so a plot of energy deposited in the PID (AE) against the energy deposited
in the Crystal Ball (E) reveals distinct bands corresponding to particle species
as shown in Figure 4.10. To select a certain species of particle, one then simply
defines a polygon enclosing the locus of the AE, E combinations of the desired
particle and accepts only particles which produce a AE, E combination which lies
within this polygon, as illustrated in Figure 4.10. There the red polygon defines
the proton region and the blue polygon selects charged pions.

The calibration of the Particle Identification Detector was Glasgow’s respon-
sibility and full details can be found in Section 5.3.2.

4.4.3 Multi-Wire Proportional Chambers

We used the inner two Multi-Wire Proportional Chambers (MWPCs) of DAPHNE
(Detecteur a grande Acceptance pour la PHysique photoNucleaire Experimen-
tale) [86] to provide charged particle tracking for protons and charged pions. The
Crystal Ball segmentation is sufficient to provide position information for photons
as they fire multiple Nal elements, allowing for location of the photon hit position
by determination of the “centre of gravity” of the energy distribution. However,
for charged particles, which usually fire only one or two Nal elements, far superior
position information is obtained using Multi-Wire Proportional Chambers.
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33
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(a) The Particle Identification Detector, fully assembled in Mainz for
testing, before installation.

(b) Final detector position, looking into the CB beam pipe, towards the
Photon Tagger.

Figure 4.9: The Particle Identification Detector
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Figure 4.10: AE / E plot from experimental data showing particle separation.
The red band shows a typical selection region for protons, the blue band for
charged pions. An electron peak can be seen near the origin.

The MWPCs are filled with a mixture of Ar (74.5 %), ethane (25 %) and
freon (0.5 %) and collect the charge deposited in their substrate gas by travelling
charged particles in a combination of fine wire anodes and thin strip cathodes
which locate the precise position of the particle’s passage through an individual
chamber. When such a position is obtained in two or more wire chambers, the
particle track can be deduced. Although having three such chambers would have
improved our track reconstruction efficiency and accuracy, we were limited to the
inner two by spatial constraints and the intensity limit imposed by the sensitivity
of the largest of the three chambers.

Each of the wire chambers is contained within two coaxial 1 mm thick cylin-
drical Rohacell (87| walls coated in 25 pum Kapton film. Electrical screening is
achieved via a 0.1 um thick Al coating on the external surfaces of the chamber

Printed Board Inner Cathode Quter Cathode

Anode Wire

Figure 4.11: Wire chamber diagram, showing anode wires and cathode winding.
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walls. The 20 ym diameter Tungsten anode wires are positioned at 2 mm inter-
vals round the circumference, parallel to the cylinder axis. These are read out on
a binary basis (hit or not). There is a 4 mm anode to cathode gap. The cathodes
are formed by 0.1 um thick, 4 mm wide Al strips (with 0.5 mm separation) de-
posited on the internal surfaces of the Rohacell cylinders. The cathode strips are
wound helically at angles of £45° to the anode wires (Figure 4.11). The centre of
gravity of the charge induced on the, generally three or four, strips can locate the
hit position to better than the strip pitch. Each of the inner and outer cathode
strips cross each other twice along the length of the chamber and it is necessary
to establish which anode wires have also fired in order to uniquely identify the
hit position.

Due to the cylindrical symmetry of the wire chambers, they cover 360° in ¢.
The 0 range is from 21° to 159° due to the openings at the front and rear of the
cylinders, giving coverage of 94 % of 47 steradians. Each hit on a wire chamber is
evaluated to give an azimuthal coordinate («) and a longitudinal coordinate (z).
The larger the angle to perpendicular incidence, the wider the charge distribution
on the cathode strips becomes and, hence, the poorer the z-resolution becomes.
Z-resolution was measured to be around 200 pym with a collimated 3 source at
90°. However this resolution worsens with angle (as discussed above) and also
due to physical imperfections in the wire chambers such as misalignments in the
anode wires and variation in the anode to cathode gap. Reconstruction of cosmic
ray muons which pass through each chamber twice gives an average 6 resolution
of 1.88°, and a constant azimuthal resolution of A¢ = 2°.

4.5 The TAPS Forward Angle Spectrometer

TAPS [88], which had previously been configured as a “Two/Three Arm Photon
Spectrometer”, is a 510 element Barium Fluoride Photon Spectrometer, config-
ured as a forward wall for our experiment. Each BaFy element is capped with a
0.5 mm thick plastic veto detector to identify charged particles. As the Crystal
Ball was originally designed for colliding beam experiments there is a large hole
in the CB’s forward angle acceptance between (0°and 21° in # when used in a
fixed target experiment. TAPS is used to detect photons, protons and pions in
this forward angle region, which is important due to the Lorentz boost provided
by the photon beam. As there are no other detectors covering this area of phase
space, TAPS must provide tracking, calorimetry and identification of particles in
this region.

4.5.1 BakF,

The forward wall made up of 510 TAPS BaF, detector elements [88] is shown in
Figure 4.12. Each individual element is 250 mm long and has a hexagonal cross

section of inner radius 29.5 mm (see Figure 4.13). TAPS elements have an energy
resolution of £ = E(G%% [88].

As the angular region covered by TAPS was not also covered by the wire
chambers (see Section 4.4.3) or the Particle Identification Detector (see Section
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Figure 4.12: The TAPS forward wall configuration.
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(b) A Barium Fluoride crystal and assembled detector

(a) Technical drawing of a
TAPS element, showing hexag- element
onal plastic veto counter

Figure 4.13: A TAPS element.
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4.4.2), the granularity and particle identification characteristics of the detector
were vital. BaF, is an excellent choice of scintillator for this role as the the
relative intensity of the components of its scintillation emission (A= 195 nm and
220 nm, 7= 0.6 ns; A= 310 nm 7= 620 ns) [89] is strongly dependent on the
velocity of the incident particle. The ratio of fast light output to total light
output decreases with increasing ionisation density (decreasing velocity) of the
incoming particle [90]. As with the CB, the electromagnetic shower induced by an
incident photon fires several adjacent crystals and by taking the “centre of gravity”
of the signal amplitudes a position resolution of ~3 ¢cm may be obtained. The
detector was placed 1.8 m downstream of the target, giving an angular resolution
of ~0.7°.

Due to the fast rise time of its scintillation pulse, TAPS has a timing resolution
of approximately 200 ps except at very low photon energies (around 10 MeV).
This means that time-of-flight particle identification methods can also be used. If
the time-difference between the signal in TAPS and the Tagger is plotted against
the energy deposit in TAPS, distinct bands are seen corresponding to the different
particle masses. This can be used in parallel with pulse shape analysis to separate
out charged pions and protons, or photons and neutrons.

4.5.2 Veto

All TAPS elements are capped with a 5 mm thick hexagonal plastic scintillator
which is read out with an optical fibre. Since the light collection is poor, the size
of the energy deposit is not recorded, but the hit is registered as a binary digit
of a pattern unit. Thus the vetos can differentiate charged and neutral particles
(for example, protons and neutrons) which give a similar pulse shape signature.

4.6 Experiment Electronics

4.6.1 Crystal Ball and Trigger Electronics

The Crystal Ball, MWPC and PID were all equipped with new electronics systems
for the beginning of the CBQMAMI experimental series. As this was foreseen
to be a long-term proposition and involved substantial investment of time and
resources, it was decided to make use of the new CERN standard electronics.
This should ensure long-term support for the newly refurbished Data Acquisition
(DAQ) system, while providing a flexible, scalable and sustainable DAQ system.

The Crystal Ball trigger electronics are shown in Figure 4.14. Crystal Ball
photomultiplier tubes (PMT) were connected to Uppsala-designed active fan-out
units in groups of sixteen channels. The fan-out copied the signal to both an ADC
(Amplitude to Digital Converter) branch of the electronics and a TDC/Trigger
branch. It also provided an analogue sum of the sixteen inputs. These sixteen-
input sums were then summed through a cascade of LeCroy 428F NIM analogue
Fan In/Out modules to provide an analogue sum of all CB deposited energy
signals. This analogue sum was then passed to a pair of LeCroy 621 NIM dis-
criminators, one with a low threshold (30 mV) to provide timing for the CB total
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Figure 4.14: The layout of the Crystal Ball trigger electronics.

energy trigger and one with a high threshold (103 mV - corresponding to ap-
proximately 40 MeV energy deposit in the Crystal Ball) to provide the CB total
energy deposit threshold. The AND logical combination of the discriminator out-
puts, made in a Philips 756 NIM logic unit, provides the CB total energy trigger,
with good timing (due to the low threshold branch) and a total deposited energy
threshold of 40 MeV in the Crystal Ball (due to the high threshold branch).

4.6.1.1 ADC Branch

The ADC signal branch from the splitter was fed to an array of 32-channel sam-
pling ADCs (i-SADC 108032 from i-trOnics GmbH [91]). These ADCs continu-
ously sample signals applied to the inputs at a rate of 40 MHz, and buffer the
digital data. The SADCs offer the possibility of reading out all samples produced
over a 2 us period, allowing the reconstruction of the Nal pulse-shapes. As the
large volume of data would have overloaded the DAQ system, we opted to use
on board integration of the samples. The boards are programmed to produce in-
tegrals over three windows: a baseline integral of samples before the scintillation
pulse, a signal integral of the main body of the scintillation pulse, and an integral
of the tail of the signal. The timing of the samples to integrate is derived from
the experimental trigger. Use of these integrals reduced the volume of data by
a factor of ~ 10% and allowed dynamic pedestal subtraction (subtraction of the
baseline integral from the signal integral per event) and checking enhancement of
the tail region for ‘pile-up’ effects.
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The i-SADCs make extensive use of field programmable gate array (FPGA)
technology and so can be re-programmed in the field to allow for changes in
read-out mode, sampling frequency and trigger latency. When a trigger pulse is
received, the ADC looks to the pre-programmed point in the multi-hit buffer and
produces the desired integrals for each channel. It is then possible to read out
the three integrals from every channel, or to use zero-suppression and read out
only the channels in which the signal integral is greater than the baseline by a
set threshold. We used zero-suppression in the read-out, and read out the three
integrals only for channels with a signal corresponding to an energy greater than
approximately 0.5 MeV above baseline.

The i-SADCs were 6U VMEbus modules, however they only used the power
supply from the VME crate. All communication and control was done via an
optical 12C link by a GeSiCA controller which interfaced with the VMEbus CPU.
The GeSiCAs communicate either via an optical “S-Link”, as in CERN, or using
the GeSiCA VME interface spy buffer. The spy buffer was originally designed for
use in testing the ADCs during development, but as S-Link read-out was not yet
fully implemented in Mainz and the data volume was comparatively small (by
CERN standards), we used the VME spy buffer for experimental data read-out.

4.6.1.2 TDC Branch & Triggers

The TDC branch from the Uppsala-designed fan-out unit was fed to an array
of PM98 [92] 16-channel discriminators. These discriminators were programmed
to have a low threshold (5 mV - around 2 MeV) for output to the TDCs and
a high threshold (50 mV - approximately 20 MeV). The high threshold signals
from each group of 16 inputs were ‘OR’ed and the results from all 48 logical
OR outputs from the Crystal Ball were combined with the four sector outputs
from TAPS. The multiplicity of the 52 CB / TAPS sector signals was deter-
mined using the multiplicity outputs (50 mV per hit) of four LeCroy 4413 16
channel CAMAC discriminators. The summed multiplicity outputs were fanned
out into two discriminators: one with a threshold of 87 mV for the “level two”
multiplicity two trigger and one with a threshold of 118 mV to give the “level
two” multiplicity three trigger. These signals were both fed through CAMAC
programmable prescale modules to allow prescaling of the multiplicity triggers,
before final trigger decisions.

The individual discriminator channel outputs were fed to CATCH (Compass
Accumulation, Transfer and Control Hardware) TDCs, originally designed for the
COMPASS experiment at CERN [93,94|. The CATCH TDCs are free running,
each having a ~10 GHz oscillator, giving a channel to time conversion of ~117 ps
per channel. They are synchronised by a CERN-standard trigger control system
(TCS), with one TDC channel (the ‘reference TDC’) connected to the trigger.
Each time a TDC registers a hit, it simply stores the corresponding oscillator
count in a buffer. To obtain the timing of a TDC hit, one simply subtracts
the number stored in the reference TDC from the number stored in the TDC of
interest and uses the constant channel to time conversion given by the ~10 GHz
oscillation frequency to provide the time, with respect to the trigger signal, in
seconds. They have a double hit resolution of around 20 ns and, apart from this,
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are essentially without dead-time, having multi-hit storage capacity.

4.6.1.3 PID & MWPC Electronics

The original PID electronics were laid out as shown in Figure A.5. The signal
from the photomultiplier tubes was fed through a 10x amplifier and fanned out
to a Fast Integrating ADC (FIADC) as described in [93] and to LeCroy 4413
discriminator modules. One of the two available discriminator outputs from each
channel was then passed to CATCH TDCs (as used for the CB) after undergoing
ECL to LVPECL conversion. The other discriminator outputs were passed to
a LeCroy CAMAC logic unit where they were combined in a logical OR. The
output from the logic unit was then connected to the CB trigger unit, to offer the
possibility of a charged particle trigger, which was not used in our experiment.
The MWPC strip-ADCs were replaced with the same i-trOnics ADCs as used
for the Crystal Ball. The anode wire signals were digitised in CATCH TDCs.

4.6.2 TAPS Electronics

The TAPS electronics were implemented in custom designed CAEN VME mod-
ules [95]. The 6U VMEbus units contained 4 ADC channels and a TDC for
each BaF, element. The TDC was started by an internal constant fraction dis-
criminator (CFD) for precise time pick off to optimise time of flight particle
identification. Two internal leading edge discriminators allow for different trig-
ger conditions. The four ADC channels per detector element allowed for signal
integration over different time periods and with different charge to channel con-
version gains. The “short gate” ADCs integrate the first fast component of the
scintillator light (7 ~ 40 ps) and the “long gate” ADCs integrate over the whole
pulse (7 ~ 200 ps). There are also short gate sensitive and long gate sensitive
ADCs, but these have not yet been calibrated and so were not used in our data
analysis. The TAPS veto counter hit patterns were recorded in LeCroy CAMAC
pattern units. With 510 channels, reading out so many signals per channel is
a very CPU intensive task. The TAPS electronics are housed in 9 VME crates
controlled by nine VMEbus single board computers.

The TAPS DAQ data stream was read in separately from the Crystal Ball
DAQ data stream and both streams were merged by the main DAQ computer.
The only direct interaction between the Crystal Ball DAQ and the TAPS DAQ
was for trigger purposes. TAPS was divided into four quarters for cluster trig-
gering purposes, and those four logical OR outputs were fed to the CB DAQ
and combined with the other 48 logical OR outputs from the CB to provide the
cluster multiplicity signal as described in Section 4.6.1.

4.6.3 Overall Control

As electronic setups in Mainz have traditionally been controlled by a VMEbus
single-board computer running the LynxOS operating system and the ACQU
data acquisition program [96] (see Section 5.1), it was desirable to build on that
expertise. Thus the entire array of ADCs, TDCs and scalers which formed the
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CBDAQ were controlled and read out by two VME CPUs, one master, one slave,
communicating by VICbus which is essentially a parallel 32-bit cable extension
of VMEbus. The information directly received from TAPS was restricted to an
event stamp, the four sector segments and a TAPS busy inhibit which was ORed
with the corresponding CB busy signal.

The VME machines acquired the CB digital data and performed the slow con-
trol functions (such as programmable threshold setting and starting and stopping
data runs). The master VME machine then passed the acquired data via Ether-
net to a PC running AcquRoot [20] (see Section 5.1) located in the A2 counting
room. The TAPS DAQ data stream was also communicated to the same PC over
the Ethernet. AcquRoot, which recognises both CB and TAPS data formats,
merged the separate CB and TAPS data streams and stored them on a 2TB
raid array. It simultaneously performed basic online analysis of the data. This
allowed real-time checking of basic things such as the detector hit patterns and
total energy deposits alongside more complex physics variables such as the total
invariant mass of all 2-hit events. This allowed us to continually monitor detector
condition and data quality and check that synchronisation between the CB and
TAPS DAQ systems was maintained.
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Event Reconstruction

To convert the data from a series of stored digital pulse heights and times to a
physical description of a hadronic interaction requires much thought and effort in
calibration. This work was divided between the various members of the collabo-
ration. We seek to give an impression of the method of calibration rather than
a blow-by-blow account of the process, only going into detail when describing
calibrations performed specifically by the author.

We will begin by describing the analysis software which was used at every
stage of the experiment and analysis, and then proceed to describe the calibra-
tion of each detector component, with emphasis on the particle identification
detector calibrations and the proton energy corrections which were performed by
the author.

5.1 Analysis Software

All of the online running and offline analysis of data in the A2 collaboration has
been historically handled by ACQU, a data acquisition and analysis suite mainly
written by J. R. M. Annand [96] and used in several European Laboratories.
Versions of ACQU prior to version 3v4 were formed from a mixture of mainly C
and Fortran routines which interfaced via shared memory and semaphores. In
recent times, ACQU has been upgraded and has now become the multi-threaded
purely C++ program known as AcquRoot [20]. AcquRoot is based on the CERN
ROOT [97,98] system of high energy physics software that is used in HEP labs
worldwide. AcquRoot combines full ROOT functionality, including things as
diverse as matrix manipulation and 3D histogramming graphics classes, with A2-
authored classes designed to specifically control the A2 electronics, data acquisi-
tion, storage, retrieval and analysis. Each of the different functions of AcquRoot
runs as a separate thread within the one container program, as shown in Figure
5.1. This allows the four separate threads to access the same area of memory
while running independently from each other with different levels of priority.
The aim in conversion to C++ was to provide standardisation and modularity
to the code. C++ is an object-orientated programing language. This allows the
production of basic templates for functions and data objects, that will be required
many times over in a system, to be grouped together and defined once as a class.
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Figure 5.1: The AcquRoot data storage and analysis system. Extracted from [20].
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Figure 5.2: The analysis architecture applied in this work. Adapted from [20)].

This class can subsequently be ‘inherited from’ and the functionality accessed by
diverse inherited classes. For example, the conversion of digitally stored electronic
pulse heights to energies and times is needed in some format to interpret the data
from every single detector in the system. These functions (along with several
other detector standards) are defined in the TA2Detector class which forms part
of the ‘System Code’ of AcquRoot (otherwise and hereafter known as acqusys).
This class is then inherited by detectors as diverse as TA2ClusterDetector (a
photon-spectrometer interpretation class) and TA2WireChamber (an MWPC in-
terpretation class), which utilise the basic functions in TA2Detector, but add to
them to produce vastly different results. The structure of the analysis used in
this work is shown in Figure 5.2, which illustrates very clearly the benefits of the
inheritance system.

The enforceable standards are laid down both by the requirements of the
ROOT system basis and also by the base classes (such as TA2Detector) which
form part of the acqusys code. All of the classes in AcquRoot inherit from the
ROOT TNamed class which means that they must posses certain functions and
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behave in a specifically constrained way. Any user-authored AcquRoot classes
inherit from the acqusys base classes and therefore must contain the data members
and functions specified by the parent class.

The modularity of AcquRoot is analogous to the modularity of the detector
system that it describes. For each physical detector component in the experimen-
tal hall, there exists an AcquRoot detector class (inherited from TAZ2Detector).
Each of these detector classes is logically grouped into a set according to which
physical apparatus they belong and an appropriate apparatus class is defined (in-
heriting from TA2Apparatus in acqusys) which converts the energies and times
into particle types and four-vectors. The TA2CrystalBall apparatus class, for
example, takes information from the Nal, the PID and the MWPC and produces
particle four-vectors that come from identification by the PID & Nal combina-
tion, energy from the Nal, and angle (in the case of the charged particles) from
the MWPC information. Thus, from the basic detector energies and times, the
apparatus classes evolve a list of four-vectors and corresponding PDG particle
ID numbers. In the current setup, we have three such apparati: TA2CrystalBall,
TA2TAPS and TA2KensTagger. The fourth apparatus class shown in Figure 5.2
is TA2LinearPol which supplies information relating to the photon beam polar-
isation. This is the only apparatus with no directly owned detectors (it takes
data from the Ladder class(es) associated with the Tagger, and an ADC which
contains the polarisation orientation information) and also the only apparatus
which directly analyses raw data.

The four-vectors, particle identities and polarisation information are then
passed to a single ‘Physics’ class which combines this information to form physical
variables such as missing energies and masses, to identify specific particles from
their decay products, and reconstruct the physics processes which have occurred.
The whole system is controlled by a pyramid of ASCII text setup files which
stipulate - for a given analysis - which detectors, apparati and physics classes are
to be used and with which parameters they are to be initialised.

The acqusys code contains not only the base classes for all of the above men-
tioned class categories, but also classes which handle all of the housekeeping
functions of data retrieval and transfer between various classes and data display.

During experimental running, the DataServer thread of AcquRoot communi-
cates with the two VME machines that control experimental running, accumulat-
ing and storing the data. The Sort and Control threads provide online analysis
to assess data quality and online diagnostic tools for any problems encountered
during running. The two VME machines run an older version of ACQU which
contains classes that communicate with each of the many electronics modules
that comprise the A2 data acquisition system. This is a complicated task due to
the many hardware standards in simultaneous operation:- CAMAC, FASTBUS,
CATCH, and NIM.

5.2 Photon Tagger Calibrations

All Tagger energy and time calibrations were performed by colleagues in Glasgow
and the tagging efficiency analyses were performed by A. Nikolaev of Mainz [99).
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Figure 5.3: Spectrum indicating the blue dotted “prompt” and the red lined
“random” region of the Tagger time OR spectrum.

5.2.1 Random Subtraction

As, during normal experimental running, more than one electron is detected by
the Photon Tagger for each experimental trigger, we require a way of distinguish-
ing the “real” or “prompt” photons (those that cause the event under study) from
the “random” events, where the photon tagged is not the one that caused the
event of interest. To do this we look at the Tagger TimeOR spectrum - that is
the plot showing the timing of every single Photon Tagger hit in every channel
relative to the experimental trigger (Figure 5.3). It can be seen that this spectrum
is composed of two parts: an almost flat background of random coincidences for
the whole ~170 ns wide event window and a prompt peak (in this case at ~70 ns)
which is related to the experimental trigger and the “real” coincident photons. If
we assume that the random background under the prompt peak is simply a con-
tinuation of the background on either side, we can recover the “true” coincidence
results by sampling events for two regions: (1) the prompt region containing the
prompt peak and the random background underneath it (illustrated by the blue
dotted region in Figure 5.3); (2) the random background - our sample region is
shown by the red lined area in Figure 5.3. We then scale the random region sam-
ple by the relative widths of the prompt and random regions (0.5 in our case) to
give us a sample equivalent to what we expect to find under the prompt peak. In
the production of any physical spectrum, e.g. particle energy, this scaled random
sample is subtracted from the prompt region sample to give us results due to the
prompt photons.
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Figure 5.4: Spectrum showing Tagger time alignment for all of the July data.

5.2.2 Timing Calibration & Alignment

The timing calibration for the ladder is a simple affair. Each Tagger TDC channel
has a time conversion of ~0.18 ns / channel (based on a calibration done when
the Tagger was first installed). It is desirable that all of the Tagger channels are
aligned so that their “prompt” peaks (the peak related to the experimental trigger)
occurs at the same point in each TDC time spectrum. The channels are aligned
by fitting a Gaussian distribution to the prompt peak of each channel (obtained
in a low-intensity tagging efficiency run to minimise random coincidences). The
mean of this Gaussian is determined and a constant time offset applied to shift
the mean of each channel to the same arbitrary time. This means that, when
analysing data, a single set of “prompt” and “random” time windows can be
applied to the entire Tagging Spectrometer rather than being selected channel-
by-channel. A single alignment can be used for a whole run period, as can be
seen in Figure 5.4, where the time spectrum is plotted against Tagger channel for
the entire July run data set. Although using the same alignment for an entire
beam period gives a wider prompt peak than that observed immediately after
the initial alignment, one can still see the clear prompt region - around 70 ns -
which can be used for each channel and is sufficient for our purposes. Tagger time
alignments were performed by R. Codling from the University of Glasgow [100].

5.2.3 Energy Calibration

The energy of the tagged photons is completely derived from the measured final
electron energy F.- and the initial electron beam energy Fj as given in Equation
4.1. The energy of the degraded electron (F.-) is derived from the position at
which it impinges on the Tagger’s focal plane. To calibrate the correspondence
between this position and the electron energy, ray tracing in an equivalent uniform
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field is performed using a computer program called TagCal, originally written by
I. Anthony [79,101].

TagCal applies an equivalent uniform field constructed on the basis of a field
map measured along the main beam trajectory. This uniform field is scaled
according to the magnetic field measured by the NMR probe which is permanently
positioned inside the Tagger magnet. Using a map of the positions and angles of
the individual scintillators in the focal plane detector array (which are completely
determined by the structure of the focal plane detector frame), TagCal follows a
Xx-squared minimisation routine to find the degraded electron energy which passes
directly through the centre of each Tagger scintillator.

This calibration is redone for each individual beam time. The NMR measure-
ments are monitored throughout each beam time to ensure that there is no drift
in the Tagger calibration.

5.2.4 Tagging Efficiency

The tagging efficiency measurements as described in Section 4.2.3 were performed
daily throughout the experiment. In order to account for activation, which causes
a build up of background radiation, a “beam off” measurement was made of the
background counts in the Tagger Scalers before and after each tagging efficiency
measurement was made. It was soon realised that the initial activity in these
background measurements fell away very swiftly and so the activity measured af-
ter the tagging efficiency measurement was performed was scaled according to the
length of the tagging efficiency run to give the background to the measurement.
Thus Equation 4.2 could more accurately be rendered as Equation 5.1 where Ny
is the number of background counts in scaler n:

N7

oy = 5.1
Etagg Né‘ o N{?g ( )

This tagging efficiency was calculated for each channel and for each tagging
efficiency measurement a text file was created containing a lookup table of the
tagging efficiency values by A. Nikolaev of Mainz [99]. To use the tagging effi-
ciency values in this data analysis, we took the average of these measurements
for each beam time, channel-by-channel.

This method could be improved upon by using the tagging efficiency lookup
tables to normalise the data on an event-by-event basis using the tagging effi-
ciency measurements made either side of the event in question. However, tagging
efficiency remained stable throughout the experiment and was similar for both
parallel and perpendicular photon beam polarisations as can be seen in Figure
5.5. Hence we felt that the average tagging efficiency was adequate - the effect of
the simplification is further discussed in Chapter 7.
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Figure 5.5: The tagging efficiency as a function of Tagger channel, illustrating
the variation with time and polarisation orientation. The sudden change in tag-
ging efficiency near channel 200 is due to the Diamond radiator. As coherent
bremsstrahlung is more strongly forward-peaked than normal bremsstrahlung,
a large increase in tagging efficiency is observed at the coherent edge (see Ap-
pendix B). Left panel: Tagging efficiency variation throughout the run period,
red crosses show tagging efficiency for || run 2852 (early in the experimental run
period), blue crosses for || run 3398 (late in the run period) and black crosses
show the average tagging efficiency values used in this work. Right panel: red
crosses show tagging efficiency for || run 2852, blue crosses for L run 2853 and
black crosses show the average tagging efficiency values used in this work.

5.3 CB System Calibrations

5.3.1 Nal Crystals

The initial hardware gain alignment of the CB was performed by illuminating
individual crystals with an ?*! Am/Be source and adjusting the individual po-
tentiometers (which control the HV supply) of the PMT bases to place the 4.438
MeV v-decay peak in the same region of the ADC spectra. This provided a rough
alignment to allow the experimental hardware thresholds (which are in mV) to be
set at a similar level for all crystals. This alignment is performed at far lower ener-
gies than those we use in our experiment. Thus, although sufficient for threshold
alignment, a further, more refined, calibration was required for reaction-product
particles which have much higher energy.

During experimental running, an individual MeV per channel calibration was
formed for each detector element using the kinematically overdetermined vp —
pr? reaction. The measured energy of the 7% decay photons was compared to
the energy calculated on the basis of the incoming photon beam energy and the
7° emission angle (f0). In a typical event, the energy deposited by a photon
is spread between several neighbouring crystals which form a hit “cluster”. Only
clusters in which 70 % or more of the photon energy was deposited in the central
crystal were used in the calibration. The calibration constant (or conversion gain)
of the central crystal was then scaled according to the results of the analysis.
As adjusting the calibration constant of one crystal will change the results for
the surrounding ones, this calibration procedure had to be iterated until the
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Figure 5.6: Crystal Ball element time alignment results for the entire July data
set.

calibration constants converged. In this case four iterations were found to be
necessary. The calibration of the CB was performed by J. Brudvik from UCLA
and M. Unverzagt of Mainz [102,103].

As explained in Section 4.6.1, the timing of each individual crystal signal was
also recorded by a CATCH TDC. Due to the nature of the CATCH TDCs, there
was a fixed channel to time conversion of ~117 ps / channel. However, to use
the Crystal Ball timing information, it was desirable that the CB time signals
were aligned. To achieve this D. Krambrich of Mainz [104] looked at the CB
time spectra, fitted a Gaussian distribution to them channel-by-channel to find
the mean value and then applied a constant offset to each of them individually
to shift their timing peak to a common arbitrary point in the timing spectra.

For more accurate timing, once all of the individual elements of a single de-
tector are time-aligned with each other, it is sometimes beneficial to further align
them on the basis of a timing sum, usually in combination with the Photon
Tagger. The electronic trigger which starts / stops detector timing has a finite
timing width which gets folded in with the detector times. As the Tagger timing
is stopped by the trigger and the CB timing is started by it, by summing the
detector times we remove this trigger width and are aligning only the individual
detector elements, with an overall resolution determined by a combination of both
detectors. This was done with the CB, with the aligned Tagger plus CB element
time plotted for each CB element and then aligned by D. Krambrich in the same
way as the single detector times [104], see Figure 5.6 .

5.3.2 Particle Identification Detector Calibrations

PID calibration procedures were designed and tested by the author and then
carried out by R. Codling of Glasgow [100].
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Figure 5.7: Azimuthal position calibration of Particle Identification Detector.
Left panel: Azimuthal angle of CB clusters in coincidence with PID elements for
events with one hit in each detector. Right panel: Projection of left panel for
PID element 0. The strong peak results from charged particles (such as electrons)
passing from the target, through the PID and into the CB creating a signal in
both detectors. We use this to identify the ¢ position of each PID element.
The weaker peak ~ 180° from the stronger one results from reactions emitting
particles 180° apart in ¢, such as p(7y,7"n), where the neutral particle makes a
detectable signal in the CB, but the charged particle stops in the PID.

5.3.2.1 Position Calibration

The PID position calibration determined the azimuthal angle (¢) of each ele-
ment, relative to the Crystal Ball. This is necessary in order to link the energy
deposits in the PID with the appropriate clusters in the Crystal Ball Nal crys-
tals and thereby form the AE/E plots that provide the basis for charged particle
identification in the Crystal Ball system.

These ¢ positions can be clearly seen by looking at a plot of the ¢ angles of
clusters detected in the Crystal Ball vs the identity of any PID element that fires
in coincidence (see Figure 5.7 (left)). We applied cuts to data to display only
events with a single hit in the PID and a single cluster in the Ball. After doing
this, it was possible to discern by eye the darker regions of the histogram, and
use this as a first approximation of PID element position.

To improve the accuracy of this procedure and make the results more repro-
ducible, we wrote a ROOT macro which takes projections of this 2D histogram
for each PID element and fits a Gaussian distribution around the highest point
in the resulting 1D spectra (see Figure 5.7 (right)). The macro then fills a his-
togram with the mean of each of the twenty-four fits and fits a straight line to it,
constraining the gradient to represent a clearly defined 15 degree change between
each neighbouring pair of PID elements. From the results of this straight line fit,
the mean ¢ position of each individual element is calculated.

This procedure was carried out for the beginning, middle and end of each ex-
perimental run period in order to ensure that the detector positions are accurately
known at all times.
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Figure 5.8: Energy calibration of Particle Identification Detector.

5.3.2.2 Energy Calibration

During the design and construction of the PID, the energy resolution was an-
ticipated to be modest as the long, thin, low density, plastic scintillators do
not absorb very much energy and therefore produce relatively few scintillation
photons. However it was more than adequate to enable separation of minimum
ionising particles, charged pions, protons and occasional deuterons. In order to
facilitate this identification and make it easier to deal with the small percentage
of cases where a particle traverses the join between two neighbouring scintillators
(and we have to sum the energy deposits), we aligned the output of individual
PID elements, guided by the Monte Carlo model of the CB which gives energy
loss distributions for various particles.

If we take the AE/E plots and look at a projection of events which deposit
between 32 MeV and 48 MeV in the Crystal Ball (E), we can see two separate AE
peaks: a lower energy peak (around 0.4 MeV) due to charged pions and a second,
higher energy, peak appearing around 2.3 MeV due to protons (see Figure 5.8).
We took projections such as this from each PID element AE/E plot and one from
the simulation results. We fitted a Gaussian distribution to each of the energy
peaks in the simulated projection and found that there was a difference of 1.917
MeV in energy between the means of the two distributions. We then performed
the same fitting procedure on each of the twenty-four element projections and
calculated a new energy calibration MeV/ADC channel factor for each element
using Equation 5.2,

d = M (5.2)

)
meas. meas.
mp mx

where ¢ is the new MeV /channel factor, ¢ the old one, m™ and m3"™ are the

mean of the proton and pion Gaussian fits to the simulated data, respectively,
and m,"*** and m;*** are the measured proton and pion distribution means.
This method was swift, successful and reproducible and so was adopted as the

standard calibration procedure.
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This method has been applied to PID data from all beam times in order to
ensure accurate particle identification. A selection of 10 or so data files (around
four hours of data) is analysed for the beginning, middle and end of each data
run. It has been found that, for the most part, the calibration remains stable to
the order of ~1 % for a given continuous run period.

However, this procedure is limited by the requirement that there be proper
separation between protons and pions. This has not remained the case through-
out the lifetime of the detector. There were problems with the liquid Hydrogen
target and it was dismounted between the first and second beam times for the
experiment of interest. As space is so limited inside the Crystal Ball, the target
dismount procedure was difficult and resulted in two of the twenty-four PID ele-
ments sustaining damage to the light guide-PMT join which has severely affected
their light output. As a result, these two elements no longer produce sufficient
light to discern between pions and protons and thus this calibration method does
not apply to them. The present solution is simply to align the upper edge of the
smeared triangular shape on the AE/E plot with the upper edge of the aligned
and clear AE/E plots. This is a highly inaccurate and unreliable method and
thus the selection of pions and protons (as described in Section 5.3.3) from any
information involving the damaged elements is not recommended. However the
remaining detector elements continued to perform well until the decommissioning
of the first phase of CBQ@QMAMI experiments.

5.3.2.3 Time Calibration

Timing calibration of the PID is simplified by the use of CATCH TDCs for which
more complete operational detail is given in Section 4.6.1. These TDCs have
a fixed channel to time conversion. As all of the PID signals pass through an
identical electronic setup and the pulses from plastic scintillators are very sharp
(having an intrinsic timing resolution of ~0.5 ns) they are very easy to align
in software and a “PID trigger” (an OR of all twenty-four PID elements) has a
FWHM of only ~3 ns.

As the conversion factor is standard, all that has to be achieved to produce a
time-aligned detector signal is to obtain the current position of the timing peak
of each element (by fitting a Gaussian distribution to the time spectrum) and
shift it using software offsets to the desired location in time.

As described above, it is sometimes beneficial to further align detector element
times on the basis of a timing sum in combination with the Photon Tagger. The
Tagger timing is stopped by the trigger and the PID timing is started by the
trigger, so we summed the detector times to remove the finite trigger timing
width and aligned each of the elements based on this timing sum. However, for
the PID, we found that this summed time alignment made very little difference
to the quality of the final result and doubled the length of time required for each
calibration. Thus we decided to adopt only the internal alignment as the standard
time calibration method.
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Figure 5.9: AE/E Plot for all PID elements showing the pion cut (Blue Line)
and the proton cut (Red Line) for all PID scintillators and all CB cluster energy
deposits >5 MeV, using the 883.25 MeV beam and liquid Hydrogen target.

5.3.3 Particle Identification

From the plot shown in Figure 5.9 it can be seen that there is a clear separation
of protons and pions in the PID. To convert this into code and use it to identify
particles on an event-by-event basis we currently apply the ROOT TMath library
IsInside() function [97] to a pair of polygons illustrated in Figure 5.9. If the E,AE
combination is inside the proton polygon, we set the four-vector output by the
Crystal Ball apparatus class to have a kinetic energy defined by the energy deposit
in the CB Nal crystals, an angle as dictated by the MWPCs (or the CB in the
case where there is no corresponding track information from the wire chambers)
and a mass of 938 MeV. If the E,AE combination lies inside the pion cut, we set
the four-vector output similarly, but this time applying a mass of 139 MeV to the
particle.

It is possible to define a single pair of cuts that are used for all PID elements,
but for analysing real data, we define a proton and pion cut for each individual
PID element on the basis of each E,AE plot. This allows us to take advantage
of the narrow ridges in the detector elements with better resolution, without
throwing away data from the elements with poorer resolution unnecessarily. In the
case of simulated data, where the performance of every PID element is identical,
we define a single pair of cuts that applies equally well to all PID elements.

5.3.4 Multi-Wire Proportional Chambers

The MWPC handling code was adjusted from its original Fortran format to C by
V. Lisin of INR, Moscow and then adapted to AcquRoot compatible C++ by J.
Annand. S. Schuman [105| subsequently performed all alignment and efficiency
measurements in collaboration with P. Pedroni of INFN, Pavia.
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Intrinsic angular resolutions were determined by analysing cosmic ray data,
where the passage of muons through the MWPCs create four intersection points
(a signal caused by the track meeting a single wire chamber) and two tracks
(pairs of intersection points which can be linked to define a line or track through
the detectors, one in each MWPC). These two tracks should be collinear as the
cosmic muons travel in a straight line. The difference in angle between these
two tracks gives a ¢ resolution of 1.33° and a 6 resolution of 1.88°. The cosmic
muons were also used to study the efficiency of the chambers, by looking at the
number of events having two interaction points in both chambers divided by the
number of events having two interaction points in one chamber. This gave a track
reconstruction efficiency of 81.2% for minimum ionising particles.

Proton efficiencies were accessed by using the kinematically overdetermined
reaction vp — pr¥ as a source of tagged protons. Events with three clusters, one
of which was identified as a proton by the AE/FE plots, and two of which were
neutral, were analysed. Those which had a difference in ¢ of 180° £+ 15° between
the reconstructed pion and the identified proton, and where the invariant mass of
the two neutral clusters was determined to be 135 4+ 20 MeV, were used to asses
the efficiency of the MWPC proton track reconstruction. This yielded a track
reconstruction efficiency of 89.7% for protons based on the July data.

Charged pion efficiencies were tested using the reaction yp — nzw®. Events
were identified by looking for two clusters in the CB, one with a corresponding
PID hit indicating that it was a 7. Only events where the charged cluster
involved only one crystal and the difference in ¢ between the two detected clusters
was 180° 4+ 15° were accepted. An additional constraint, that the neutron 6 be
less than 60°, was applied to limit background. This gave an MWPC efficiency
for pion track reconstruction of 79.3%. This difference in proton / pion efficiency
is due to the higher proton ionisation density which produces a more strongly
ionised trail in the MWPC gas.

5.4 TAPS Calibrations

5.4.1 Barium Fluoride Energy Calibration

The TAPS Barium Fluoride elements were calibrated in two stages. The crystal
pedestal (zero energy) channels were determined by observing the strong peak in
the lowest energy region of the ADC spectra. The channel with the highest value
before the first decrease was determined to be the pedestal value. This narrow
peak was due to the TAPS pedestal pulser which forced a readout of all the TAPS
ADCs once per second, to obtain this zero energy deposit pedestal value.

The individual crystal MeV /channel factors were aligned by studying the
energy distribution formed by the passage of cosmic muons through the crys-
tals using cosmic data that was taken both before and after each experimental
run. The channel-space to MeV conversion factors were determined element-by-
element by fitting a Gaussian plus exponential distribution to the higher energy
(above pedestal) region of the ADC spectra as shown in Figure 5.10. The mean
of the Gaussian distribution gave the channel where the 37.7 MeV muon peak
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Figure 5.10: The TAPS BaF, energy calibration. Left panel: TAPS energy
spectrum showing pedestal peak and cosmic muon energy deposit. Right panel:
TAPS energy spectrum showing exponential + Gaussian distribution fit used to
obtain the cosmic muon peak position in channel space. Extracted from [21].

lay, which (in combination with the zero-energy channel) completely determines
the MeV /channel conversion. This part of the calibration was performed by B.
Boillat from Basel for all of the TAPS ADCs [21].

As the crystal response to photons differs somewhat from their response to
cosmic muons, the cosmic calibration aligns the crystal outputs, but does not
completely determine the MeV / channel conversion for photons. After the crys-
tals were aligned we identified the vp — pr° reaction and plotted the 7° invariant
mass for the case with one 7° decay photon in TAPS and one in the Crystal Ball
(after the CB alignment and calibration). We then adjusted the 7° invariant mass
by simply multiplying the individual BaF, detected energies by a factor close to
1 until the measured 7¥ invariant mass agreed with the PDG value. This factor
was determined to be 1.10 for the July data, 1.11 for September and 1.14 for the
January data.

5.4.2 Barium Fluoride Time Calibration

The time difference between each BaF, crystal and a single Photon Tagger chan-
nel was plotted for all hits in the BaF,. Each of the 510 spectra was fitted
with a Gaussian distribution to determine its mean, and an offset applied to put
the timing peaks for each detector element at an arbitrary common time. This
calibration was performed by F. Zehr of Basel [106].

5.4.3 TAPS Veto Calibrations

The TAPS veto elements are read out on a binary basis - hit or not - into a
pattern unit. As there is no timing or energy information derived from the veto
detectors, it was sufficient to simply adjust their high voltage supply so that the
energy deposit of a minimum ionising particle is above threshold and the PMT
“dark current” is below.
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Figure 5.11: Pulse shape analysis of BaF, crystal output. Left panel: the energy
deposit in the short gate ADC is plotted against that in the long gate. Right
panel: the information is converted to polar coordinates then projected in the
slices indicated by the red lines on the y-axis to allow selection. Extracted from
[22].

5.4.4 TAPS Particle Identification

The particle identification in TAPS is achieved by combining pulse shape analy-
sis from the BaF, with the signals from the veto detectors. The veto detectors
simply indicate whether the corresponding particle was charged (e.g. differentiat-
ing between protons and neutrons). The pulse-shape analysis is possible as each
BaF'; signal is recorded by more than one ADC and these ADCs have two differ-
ent integration times (gate widths): - the short gate for 30 ns and the long gate
for 2 us. Once the energy deposits in both of these gates had been calibrated, S.
Lugert and R. Gregor of Giessen calibrated the pulse shape response of the BaF,
scintillator to differentiate between photons and protons [107,108|.

The pulse shape response can be seen in the left panel of Figure 5.11. Egsg
(the energy measured by the short gate ADC) and E1 g (the energy registered in
the long gate ADC) were then transformed using the following equations:-

E 180°
¢ = arctan (E—SG) — (5.4)

LG ™

to produce the plot shown on the right hand side of Figure 5.11. This plot is then
sliced up according to the red lines shown on the y axis to produce a series of 1d
plots as illustrated in Figure 5.12. These plots are then fitted with a Gaussian
distribution to find the mean and width of the photon distribution. A cut is
then set at the distance of 30 from the mean of the distribution as illustrated.
Anything creating a signal which lies to the left of this cut is deemed to be a
proton (or neutron if there is no corresponding veto hit), anything to the right
of this is deemed a photon (or electron - again depending on whether there is a
corresponding veto hit).
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Figure 5.12: Explanation of the fitting procedure applied to the BaF; pulses to
separate the proton and photon peaks. The large peak results from photon energy
deposits, the smaller peak on the left results from protons. Extracted from [22].

5.5 Calorimeter Clustering Algorithm

As mentioned in both the Crystal Ball and TAPS calibration sections, a single
particle does not in general deposit energy in a single detector crystal. Instead,
a single particle creates a shower that spreads the energy deposit over several
neighbouring crystals. Thus a method of linking together detector element energy
deposits which result from the same shower (and hence the same particle) is
required.

To do this, the detector setup files for both the CB Nal crystals and the TAPS
BaF, crystals contain a list of the “nearest neighbours”, that is a list for each of
the detector elements which details the twelve (six) surrounding crystals for the
CB (TAPS) detector element. When an AcquRoot detector class processes the
array of detector element energy deposits, it makes a temporary copy. It then
scans through the array of energy deposits to find the maximum energy deposit.
The crystal in which that energy deposit occurs is assumed to be the central
crystal in a cluster. The remaining energy deposits in the array are then scanned
to find if any of them occurred in a neighbouring crystal to the cluster centre. All
energy deposits in neighbouring crystals are added to the central crystal energy to
form the cluster energy, and the cluster angle is determined by an v/ E-weighted
average of the position vectors of all the contributing crystals. Once the cluster
is defined, all of the energy deposits involved in that cluster are deleted from the
copy of the energy deposit array, a search begins for the next maximum energy
deposit in the array, and a new cluster is processed. This procedure continues
until the pre-set maximum number of clusters is reached (determined from the
setup text files), or until there are no energy deposits large enough to meet the
software cluster centre energy threshold (again read in from the setup text files).

It was found that this process quite often led to false clusters being found
centred on the next nearest neighbours of real ones. To solve this problem and
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Figure 5.13: The result of the energy calibration for photons and protons. Left
panel: 7° energy calculated from 6, and incoming beam energy plotted against
measured 7° energy from Nal pulse height (all 7° variables are obtained from
reconstruction of the 7° from its two decay photons). Right panel: proton energy
calculated from 6, and incoming beam energy plotted against measured proton
energy.

“mop up” this missed energy, the cluster algorithm was extended to search through
the next-neighbours of next-neighbours until it runs out of neighbouring energy
deposits or exceeds a pre-determined (from the setup files) maximum distance
from the central cluster crystal. This almost completely removes the false cluster
formation, but does increase the possibility that two clusters near to each other
may be artificially merged into one.

5.6 Proton Energy Correction

In Figure 5.13 we show the result of testing the calibrations by analysing the
kinematically overdetermined vp — pr® reaction. We can calculate the expected
values of the 7 and proton kinetic energies using the incoming beam energy,
known proton target mass and the polar angle of the final proton trajectory.
Plotting the calculated values of these observables against those measured by
pulse height reveals a problem. For the 7° energy, which is entirely reconstructed
from the decay photon energies, we find excellent agreement between measured
and expected values. For the proton, we find that at low energies (less than ~80
MeV) the measured energy is markedly smaller than that which we calculate. At
higher proton energies, we find that the measured proton energy is more than
that which we calculate.

This phenomenon can be explained by two different effects. At low energies,
the protons lose a large proportion of their energy while travelling through the
air and other materials between the target cell and the detector system - thus
the detectors record less than the calculated proton energy. At higher energies,
the protons appear to deposit too much energy in the detectors as both the
Crystal Ball and TAPS are calibrated using photons. Photons create a large
electromagnetic shower, depositing energy throughout a large cluster of crystals,
with additional energy losses between crystals. This “shower loss” is implicitly
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Figure 5.14: Proton energy correction for 30° < 6, < 32°. Upper left panel: Plot
showing measured proton energy vs that calculated from 6, and E,. Upper right
panel: Graph showing fit results for measured proton energy projections of the 2D
plot vs proton energy calculated from 6, and E,. Lower panels: As above panels,
but after proton energy correction has been applied. It can be seen that the
proton energy correction improves the proton energy determination significantly.

corrected when we apply the energy scaling factors to shift the 7% invariant mass
peak to the PDG value after the photon calibration of the detectors. As protons
generally deposit energy in only one or two crystals, there is less “shower loss”
and so the energy scaling factor over-corrects, making the “measured” energy too
high.

It is possible to correct for both of these effects separately by simulating
the proton energy losses and applying this correction to the real data to correct
the low energy portion of the proton energy spectrum and then calibrating the
proton response of the two calorimeters. However, if we assume that the proton
calibration will be isomorphically related to the photon calibration (for a given
point f and ¢ combination), we can work out a way to map the results of the
photon-calibration based energy measurement to the actual proton energy and
correct for both effects simultaneously.

We assumed that all energy corrections were independent of the azimuthal
angle (¢) as the detector system is azimuthally symmetric, but varied with polar
angle (0) (due to discrete components such as detector readout electronics which
affect the energy losses), and proton energy. We made plots of measured against
calculated proton energy for 0° to 160° in 6, in 2 degree-wide 6, bins (see Figure
5.14, LHS). We then took projections of these plots in 10 MeV-wide calculated
energy slices. These projections were each fitted with a Gaussian distribution to
determine the measured energy for each calculated energy bin (see Figure 5.15).
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This was sufficient to give a good representation of the relationship between
measured and calculated proton energy. The mean of each Gaussian distribution
was recorded in a text file, with the mean value of each of the calculated energy
bins and their correspondence to 6,. Thus to determine the corrected proton
energy where we know the measured energy, E,, we first pick the correction
values from the appropriate 6, bin, then we search through the measured energy
samples to find the two measured energy values, E; and £ closest to £, such that
FEy < E, < E,. We then calculate the corrected £,°"™ using the two calculated
energy values Ef and ES (corresponding to measured energy samples E; and F
respectively) as shown in Equation 5.5.

(Ep _ El)

Feorr. — e ES — E€ )
D 1_'_( 2 1)<E2_E1)

(5.5)

This worked well for 2° < 6, < 10° and 24° < 6, < 66°, but between 10°
and 24° the MWPC and PID electronics caused azimuthally asymmetric energy
losses that resulted in a large variation in measured proton energy within the
same calculated proton energy and 6, bin (see Figure 5.16). At 6, > 66°, we
found that there were insufficient statistics to form a proton energy correction,
and as 0, increased from 24° to 66° we found the energy range over which we
could formulate an energy correction decreased, due to diminishing statistics.

This energy correction was also determined using two-body breakup data from
the liquid Deuterium target that was taken in experimental runs interspersed with
the pua+ experiment. It should have allowed us to access a larger range of proton
energies and polar angles due to the different reaction kinematics. However, the
overall statistics from these runs were poorer, making 20 MeV-wide calculated
energy slices necessary. As the 0, and E, distributions for our reaction bear
more resemblance to those of yp — pr® than vd — pn, we selected the better E,
resolution in preference to extended E, and 6, range and we applied the yp — pr®
correction in our final data analysis. That said, the correction factors from the
liquid Deuterium data (where there was sufficient data to form the same E, and
6, bins) agreed very well with those we obtained from the liquid Hydrogen data.

5.7 Determination of the Degree of Linear Photon
Polarisation
The bremsstrahlung spectrum from a crystalline radiator is composed of two

parts:- an incoherent part (due to lattice vibrations - 0,..4.) and a coherent part
due to the diffractive effect of the crystal lattice - 0., (Equation 5.6):

0 = Ocoh. + Tincoh.- (56)

The degree of linear polarisation (P) at any point in the bremsstrahlung spectrum
can be determined from the ratio of intensities described in Equation 5.7 where
Iop. is the intensity resulting from o, and I;,con. is the intensity resulting from
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Oincoh.-

Icoh.
P=— 5.7
[incoh + [coh. ( )

Thus we can calculate the degree of linear polarisation by separating out the co-
herent and incoherent parts of the bremsstrahlung spectrum. For a more detailed
description of coherent bremsstrahlung production see Appendix B.

To calculate the degree of linear photon polarisation, we use the program anb
which is discussed more fully in [84]. Anb calculates the degree of linear polari-
sation and the shape of the resulting enhanced Tagger spectrum! analytically on
the basis of several inputs (seen in the sidebar of Figure 5.17), which relate to the
electron beam parameters, photon beam collimation parameters and the atomic
numbers of the radiators involved. We know from Equation 5.7 that if the anb
calculation accurately reproduces the experimental enhanced Tagger spectrum,
then it will accurately deduce the degree of linear polarisation as a function of
photon energy [84|. As can be seen in the upper image in Figure 5.17, the cal-
culated enhanced Tagger spectrum (blue line) matches the real data (black line)
very well. The lower spectrum in Figure 5.17 shows the resulting degree of linear
polarisation.

The anb calculation outputs several tables with the degree of linear polarisa-
tion as a function of tagged photon energy (in ~1 MeV-wide bins) for a series of
different polarisation edges (see Appendix B). In the future, these will be used
as lookup tables which the data analysis will use to extract the degree of linear
polarisation for each photon using linear interpolation on the basis of the most
recent edge position (which is redetermined every 1000 events) and the exact
photon energy. At present, this full functionality is still under development.

To provide a degree of linear polarisation for this analysis, we took these
polarisation tables, and combined them in such a way as to agree with the average
edge position over each of the data runs, producing a histogram indicating the
degree of linear polarisation in each of the 1 MeV-wide photon energy bins. We
then normalised all of the final photon asymmetries by taking the spectrum of
photon beam energies for each histogram, multiplying each photon beam energy
channel by the appropriate degree of linear polarisation and then taking the
average polarisation to be the integral of the polarisation-weighted histogram
divided by the total number of incoming photons. We then used this to normalise
the photon asymmetries as detailed in Appendix C.

5.8 Photon Asymmetry of vp — pr’

When we planned and tested our setup for the initial data-taking run for this
experiment, it was anticipated that the collaboration would be measuring both the
photon asymmetry and the five-fold differential cross section of the yp — ~'Nw
reactions in order to access ua+. It was later postulated that the circularly

! An enhanced Tagger spectrum is simply a Photon Tagger scaler or TDC spectrum measured
with a crystalline radiator divided by the same spectrum produced using an amorphous radiator,
usually normalised to have a baseline of 100. This shows the coherent bremsstrahlung peaks
very clearly.
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Analytic Bremsstrahlung Calculation (anb)
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Figure 5.17: Illustration of the anb calculation. Upper panel: enhanced Tagger
spectrum showing agreement between data (black line) and calculation (blue line).
Lower panel: polarisation output from anb. Right panel: input parameters for

part of July data.
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Figure 5.18: Measured photon asymmetry of yp — pr for 05" = 90° + 5° and
photon beam energies of 400 + 10 MeV (left) and 420 4+ 10 MeV (right).

polarised photon asymmetries of these channels would show greater sensitivity
to the MDM than the other two observables and thus it was decided to run the
experiment with both linearly and circularly polarised photons simultaneously.
To achieve this we used a longitudinally polarised electron beam in combination
with the diamond radiator. This meant that, at high photon energy (above the
coherent peak) where the photons would normally be unpolarised, the photons
were circularly polarised (due to the longitudinally polarised electron beam),
allowing the measurement of circularly polarised photon beam asymmetries.

There was some concern that this combination of crystalline radiator and
polarised electron beam would interact in such a way as to affect the degree of
linear polarisation or change the orientation of the polarisation plane. In order
to test for this effect, it was decided to analyse the well-studied reaction channel
vp — 7’p. This channel exhibits a fairly large photon asymmetry that was
easily observable using our 47 detector setup. We planned to check that the
magnitude of the cos(2¢) structure that we observed did not alter with electron
beam polarisation and that there was no systematic change in the phase or linear
offset of the cos(2¢) distribution. Also, as the photon asymmetry of this channel
had been previously measured [24], we compared the magnitude of the asymmetry
to the known values to check for any systematic error in the new detection system.

For the first tests, we looked at the photon asymmetry for yvp — px° in two
incoming photon energy bins, 410+ 10 MeV and 420410 MeV for 0,0 = 90° £5°.
We found these events by selecting only events with three detected clusters. We
then selected the best 7° candidates by reconstructing the 7% and proton in each
of the three possible combinations. We chose the combination which gave the
difference in ¢ between the proton and pion momentum closest to 180 degrees (as
it should be, due to conservation of momentum) and placed a cut on 7° invariant
mass of between 115 MeV and 155 MeV. Looking at the proton missing mass
spectra, we saw a clear and clean peak around 938 MeV indicating that this
method of analysis was sufficiently good to give us a very clean event sample.
We also selected on a 6,0 of between 85° and 95° in the centre of mass frame in
order to match the conditions of the previously measured asymmetry with which
we wanted to compare.

We plotted ¢,0 against incoming E, separately for eight categories of event,
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Figure 5.19: Random subtracted para (black crosses) and perp (blue circles)
data showing why only counts outside of the shaded area were included in the
normalisation of the vp — pn® data. The CB acceptance is very low at ¢ =
+180° and ¢ = 0°, as can be seen by the dip in the data at these points. We
artificially force the acceptance to zero (for the purposes of the normalisation)
in the dotted regions to give the acceptance a 90°-symmetry in order that the
acceptance changes affect both samples equally.

dividing them according to whether they were ‘prompt’ or ‘random’ and ‘para’
or ‘perp’ and whether the beam polarisation bit-pattern (which corresponded to
the electron beam polarisation) was 1 or 2. We then took slices of these plots in
20 MeV E, bins and performed random subtractions as appropriate.

To calculate a photon asymmetry correctly, it is necessary to ensure that one
has equivalently sized samples of para and perp events and that they have equal
polarisation. However, in achieving this normalisation we have to take account
of the fact that there is imperfect azimuthal symmetry in the Crystal Ball. As
there are two metal plates between the hemispheres of the Ball (between 0°and
+180° in ¢), at 0°and +180° the acceptance for protons falls dramatically. As this
effect has 180° symmetry, it affects one of the two polarisation orientations more
dramatically than the other as can be seen in Figure 5.19. Thus it would not be
accurate to simply normalise the histograms by dividing through by the integrated
total number of counts in each. In order to handle this acceptance problem
properly, we decided to give the normalisation acceptance a structure that was
90°-symmetric and so would affect both polarisations equally. This was achieved
by ignoring the angular ranges of 0 + 6°, £90 £ 6° and £180 + 6° i.e. in order
to calculate the normalisation factors, we simply integrated the histograms from
—174° to —96°, —84° to —6°, 6° to 84° and 96° to 174°. After dividing through

Nooj—Nzo,
Nooy+N0,°
This results in a distribution proportional to cos(2¢) with an amplitude that is
the product of the degree of linear polarisation and the magnitude of the photon
asymmetry (see Appendix C for more details on asymmetry calculations). As

by the normalisation factor, we calculated the asymmetry (X) as ¥ =
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Amplitude Phase )y

E, | BeamPol Offset (%) (deg) (This Work)

400 1 —0.000 £0.003 | 15.77£0.47 | —0.32£0.84 | 0.584 £ 0.017

400 2 —0.003 £0.003 | 17.06 £0.47 | —0.40£0.77 | 0.632£0.017

420 1 —0.036 £0.004 | 20.37+0.51 | —0.96 £0.73 | 0.647 £ 0.016

420 2 —0.005£0.004 | 19.58 +£0.51 | —0.83£0.71 | 0.622 4+ 0.016

Table 5.1: The results of the initial beam polarisation check.

this was only a preliminary check and the software required to calculate linear
polarisation on an event-by-event basis was not available at the time of these
calculations, we used an average polarisation calculated from the anb analytic
bremsstrahlung code which gave us an average degree of linear polarisation of 27
% at 400 MeV and 31.5 % at 420 MeV.

The results (shown in Table 5.1) are in reasonable agreement with the pre-
vious measurement, by Leukel [24] in which the absolute photon asymmetry was
calculated to be 0.592 4+ 0.036 at 400 MeV and 0.591 £ 0.033 at 420 MeV. It can
also be seen that the electron beam polarisation does not appear to have affected
the degree of linear polarisation adversely as, although the amplitude results in
the 400 MeV bin are not in perfect agreement, they differ in the opposite direc-
tion to those in the 420 MeV bin. Also, both the offset and the phase seem to be
almost consistent with zero for all of the above cases.

However, these results should be accepted only with care. The normalisation
due to the degree of linear photon polarisation is averaged over the full 20 MeV
width of each energy bin and was not performed Tagger channel-by-channel as
our vp — pr’y results were.

Although the previous results appeared promising, it was decided to extend
the study further into regions of lower polarisation. The polarisation edge in the
data under study was at 440 MeV, the degree of linear polarisation drops the
further that one moves from this value. It was felt that the discrepancy at 400
MeV, should it be real, would worsen the lower the degree of photon polarisation
became. So the study was extended to encompass E, from 300 MeV to 420 MeV.
The degree of linear polarisation is almost identical for both beam polarisations
and, as we are only concerned with the agreement of the results rather than
their absolute value, the results (summarised in Table 5.2) are not normalised
by the degree of linear polarisation. These results indicate very clearly that
changing the electron beam polarisation has no systematic effect on the photon
asymmetry of the vp — pr® reaction channel and thus on the measurement
of photon asymmetries in general. Hence, the electron beam polarisation has
been neglected in the analysis of the linearly polarised photon asymmetry of the
p(7,7'7p) channel.
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E, | BeamPol Offset Am%)(;’;ude P()(}lljgs;)
300 1 0.003 £ 0.004 3.05£0.52 | —842+5.01
300 2 0.003 =+ 0.004 2.95+0.54 1.82 +5.03
320 1 0.002 £ 0.002 5.58 £ 0.35 1.06 £ 1.78
320 2 0.001 £ 0.002 588 4+0.36 | —0.02 4+ 1.69
340 1 0.000 =+ 0.003 8.40 +£0.37 0.45+1.24
340 2 0.000 =+ 0.003 7.854+0.37 | —0.554+1.33
360 1 —0.003 +0.002 | 10.65+0.34 | —1.524+0.91
360 2 —0.003 +0.002 | 10.98£0.34 | —1.66 4= 0.88
380 1 —0.002 +0.003 | 14.18£0.39 | 0.75+£0.78
380 2 —0.001 +0.003 | 13.66 =0.39 | —0.52 4+ 0.81
400 1 —0.000 & 0.003 | 15.77 £0.47 | —0.32 & 0.84
400 2 —0.003 £ 0.003 | 17.06 =0.47 | —0.40 &£ 0.77
420 1 —0.036 +0.004 | 20.37£0.51 | —0.96 +0.73
420 2 —0.0054+0.004 | 19.58 £0.51 | —0.83 +0.71

Table 5.2: The results of the extended beam polarisation check.
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Event Selection and Analysis

6.1 Simulation

In order to properly analyse the yp — pn%y’ data and assess such essential things
as the background contributions to the measurement and the acceptance of the
detector system, one needs a simulation of the experiment.

When the CBQMAMI series of experiments began, as there was a pre-existing
GEANT 3 |72,109,110] Monte Carlo package (cbsim), and as the Crystal Ball
was by far the most geometrically complex of our detector systems, it made sense
to simply build on the existing GEANT 3 cbsim package. We added the MWPCs
and the PID to the simulated detector geometry, and colleagues from UCLA
added TAPS.

To run the simulation, one supplies the program with a file of pre-generated
events containing particle trajectories, identities and energies and reaction vertex
location. The simulation then processes this file, event-by-event, tracking the
individual particles through the detector system and monitoring the detector
response. It produces an HBOOK format output ntuple containing the identities
of the struck detector elements, the size of the energy deposit and (for TAPS
alone) the time of the energy deposit.

6.1.1 Event Generation

To accurately gauge the acceptance of the detector system for a particular reac-
tion it is important to have a generated event set which matches the kinematic
distributions of the various particles involved. At present, there is no available
up-to-date event generator for either of our two models. Instead we used mcgen
which is the new event generator produced by J. R. M. Annand.

We made simple uniform phase space distributions of both vp — pr° and
vp — prPm¥ reactions to test the background suppression of our analysis. We
also made two different simulated data sets for the vp — pm%y’ process. Both
data sets applied a 300 MeV to 500 MeV incoming photon beam with a 1/E-
type distribution. The production of the data sets differed only in the choice
of the production photon energy distribution. The first, gppiOa, simulated the
A to A decay, producing an E., distribution which resulted from the transition

0
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Figure 6.1: E., distributions from the two p(,7'7"p) simulation event generators.
The red line shows the distribution from gppi0a, and the blue line shows the 1/E.,
dependent gppiOb distribution.

within the Breit-Wigner width of the A. The second, known as gppiOb, applied a
1/E., bremsstrahlung-type distribution to the outgoing photon energy (see Figure
6.1). These two different E., distributions affect the shape of the simulated
data analysis results quite markedly in some cases, so we will show both sets
of simulated data points alongside our experimental results. All four event files
contained around 3 x 10° events.

6.1.2 Analysis of Simulated Data Sets

To analyse the simulated data, each of the AcquRoot detector classes has a
ReadDecoded() function, which translates the simulation output ntuple (after
conversion to ROOT format) into the same energy and time arrays that would
be constructed from the pulse heights in the physical detector ADCs and TDCs.
From that point on, the simulated data is treated in the same manner as the
regular experimental data with a few exceptions.

The energy deposit recorded by the simulation is exact, so we smear the
energy deposit in the individual calorimeter elements according to the resolutions
reported in [85] (for the Crystal Ball) and [88] (for TAPS) when reading the
simulated data into AcquRoot for analysis. This works fairly well and the widths
of the various energy distributions agree with those observed in the experiment.

However, the simulation does suffer from some limitations. Due to the spa-
tial constraints of locating the PID and MWPCs inside the Crystal Ball, it was
necessary to have the electronics for both detectors forward of the target, an im-
portant region due to the forward boost provided by the beam momentum. This
affects the region around 10° < 6 < 20°. We tried to reflect this in the simula-
tion geometry, however the electronics are complex arrangements of capacitors,
resistors and chips and it would be impractical to model precisely the various
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Figure 6.2: Simulated TAPS cluster time vs. cluster energy plot showing the
identification of photons and protons in the AcquRoot analysis of simulated vp —
~'m%p events.

components. Instead, we approximate the electronics in the simulation geometry
with a Imm-thick cardboard tube. This covers the correct region, but has a far
more uniform effect on the energy deposits for charged particles in that region
than the physical detector electronics.

As the simulation produces only a single recorded energy for each TAPS el-
ement and does not consider pulse form, it is not possible to perform particle
identification on the basis of pulse shape analysis. Instead, we utilise the simu-
lated hit timing of TAPS, bearing in mind that TAPS is sufficiently far from the
target to allow particle identification by time-of-flight. The reconstructed cluster
time vs cluster energy plot (Figure 6.2) has a straight ridge for photons (which
have constant velocity). Above this straight photon ridge, we observe a curved
ridge corresponding to non-relativistic detected protons. We use this to make a
very clean and efficient proton selection by identifying any particle which has a
cluster time greater than 8 ns as a proton. In the handling of real data, we used
pulse shape analysis to identify particles in TAPS, unfortunately, this is far less
efficient than the idealised simulated time-of-flight analysis.

The Crystal Ball elements in the simulation do not store a hit time, only a hit
energy. Hence the use of the time relationship between hits to identify coincident
photons is not possible for simulated data.

All twenty-four scintillators of the simulated Particle Identification Detector
behave identically. In the case of the real detector, there was always some slight
variation from element to element, and there were two detector elements which
had poorer light collection, and therefore poorer energy resolution and particle
identification efficiency. These elements were damaged during the target dismount
as described in Section 5.3.2. Overall, the simulated PID may be slightly more
efficient than the physical detector. Also, runs occurring after the damage to the
PID took place produce systematically lower cross sections resulting from a drop
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in PID efficiency which is not reflected in the simulations. This drop in efficiency
is less than 5% (assuming a halving of efficiency in each of the two elements:
0.5 % %) and will be corrected by applying measured detector element resolutions
and efficiencies within the simulation, but was not achieved during this work due
to time constraints.

6.2 Conventions

As we have performed a fairly complex analysis involving several stages of kine-
matic cuts!, we felt it was advisable to study the effect of each cut independent of
the others. To this end, after defining our final analysis, we re-analysed the data,
systematically removing one cut at a time to observe its effect. When we discuss
each cut, the plots shown will represent the results of an analysis where every cut
(Section 6.4) is applied save the cut under investigation. Thereby we are able to
see exactly what that cut removes, in terms of signal and the background upon
which the signal sits. The comparison of simulated to experimental data requires
that the simulated data undergo (as far as possible) the same analysis as the
real data. Therefore, for each data analysis (with different cuts omitted) we have
run the simulation analysis in exactly the same way. Subsequent plots compare
experimental with equivalent simulated distributions.

Hereafter, the black crosses shown on all data plots represent the “one cut
removed” experimental data sets, the red crosses represent the equivalent results
from the gppi0a generated simulated data and the blue crosses represent that from
the gppiOb simulated data. The incoming photon energy is always quoted in the
lab frame, all other variables are in the centre of mass frame unless otherwise
stated. The employed symbols are explained in Table 6.1.

‘ Symbol ‘ Meaning
E, incoming photon energy
E, production photon energy
E o 70 kinetic energy
E, proton kinetic energy
0. polar angle of production photon
00 polar angle of 7°
0, polar angle of proton
Ory azimuth angle of production photon
G0 azimuth angle of 7°
op azimuth angle of proton

Table 6.1: Conventional symbols. All values are as measured in the centre of
mass frame, save for F, which is always reported as measured in the lab frame.

LA “cut” is the selection of data that meet certain physical criteria.
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6.3 Background Channels

There are two main reactions which can produce background to obscure the
p(7,7'7°p) signal: p(~y,7%) and p(y, 7°7%p). All data cuts described herein were
designed to remove these background events, leaving only p(v,~'n’p) events for
the final evaluation of cross section and photon asymmetry.

6.3.1 Background Due to vp — pr°

If perfectly detected, the yp — pr® reaction produces a two-photon, single-proton
final state which could be eradicated from our data set by the simplest of cuts.
Unfortunately, our detectors are not perfect and, as the yp — pr® cross section
peaks at ~318 ub within our region of interest [23] while the yp — pm% cross
section is four orders of magnitude smaller |23], even a small proportion of yp —
pr events resembling our desired final state can significantly affect our final
result.

This reaction may mimic our three-photon, single-proton final state due to a
failure of the cluster reconstruction, whereby energy deposits left at the edges of
a reconstructed cluster from a single photon are interpreted as a second adjacent
cluster by the reconstruction algorithm (hereafter referred to as “pseudo-split-off”,
see Section 5.5 for a description of the clustering algorithms). Alternatively a real
split-off, where the EM shower caused by one photon produces a second separate
cluster can mimic the final state of p(v,~/7p).

6.3.2 Background Due to vp — pr¥7Y

There are two ways in which the yp — pm°7° reaction can enter our data set.
The first is simply that one of the four 7 decay photons goes undetected by our
detector system and thereby produces an apparent three-photon single proton
final state. The second is that our cluster finding algorithm for the calorimeters
may merge two of the 7° decay-photon showers into a single cluster in our analysis,
again producing our three-photon single proton final state.

To deal with a missed photon, we simply apply cuts on missing energy, mass
and momentum. We can easily separate out events with a missing particle and
use simulation to correct for the remaining contamination from our data set. This
was a far more significant cause of background in the pioneering pia+ measurement
using TAPS [1] due to the relatively small solid angle covered by their detector
system. With almost 47 coverage, the possibility of undetected photons is far
lower in our CB/TAPS detector setup.

The artificial merging of clusters is a far more insidious problem. The energy
of the two photons remains within the detector system and the angle of the
merged cluster is a combination of the two real cluster angles. Thus, although
the position is somewhat smeared, we cannot remove the contamination purely
by looking at missing energy, momentum or mass distributions as these are all
still centred on the correct position, they are merely slightly wider. Instead we
looked at methods to gauge the level of contamination and correct for it, this will
be discussed in Section 6.5.
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6.4 Data Cuts

6.4.1 Initial Selection

We begin by selecting events with a total of four detected clusters. We demand
that one of these four particles has been identified as a proton and the remaining
three as photons.

6.4.2 Clustering Algorithm and Photon Angles

Some of our biggest background contamination results from ambiguities in our
cluster identification algorithm. If our main concern is the artificial merging
of neighbouring clusters, we use our initial algorithm for cluster determination,
looking only at the nearest neighbours of the central cluster crystal (that with the
highest energy). If we are more concerned by the creation of extra false clusters
at the edges of the real ones (pseudo-split-off) we iterate outwards looking at the
neighbours of the neighbours and so on.

To observe the effect of the clustering algorithm, we look at the angle difference
between each of the possible combinations of two of the three photons in our event
sample. As can be seen in Figure 6.3, the basic, nearest neighbours, clustering
algorithm leads to a large peak at low angular difference where a single cluster has
been interpreted as two adjoining clusters, while the iterative clustering algorithm
leads to a reduction in the number of events with small angular differences.

To reduce this pseudo-split-off and thereby reduce the vp — pm® contami-
nation which results from the spurious detection of an extra cluster, we decided
to use the iterative cluster algorithm. Although this increases the likelihood of
merging neighbouring real clusters, and thereby introducing more vp — pr®7®
background into our data set, it was decided that reducing the yp — pm° back-
ground was a higher priority as the cross section for vp — pr® is several orders
of magnitude larger than that of yp — pr’n®. Also, the pseudo-split-offs can
make real four-cluster vp — ~/pr events appear to have five or more clusters
and thereby be rejected by our analysis, worsening the statistics of the final event
sample.

Having decided to adopt the iterative clustering algorithm in order not to lose
events, we further reduced the chance of yp — 7p entering our data set due
to pseudo split-off by placing limits on the allowed angular difference between
photon pairs. We only accepted events that had an angular difference between
all possible photon pairs of greater than thirty degrees (see Figure 6.4). Without
this cut, the simulation shows that yp — 7"p reaction contamination is three
times more likely to enter our final data set.

6.4.3 Removal of TAPS Background

As the central TAPS elements subtend an angle of only 2° from the centre of the
target along the beam line, they are very close to the photon beam. There is
a substantial random background of electrons and photons produced by atomic



6.4. Data Cuts

107

Counts

400

300

200

100

w

x10

o X Neighbours of central crystal only

B * Iterative cluster algorithm

S

I T I R R U RS B B .
g 20 40 60 80 100 120 140 160 180

Angle difference / degrees
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ensure no pseudo-split-off contamination. The black points show July data with
all cuts save the one under study, the red crosses show analysed gppi0a simulated
data and the blue crosses show analysed gppiOb simulated data.
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Figure 6.5: The time difference between photon pairs showing the effect of requir-
ing that the magnitude of the time difference between all photons must be less
than 7 ns. This removes events having four clusters due to random coincident
electromagnetic background in TAPS early in the analysis, but has little effect
on the final event sample. The green points show the time difference between all
possible photon pairs after only the initial particle identification and number cut
has been made. There is a large peak around zero corresponding to coincident
photons in the CB and TAPS. The low level EM background in TAPS through-
out the TDC time window can be seen. The black points correspond to the final
event sample without the application of the timing cut, showing that the constant
background is effectively removed by the other cuts.

interactions of the photon beam with the target and surrounding materials. This
background is strongly forward peaked and strikes the inner elements of TAPS.

Although these events may be removed from our analysis by other cuts (see
Figure 6.5), it is useful to remove them early in our analysis by looking at the time
difference between each possible photon pair, thereby increasing the speed with
which the data is processed. We loop over all three possible photon combinations
and remove any events from our sample that have a photon pair with a time
difference of greater than 7 ns.

However, after the timing is cut, some coincident electromagnetic background
remains within the 14 ns-wide window. It can be seen in Figure 6.6 that, after all
other cuts, if we do not explicitly remove this EM background, it would remain
in our event sample. Thus we are forced to demand that all photons (both 7°
decay photons and the 7) have a polar angle of greater than 8° in the laboratory
frame .

6.4.4 Identification of 7°

After removing the large electromagnetic backgrounds, we once again loop through
all possible combinations of two of the three photons. We look at the invariant
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Figure 6.6: The polar angle of 4" in the lab frame showing the effect of the cut
requiring all photon angles be greater than 8° (in the lab frame) on the polar
angle of the 7. Without this cut, 6., displays an unphysical peak below 8° where
the small angle random electromagnetic background in TAPS dominates the real
event sample. The black points show July data with all cuts save the one under
study, the red crosses show analysed gppi0a simulated data and the blue crosses
show analysed gppiOb simulated data.

mass of each of the possible photon pairs and assign the pair with the invariant
mass closest to that of the accepted 7 mass (134.9766 MeV [52]) to be the 7°
decay photons. The 7° four-vector is defined simply as the sum of the two photon
four vectors, we do not perform any mass corrections or other such alterations.
The third photon is then identified as the 7'

6.4.5 Proton Energy Correction

As we require the best possible energy resolution in order to minimise the back-
ground contribution to our final event sample, we then apply the proton energy
correction as described in Section 5.6 to the experimental data. We reject any
“uncorrectable” events in order to ensure consistency in resolution throughout our
final event sample.

Due to time constraints, it was not possible to construct a proton energy cor-
rection from simulated p(v, 7°p) events to apply to the simulated data. Instead,
we used a proton correction constructed by D. Glazier [111]. This correction
table was formed by calculating the average difference between the input and
registered energy for an input uniform phase space distribution of protons in a
series of energy and angle bins. As D. Glazier’s correction covers a larger en-
ergy and angle range than the experimental proton energy correction, we try to
match the experimental correction acceptance by rejecting simulated events with
10° < 0;“” < 26° or 9;“” > 66°.
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Figure 6.7: The energy of 7' in the centre of mass system, showing the effect of
a cut requiring E5™ > 30 MeV. Black points show July data with all cuts save
the one under study. The black points show July data with all cuts save the one
under study, the red crosses show analysed gppi0a simulated data and the blue
crosses show analysed gppiOb simulated data.

6.4.6 Beam Energy

As we are interested in vp — 'pr¥ events that proceed via A(1232) production,
there is little point in studying events with a photon energy below that of the
A(1232) production threshold. Also, to allow the A — A-~ transition, we require
more than the threshold energy, so we set our lower beam energy boundary at 300
MeV. At higher beam energies, vp — pr’7® begins to dominate proceedings, so
we limit the beam energy to be below 500 MeV. Thus for our total cross section
data we analyse events with a photon beam energy between 300 MeV and 500
MeV.

To see photon asymmetries, we require to look at data from a photon energy
range with a reasonable degree of linear photon polarisation. Thus, when we
produce photon asymmetries, we analyse data with a photon beam energy of
between 340 MeV and 440 MeV for the July beam time (where the polarisation
edge was ~440 MeV) and between 300 MeV and 400 MeV for the September
beam time (where the polarisation edge was ~400 MeV).

6.4.7 Real Split-Off Removal

To reduce the risk of yp — pn® events which undergo real split-off entering our
event sample, we set a lower bound on the acceptable 4" energy of 30 MeV when
evaluated in the centre of mass frame of the initial photon and target (see Figure
6.7). This also allows us to compare directly with the previous result of M.
Kotulla, as all of the cross sections reported in [1] are for E5™ > 30 MeV.
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6.4.8 Momentum Conservation

If our hypothesis is correct, and the event under study is a vp — 'pn° event,
when we look at the momentum balance in x, y and z coordinates independently
(defined in Equations 6.1 to 6.3), we should see Gaussian distributions which are
symmetrical around zero, as illustrated in Figure 6.8.

miss

yo =Pzr0 + Dy + Pazp — Davy (61)

miss

Py =Pyn® + Dyy + Pyp — Pyy

miss

b =Pzr0 + Dy + Dzp — D2y

We apply cuts to remove the few events in the tails of the Gaussian distributions of
-45 MeV < pj"** < 45 MeV, -40 MeV < pi"*** < 40 MeV and -75 MeV < pJ"** <
75 MeV. The p7"** distribution is not centred on zero, we believe this to be due
to a slight target / detector misalignment of the order of 10mm.

6.4.9 Removal of yp — pr’ by Pion Energy

As the cross section for yp — pr¥ is large, relative to that of our process of
interest, we need to be very stringent in our criteria for the rejection of yp — pm®
events. One way we can do this is to use the kinematic over-determination of
vp — pr¥ to test the ¥ kinetic energy. If we make the assumption that the event
under study is yp — pr®, we can calculate the anticipated 7° energy using the
equations:-

(s 4+m2, —m))

2x /s

s =2E,m, +m>, (6.5)

Eho =

(6.4)

where m. o and m,, are the masses of the 7 and proton, respectively, F o is the
calculated kinetic energy of the 7° in the centre of mass frame, and s (the square
of the total centre of mass frame energy) is as defined in Equation 6.5 where E.
is the photon beam energy in the laboratory frame.

If we look at the difference between FE o calculated using the beam energy and
particle masses and the measured F,o, we see the results displayed in Figure 6.9.
The green points show the data half-way through our analysis to illustrate the
shape of the yp — pr® contamination peak. By demanding that the difference
between the measured 7° energy and that calculated on the basis of the yp — pm®
hypothesis be less than -25 MeV we reduce the probability of vp — pr° events
entering our yp — +'pr’ event sample by removing the small enhancement around
zero that can still be seen in our data set (black points) after all other cuts have
been performed.

6.4.10 Invariant Mass Difference

If the event under study is a p(7y,7'7’p) event, then evaluating the difference
between the total invariant mass of the 7° and 4" and the missing mass calculated
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Figure 6.8: The momentum balance in x-, y- and z-directions in the laboratory
system showing the effect of the missing momentum cuts (Section 6.4.8). The
black points show July data with all cuts save the one under study, the red crosses
show analysed gppiOa simulated data and the blue crosses show analysed gppiOb
simulated data. The simulation results agree well with the measured distribu-
tions. The discrepancy in the centre of the z-distribution should be remedied by
incorporating the slight target misalignment (~10mm) into the simulation.
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Figure 6.9: The difference between the measured energy of the 7¥ and that cal-
culated using p(v, 7°p) kinematics in the centre of mass system, showing the cut
requiring the difference be less than -25 MeV. Green points show data before all
cuts are made to illustrate clearly the width of the zero-centred vp — pn° events.
The black points show July data with all cuts save the one under study, the red
crosses show analysed gppiOa simulated data and the blue crosses show analysed
gppiOb simulated data. A small enhancement can be seen around zero in the
final data, this is removed by our cut, without sacrificing too large a proportion
of our final event sample. The gppiOb simulation results agree well with the final
distribution and therefore is used for the final cross section normalisation.
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the one under study, the red crosses show analysed gppiOa simulated data and
the blue crosses show analysed gppiOb simulated data.

using (beam + target - outgoing proton) as defined by Equation 6.6

AM = \[(Ey + )2 = (Dy + Dro)2 = (B, + By) = F,)? — (b, — Pp)?,
(6.6)
where E,, E,,, E,, Eo and E, are the total energies of the incoming photon,
target proton, outgoing photon, 7° and final proton respectively; and p,, p,
pro and p, are the momentum three-vectors of the beam, outgoing photon, 7°
and outgoing proton respectively, should give a distribution centred on zero. We
applied the limit -40 MeV < AM < 40 MeV (Figure 6.10).

6.4.11 Missing Mass of the +/
Mo (7°D) = (B, + Ey,) — (Eqo + Ep))* — (py — (Pp + Pro))” (6.7)

The square of the missing mass defined in Equation 6.7 (where the symbols
carry the same meaning as in Equation 6.6) should be the square of the invariant
mass of the production photon and as such should form a peak centred on zero.
Any vp — pr7® events entering the event sample due to a missed photon (the
biggest background contribution in the previous experiment) will form a peak
centred around 0.018 (GeV/c?)? = m2,. As can be seen from Figure 6.11, the
contribution around 0.018 (GeV /c¢?)? is small, but non-negligible, and as such we
impose the limit that -0.01 (GeV/c?)? < M2, .. (7°p) < 0.01 (GeV/c?)? to remove
the missing photon p(v, 7°7%) background.

As can also be seen from the green simulated p(y, 7°7%p) distribution in Figure
6.11, we have a more insidious problem (as previously explained in Section 6.3.2).
The majority of the p(v, 7°7%p) contamination entering our event sample results
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Figure 6.11: The missing mass of the 7/, as defined in Equation 6.7. The green
circles show the results of the simulated vp — pm°7® data. The black points show
July data with all cuts save the one under study, the red crosses show analysed
gppila simulated data and the blue crosses show analysed gppiOb simulated data.

from artificial cluster merging, which places the p(v, 7°7%) background in the
same region of the M2, (7°p) distribution as the true p(y,y'7"p) events.

miss.

6.4.12 Invariant Mass of the 7

A cut on the invariant mass of the reconstructed 7° seems one of the most simple
and hence one of the first cuts we should perform on our data. However, from the
simulation results for p(v, 7°7%p), it is obvious that we cannot totally remove the
p(7y, ™7%) contamination due to cluster merging from our data set by kinematic
cuts alone. After examination, we found that only the invariant mass of the 7°
was sensitive enough to show the results of this p(y, 7°7’p) contamination either
side of the real data peak after all the other cuts had been applied to the data
as can be seen in Figure 6.12. Thus we applied this cut to our data last, in order
that we might use a fit to the background either side of the peak to establish
the background underneath it. To remove the background that clearly does not
belong to the event sample, we applied a cut of £20 MeV either side of the
accepted 7° mass.

6.5 27" Background Subtraction

To remove the p(vy,m7%) background after all the kinematic cuts had been
applied to the data, we chose to apply two different methods, described in Sections
6.5.1 and 6.5.2. This allowed us to check the consistency of the final vp — +'7%
cross section.
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Figure 6.12: The invariant mass of the 7¥ after all other cuts have been made,
showing the final invariant mass limits. The p(, 7°7%p) background can be clearly
seen either side of the true event peak. The black points show July data with all
cuts save the one under study, the red crosses show analysed gppiOa simulated
data and the blue crosses show analysed gppiOb simulated data. The correction
for this background is discussed in Section 6.5.

6.5.1 7 Invariant Mass-Based Subtraction

As can be seen in Figure 6.12, there is a distribution either side of the 7° peak
which results from the p(v, 7°7%p) contamination. The shape of the high mass
tail is very similar to the shape of the 7° invariant mass distribution produced
by the simulated p(v,7°7"p) events (Figure 6.13). The distribution of gppila
and gppiOb events in Figure 6.12 suggests that the real p(v,y'7"p) events do not
contribute significantly above an invariant mass of 155 MeV, and so the events
above 155 MeV should be predominately due to the p(vy,7°7%) contamination.
We fitted the invariant mass distribution from the p(vy, 7°7%p) simulation to the
data by scaling the p(vy, 7°7%p) 7° invariant mass distribution to have the same
integral as that of the data between 155 MeV and 180 MeV. The scaled simulation
result was then subtracted from the data to correct the number of events.

The sum of simulated p(v, 7°7%p) and p(v,v'7p) events matches the data in
Figure 6.13 very well both at and above the true 7° invariant mass. At lower
masses, it can be seen that there is a slight enhancement in the data relative to
the simulation. This we assume is due to a combination of p(v, 7’p) contamina-
tion and the simple model used to simulate the p(v,~'7%p) event distributions.
However, the discrepancy is relatively small inside the invariant mass cut that
we apply. Unfortunately, the acceptance of p(,7"p) events is so low that it
is impractical to produce a sufficiently large simulated event sample to perform
a solely-simulation-based subtraction within the time constraints of this work.
From Figure 6.14, it can be seen that the level of background increases with in-
creasing beam energy, with very little background below 450 MeV which is the
region of interest.
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Figure 6.13: The invariant mass of the 7¥ after all other cuts have been made,
showing the applied cuts. The blue points correspond to the results from the
p(7y, 7™7%) simulation, the red from gppiOb simulation results and the green
points show the sum of the two simulated contributions. The green trace matches
the black experimental data points at and above the true 7° invariant mass.

6.5.2 p(v,m°7p) Cross Section-Based Subtraction
Y

From the simulated p(vy, 7°7%p) events, we can calculate the rate of acceptance
for these events in the same way as for our desired reaction. We can then use
this to normalise the cross section measured in [23|, to produce the effective
contamination cross section due to p(y, 7°7%). First, we plotted the measured
p(v, 77%) cross section (o’ in photon energy bin i), averaged over the same E,
bins as our final cross section (see Figure 6.15). We then plotted the acceptance
of p(y, m™7%) events (e;(%pwoﬂo) in bin i) by taking the the number of simulated
p(v, 7™7%p) events surviving all of the cuts in each E, bin ( N for bin i) divided
by the total number of simulated events from that F. bin (N! in bin i) (Equation

6.8, Figure 6.16).

Ny
Ni  “p(rpmOn©) (6.8)
0'2 = Ui62(77pW0W0)- (69)

Applying Equation 6.9 gives the level of contamination in our data set (¢¢ in bin
i), to be subtracted from the final p(v,~/pn°) cross section (Figure 6.17).

6.6 p(v,7p) Background Subtraction
Unlike the p(v, 7°7%) background subtraction, only a tiny fraction of p(v,7p)

events pass all of the cuts as described in Section 6.4 (67 events from a 3 X
10% input event set). However, due to the fact that the p(v,7%p) total cross
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Figure 6.14: The subtraction of p(v, 7°7%p) background based on the invariant
mass of the 7° after all other cuts. The four panels show the variation in back-
ground with increasing £, in 50 MeV-wide £, bins. The black points show the
original unsubtracted data, the red shows the p(~y, 7°7’p) contribution to be sub-
tracted and the blue shows the final subtraction result. It can be seen that only
minimal subtraction is required at £, < 450 MeV where the photon asymmetries
and pa+ are evaluated.
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Figure 6.18: The cross section of p(v, 7’p) from [23].

section is several orders of magnitude larger than that of p(vy, 7°7%), the resulting
contamination was comparable in magnitude to that of p(v,7°7%). We found
no single variable that would allow us to cleanly separate and gauge the level of
the p(~y, 7'p) contamination as the 7° invariant mass did for p(v, 7°7%). Instead
we formed an estimate of the p(vy,7°p) contamination using the p(y, 7°p) cross
section measured in [23| in combination with the event acceptance level obtained
from the simulation, as for p(y, 7°7%p) in Section 6.5.2.

First, we calculated the mean value of the cross section from [23| for each of
our final p(y,7'7"p) cross section E., bins, shown in Figure 6.18. We then worked
out the fraction of p(v, 7%p) events surviving all of our p(v,~'7’p) event selection
cuts for each E. bin (Figure 6.19), using the 3 x 10° event uniform phase space
based p(v,7%) simulated data set. By multiplying these two histograms, we
found our final p(v,7%) contamination to be as shown in Figure 6.20. This is
far smaller than the p(v, 7°7"p) contamination at high E., but provides a ~10%
correction to the cross section in the lowest £, bin.

6.7 Cross Section

The total cross section of a reaction is the probability that, given a single proton
and a single photon, the reaction under study would take place. It is expressed
in terms of an area, usually in barns?. To produce a reaction cross section, one
simply has to calculate the number of events that occurred in the experiment and
divide that number by the product of the number of protons and photons available
to the reaction. In our case, the Equation takes the form given in Equation 7.1.

fvévents

= 6.10
Setagg. (FWO /Fwo—vy'y)ptargetECBTAPS ( )

o

21 em2=1 x 10%* barns
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Figure 6.21: Tagger scalers (upper left), multiplied by the tagging efficiency (up-
per right) give the number of photons impinging on the target from each Tagger
channel (lower histogram).

We calculate the number of photons available to the reaction by multiplying the
total number of counts in the Tagger scalers (5) by the tagging efficiency (€iq4.)-
The number of protons is given by the target areal density (prarget), expressed
as nuclei per barn. We then scale the number of detected events according to
the detector efficiency (ecpraps) and the branching ratio for 7° — ~v decay
(Tro/Tro_r,) = 0.98798 |52]) to give the total number of 7° producing reactions
of interest that occurred.

To calculate the total cross section experimentally, as a function of the in-
coming beam energy, we have to calculate Equation 7.1 for each E, bin. Firstly
we make a histogram of the Tagger scaler counts for each Tagger channel and
the mean tagging efficiency (Section 5.2.4) for each channel as shown in Figure
6.21. The product of these two histograms (also shown in Figure 6.21) gives the
number of photons impinging on the target in coincidence with the electron hits,
Tagger channel by Tagger channel. We then sum the number of photons in each
photon energy bin as shown in Figure 6.22 using the ladder energy calibration
as described in Section 5.2.3 to give the correspondence between Tagger channel
number and incident photon energy.

To determine the number of protons in the target, we use the known target
temperature (21 K) and pressure (1080 millibar) to give us the target density of
70.55 kg/m? [19]. The target length was found to be 47.640.3 mm by a combina-
tion of X-raying the target apparatus when cold and studying the deformation of
the inside window (which cannot be seen on the x-ray) under cooling before the
target was installed. We then divide the product of the density and target length
by the known mass of a hydrogen atom (1.67 x 10727 kg) to give us a target areal
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times.

density of 0.20064 nuclei (protons) per barn.

To calculate the number of events, we begin by making a histogram of the
total number of detected events of interest for each £, bin as shown in Figure
6.23. As the detector system is not 100% efficient, we must scale the number of
detected events by the efficiency of the detector system to get the total number
of events of interest that occurred during the experiment. To calculate this, we
simply divide the number of simulated p(v,~'7"p) events in each E. bin passing
all of our analysis cuts by the number of events in that £, bin in the initial
generated event file, giving the efficiency (ecpraps) as shown in Figure 6.24. To
get the total number of events which occurred we must also scale by the branching
ratio for 7° — 7 decay ((T'yo/Tro_.,) = 0.98798 [52]) as not all of the produced
7% will decay by the 7 — ~~ route that our analysis selects. This then gives
us the total number of events that occurred during our experiment, as shown in
Figure 6.25.

To obtain the total cross section, we divide the number of detected events by
the target areal density (scaling Figure 6.25 by 1/0.20064), and divide the result
by the number of photons impinging on the target (Figure 6.22) E. bin by E.,
bin, to give the results which are presented and discussed in Chapter 7.

6.8 Photon Asymmetry

The photon asymmetries and associated errors were calculated as described in
Appendix C. We only calculated asymmetries for the July and September data
sets as the January set was far smaller, had a slightly different Tagger energy
calibration and a polarisation edge ~10 MeV lower than the September data set.
Thus combining the January data with that from September would have caused
an increase in systematic error greater than the decrease in statistical error due
to the larger event sample.
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Figure 6.25: The total number of p(v,7'7"p) events in each E. bin for all beam
times.

As seen in Figure 6.14, very little p(y, 7°7%) contamination is observed below
an incident photon energy of 450 MeV. To perform a full p(vy, 7°7%p) subtraction
on each of the I,, E» and ¢,0 bins required for our asymmetry calculation would
have required a far larger event sample than was feasible during the time scale of
the present project. Instead, we rely on the fact that by fitting to the 7° invariant
mass distribution, we estimate the level of p(y, 7°7%) contamination to be 2.93%
for the July data set (where we analyse £, from 340 MeV to 440 MeV), and 0.2%
for the September data (where we analyse £, from 300 MeV to 400 MeV). The
effect of this contamination will be discussed more fully in Chapter 7.

6.9 Analysis of p(v, 'p)

In order to test for various systematic effects and to provide a cross check of
our p(7y,~'7"p) analysis, we also examined p(y, 7’p) for the same data set. The
analysis was simple. We selected events with three clusters. We then looped
through all three possible combinations of particles to reconstruct a 7° and proton
pair. We selected the combination which gave the azimuthal angle between the 7°
and proton closest to 180° and required that the two particles which reconstructed
the best 7° both be identified as photons. We then cut on a reconstructed =°
invariant mass between 115 MeV and 155 MeV and a 7° missing mass of between
898.2 MeV and 978.2 MeV.

We first analysed the set of all events which passed the above basic cuts. We
then looked at three overlapping subsets of the selected data: (1) events in which
the proton had been identified as a proton by the detector particle identification;
(2) events for which it was possible to apply the proton energy correction; and
(3) events in which both the proper proton identification and the proton energy
correction had been made. Subset (3) had passed conditions closest to those
required of our p(v,7'n%) data set, so should provide a good testing ground
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for our p(v,~'7"p) analysis. Subsets (1) and (2) and the overall data set will be
analysed to test our hypotheses on the possible causes of any observed systematic
effect, but this was not possible within the time constraints of this work.

We produced a normalised excitation function for subset (3) which will be
discussed in Chapter 7.
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Chapter 7

Discussion of Results and
Conclusions

7.1 Total Cross Section Results

Using the event reconstruction and selection techniques described in Chapters 5
and 6 we obtained our final event sample. We then determined the total cross
section for yvp — v'7%p and a normalised yield for vp — 7% using Equation 6.10
(restated below for ease of reference):

Nevents

Setagg. (FTFO /Fwoﬁww)ptargeteCBTAPS .

g

7.1.1 Total Cross Section of vp — v'7'p

The total cross section of p(vy,7'7p) was found using the method described in
Section 6.7. The p(v, 7°7%p) background subtraction methods described in Sec-
tion 6.5 were applied. In Figure 7.1, it is clear that the two methods of p(~y, 7°7p)
background subtraction produce total p(v,'7%) cross sections that agree up to
around 450 MeV. Above that point, the two correction results diverge. However
the region up to 450 MeV is the most important for both pa+ extraction and the
accuracy of our final photon asymmetry results, so the divergence beyond this
point is not of great concern in this work.

As the 7° invariant mass-based subtraction (Section 6.5.1) produces smaller
subtraction-related errors and relies only on the simulation and its fit to data
— while the p(vy, 7%7%) cross section-based subtraction (Section 6.5.2) relies on
the simulation and a previously measured cross section — we decided to adopt
the 7¥ invariant mass-based subtraction as our standard method of cross section
determination.

We then subtracted the p(vy, 7°p) contamination using the method described
in Section 6.6. The effect of the subtraction is shown in Figure 7.2. The increase
in the final error due to the p(y,7°p) background subtraction can be minimised
by increasing the size of the simulated background event sample.

Cross section determination and the subtraction of the two major background
processes produced the results shown in Figure 7.3, where the cross section deter-
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Figure 7.1: The p(v,7'n%) cross section, before p(vy,7’p) subtraction, for the
entire data set, illustrating the methods of p(v, 7%7%) subtraction. The square
markers represent, the raw p(y, v'7%p) cross section before p(y, 7%7%p) subtraction,
the open circles indicate the cross section after subtraction using the p(y, 7°7%p)
cross section measured in [23], and the triangles represent the cross section after

subtraction by fitting to the 7

0 invariant mass distribution. The subtraction

methods agree well in the region £, < 450 MeV where both photon asymmetries

and pa+ are evaluated.
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Figure 7.2: The p(7y, 7) background subtraction from our p(v,~'7°p) cross sec-
tion determination. Filled circles and triangles show the p(v,~'7p) cross section
for the full data set before and after p(y, 7°p) subtraction, respectively, and open
circles show the p(v, 7%) contamination calculated as described in Section 6.6.

mination is shown for each individual beam time and the full data set combined.
The data from the short January beam time has relatively poor statistical ac-
curacy and although the July and September data agree within errors, the July
cross section is systematically higher than that from September. This bears fur-
ther investigation. However, as all three beam period results agree within their
statistical error bars, we combined the data from all three data sets to produce
a cross section using the full ~20,000-event data set. Figure 7.4 shows this final
total cross section for p(v,7'7p) as compared to the previous measurement and
the prediction of the YEFT model [9]. Full results are listed in Appendix D.

7.1.2 Normalised Yield for vp — 7'p
Nevents

o=
Setagg. (PWO /Fwoﬂﬁ/ﬁ/)ptarget €CBTAPS

(7.1)

The normalised yield of p(v,7’p) was constructed using Equation 7.1. We used
the same Ny, S, €tagg., (Dr0/Tr0_rr)); Prarget and €cpraps values as the p(vy, v'7°p)
measurement. Ng,e.:s represented the number of events selected using the method-
ology described in Section 6.9. The ecpraps was based on an analysis of the
uniform phase space based p(v, 7%) simulated event set using the selection crite-
ria defined in Section 6.9. The normalised yield was measured purely as a check
of our cross section normalisation and to see if the systematic effects observed
in the p(7y,y'7%) channel were replicated here. We found that the July data
set once again gave a systematically higher cross section than the September



130 Chapter 7. Discussion of Results and Conclusions

80

c/nb

70

60 _<§_.—‘$:*$* i ’d
i—
1

At

50

40

30

20

10

550
Ey/MeV

1 1 1 1 I 1 1 I 1 1 I 1 1 I 1
950 300 350 400 500
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data set. The normalised excitation function reproduced the expected shape of
the p(y,7°p) cross sections reported in [23,24] (Figure 7.5). At high E., our
normalised yield agrees well with the previous cross section measurements by
Kotulla |23] and Leukel [24]. However, at low E, it can be seen that our nor-
malised yield is around 20 % smaller than the prior results due to deficiencies in
the acceptance calculation which are discussed below.

7.1.3 Systematic Error in Cross Section Measurements

As the target length when cold was established by making an X-ray image of
the target when it was at the standard temperature of 21 K, the target length
is known with a precision of +1%. During experimental running the pressure
in the target cell was never more than 20 mbar away from the standard value
(1080 mbar). A 20 mbar fluctuation would cause a density fluctuation of +0.1%.
Allowing ~ 1% for temperature fluctuations, we estimate the uncertainty in N,
(Equation 7.1) to be of the order of +2%.

To truly test the effect of the tagging efficiency variation, we constructed a
minimum and maximum tagging efficiency by running through all of the tagging
efficiency measurements for the July run and recording the extreme values for
every single channel (Figure 7.6). We then used the artificially constructed mini-
mum and maximum tagging efficiency data sets in place of the average and found
the artificially low/high cross sections to be 94.9%/105.1% of the cross section val-
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Figure 7.4: The final p(v,~'7%p) cross section. Triangles show the cross section
from this work and circles show that determined in [23|. The solid line shows
the prediction of the YEFT model [9]. The yEFT model is currently undergoing
further development, which should bring the model prediction closer to the mea-
sured cross section. The final results from this work represent a vast improvement
in statistical error over the previous measurement.
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Figure 7.5: The normalised yield for p(~y,7%) from this work compared to the
cross section measured in [24] (squares) and [23] (filled circles). Triangles show
the yield from the July data set, open circles show that from the September data
set. After the simulation is extended to include trigger effects we expect the low
E., discrepancy to vanish (see Section 7.1.3).

ues obtained using the mean tagging efficiency measurement. As these extremes
of tagging efficiency combined the extremes of every channel in one measurement
and so would not normally occur, we estimate that a systematic error of < 2.5%
is more representative of the true variation.

In order to correct the cross section for acceptance effects, we used a detection
efficiency based on the gppiOb simulated event data set as described in Section 6.1.
The gppiOb-derived ecpraps was selected as the simulation results produced from
the gppiOb input file agreed with the final experimental kinematic distributions
more closely than those derived from the gppiOa input file (see Figures 7.7, 7.8
and 7.9). In order to investigate the effect of this choice, we evaluated the cross
section using the efficiencies derived from both simulated event sets separately.
We then looked at the result of dividing the cross section derived from the gppiOa
by the cross section derived from gppiOb (Figure 7.10). From this we estimate
that the “toy” models used to generate simulated events induce a cross section
error of <5 %.

In addition to the systematic error of +4.5% resulting from the target areal
density and the photon flux, we believe that there is considerable uncertainty
in our cross section measurements due to the detector acceptance normalisation
(ecpraps) from the simulation. This uncertainty results from several factors:

1. As explained in Section 6.1, for the simulation to produce an accurate
€cpraps it requires a generated event set which matches the kinematic
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distributions of the final data set well. As can be seen from Figures 7.7, 7.8
and 7.9, the simulation results don’t match the observed energy and polar
angle distributions as well as they should for p(y,v'7%p). This can be partly
explained by our input generated event set which was based on very simple
principles for p(vy,v'7%p) (Section 6.1). The full model-based p(v,~'7p)
event generator was not available when the simulations were run, and we
estimate that it will alter the final cross section by <5 % as discussed above.
This effect is even greater for p(~y, 7p) as this was normalised using only a
very basic uniform phase space distribution.

2. The Crystal Ball simulation was mature when the CB-TAPS detector setup
began operation, however it had only been used for photon-based Crystal
Ball-only experimental simulations. The charged particle response of the
Crystal Ball had not been extensively studied and the exit tunnel geometry
had never been important, so was not developed to the level of accuracy
required to evaluate the combined CB-TAPS acceptance properly.

3. The other detectors: TAPS, the PID and MWPC, have been added to
the simulation, but their responses are not yet fully developed, and some
areas of their geometry such as the PID and MWPC electronics are not
adequately modelled (see Section 6.1.2). The forward angle electronics and
TAPS particle identification are areas in urgent need of study, as can be
seen in Figure 7.9 where the simulated TAPS proton detection exceeds that
observed by more than a factor of three. We were unable to improve upon
this situation before the production of these results, however further study
and improvement is underway.

4. The final issue is that of the experimental trigger. This is not yet incor-
porated in the detector simulation. In Section 4.6.1 we explain how the
highest level multiplicity triggers are constructed by counting the number
of sectors (logical ORs of 16 crystals in the CB or 90° sectors in TAPS)
which meet the required energy thresholds. The experiment ran with a
multiplicity 3 (M3) trigger in conjunction with a prescaled multiplicity 2
(M2) trigger (reduced by a factor of 48). The software clustering algorithm
does not group the detector elements in the same way as the experimental
multiplicity triggers, and to reduce the rate due to the low angle background
in TAPS the three innermost TAPS detector rings were not included in the
cluster multiplicity trigger. Therefore, although we may require events with
a minimum of three software-determined clusters to form p(v, 7°p) events in
our analysis, there is a possibility that a large fraction of these events were
read out due to an M2 rather than an M3 trigger and so were downscaled
by a factor of 48. This is less important for the main p(vy,7'7%p) analysis
as we require four clusters, three of which have a spacing of greater than
30° so this makes it highly unlikely that events surviving our software cuts
(which are also applied to the Monte Carlo data) have resulted from an M2
trigger.

Although the systematic effect due to the poorly known ecpraps is currently
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far larger than that due to either that tagging efficiency or target density, this
error has a far greater potential for improvement. We believe that, with careful
improvement of the simulation, the uncertainty in ecpraps may be reduced to
the same order as the other systematic contributions.

7.1.4 Discussion of Total Cross Sections

We see a systematic difference between the July and September results for both
p(7y,v'7%) cross sections and p(~y, 7p) normalised yield. This effect is small, and,
for p(y,~'7%), smaller than the statistical error. This difference may be due in
part to the damage caused to the PID during the target dismount which occurred
after the July beam times and so would affect the September and January data
sets. This effect may be corrected for when we adjust the PID scintillator efficien-
cies in the simulation, this was not possible within the scope of the present work
due to time constraints. However, the effect is sufficiently smaller than the sta-
tistical uncertainty to allow combination of all three data sets for the evaluation
of the p(v,~'7°p) total cross section.

The p(y, 7°p) normalised yields are significantly lower than previous measure-
ments for £, < 375 MeV. As explained above, these yields are much more strongly
affected by the inadequacies of the ecpraps calculation than the p(v,7'7%p) mea-
surement. This effect is strongest at low E, where the probability of the event
causing an M3 trigger is lower due to the lower cluster energies involved. Thus
low energy events are more likely to be caused by an M2 trigger and hence be
prescaled. This is not accounted for in the simulation.

More work must be done both on the event-generator models and on the
detector models in the simulation code in order to produce a sound absolute
normalisation for the data and therefore a credible cross section for p(y, 7°p) over
the whole E, range. Only once these corrections are complete will the p(v, 7°p)
cross sections be truly ready for comparison with the published data.

The ecpraps calculation is better for p(y,y'7"p), and the resulting cross sec-
tion agrees well with the total cross section from [1,23]. However, we anticipate
that the final cross sections may change by up to ~ 10% as the ecpraps calcula-
tion is improved. The subtraction of p(y,7%p) contamination from our data set
could also be improved by increasing the size of the simulated event set. Forming
the simulation input event set on the basis of a realistic model of the p(v,7p)
reaction rather than the simple uniform phase-space distribution would further
improve the accuracy of the subtraction. The YEFT model prediction does not
agree well with the data, however, this model is in an earlier stage of develop-
ment than the Unitary model (for the latest iteration of which model predictions
of total cross section were not available). For the final extraction, the ratio of the
p(7,7'7p) to p(v, 7™p) cross sections will be compared to the model predictions
as this removes some of the systematic differences between both models and the
data. As can be seen in Figure 7.5, we are not yet at a stage where this can be
calculated with any confidence from the measured cross sections.

However, although the absolute normalisation of the cross sections still re-
quires some work, the main point we can draw from our cross section studies is
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Figure 7.7: Kinematic distributions of final state 7/ in the centre-of-mass frame
for the July data set: polar angle (upper panel), azimuthal angle (middle panel)
and energy (lower panel). Black crosses correspond to the final July data set,
red to the gppi0a simulated data set and blue to the simulated gppiOb data set.
The gppiOb simulation results agree well with the real data, with only slight
disagreement in the £/ spectrum, which should be remedied by the adjustments
to the simulation listed in 7.1.3.
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Figure 7.8: Kinematic distributions of final state 7° in the centre-of-mass frame
for the July data set: polar angle (upper panel), azimuthal angle (middle panel)
and energy (lower panel). For further notation see Figure 7.7. The gppiOb sim-
ulation results agree with the experimental data better than gppiOa. The slight
disagreement in the 6,0 and E o spectra should be remedied by the adjustments

to the simulation listed in 7.1.3.
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Figure 7.9: Kinematic distributions of final state proton in the centre-of-mass
frame for the July data set: polar angle (upper panel), azimuthal angle (middle
panel) and energy (lower panel). For further notation see Figure 7.7. Again the
gppi0b simulation results agree with the experimental data better than gppi0a.
The disparity between the simulation results and experimental data at low 6,
should be remedied by the adjustments to the simulation listed in 7.1.3.
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input generated event set to be smaller than the deviations observed here.
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that our two methods of p(~y, 7°7%p) background subtraction agree in their result-
ing p(v,7'7"p) total cross sections for E. up to 450 MeV. Thus we can conclude
that we understand this contamination well and can make proper estimate of its
effect on the resulting photon asymmetries.

It should also be noted that the main purpose of this work is to observe
the photon asymmetry of p(y,7'n’p). The absolute normalisation coefficients
cancel out in an experimental photon asymmetry measurement, as explained in
Appendix C. Thus, although of some concern, the uncertainty in the absolute
cross section normalisation due to the underdevelopment of the simulation pack-
age does not remove the validity of our final resulting asymmetries and therefore
does not prevent us achieving the primary goal of this work.

7.2 Photon Asymmetry of vp — pr’y/

We obtained the cos(2¢) distributions shown in Figure 7.11 using the event re-
construction and selection techniques described in Chapters 5 and 6 and the
asymmetry construction detailed in Appendix C. We then fitted the function

Y(¢) = Acos(2¢ — 0.5625°) + ¢

(as described in Appendix C) to the resulting distributions. The photon asym-
metry for all 0,0 and all £, was found to be 0.404 £ 0.087 for 340 MeV < £, <
440 MeV and 0.571 £ 0.097 for 300 MeV < E. < 400 MeV (Figure 7.11).

After evaluating the photon asymmetry for the whole data set, we subdivided
it into £,/ bins in order to evaluate the variation of photon asymmetry with E.,.
The results are shown in Figure 7.12.

In the calculation of our systematic error we accounted for two factors: (1)
errors in the absolute degree of linear polarisation and (2) contamination by
p(y, 7™7%) events. It was not reasonable to subtract the p(vy, 7°7%p) contami-
nation from each event sample bin-by-bin as this would involve subtracting the
contamination individually for each para/perp, E,, and ¢,0 combination. This
would rely on the p(v, 7°7°p) simulation to an even greater extent than the cross
section determination. As the acceptance for p(v, 7°7%p) was estimated using an
event set generated as a uniform-phase-space distribution, this would result in
a massive model-based error. Instead, we observed that the shift in the photon
asymmetry caused by any background process can be calculated as

N

A<Ea> = m(Z]ﬁ

—Xa) (7.2)

where >, and N, are the photon asymmetry and number of events of the de-
sired type («) in the event sample and X3 and Nj are the equivalent variables
for background channel 3. The worst case scenario occurs when o and ( have
an asymmetry of 1, but with opposite sign. In that case, the maximum A(Y) is
twice the proportion of the final event sample which results from the background
process under consideration, e.g 2 x (Ng/(Nz+ N,)). Thus, to evaluate the max-
imum possible influence of p(y, 7°7"p) contamination, we have to work out the



7.2. Photon Asymmetry of yp — pm°y' 141

Photon asymmetry for p(y, y’no p) for 340<E <440MeV x? / ndf 7.835/13
am— i Prob 0.8542
- po 0.0206 + 0.0600
0.8— p1 0.4042 + 0.0874
0.6—
0.4F
0.2=
o
0.2
04—
-0.6—
-0.8—
1 : 1 1 I 1 1 1 1 I 1 1 1 1 I 1 1 1 1 I 1 1 1 1 I 1 1 1 1 I 1 1 1 1 I 1 1
-150 -100 -50 0 50 100 150
¢n° / degrees
Photon asymmetry for p(y, y'z° p) for 300<E 400MeV || %2/ ndf 14.11/13
O | Prob 0.3658
- ‘ po 0.02536 + 0.06673
C p1 0.5713 + 0.0974

0.5

JF

_15|||||||||||||||||||||||||||||||||||
-150 -100 -50 0 50 100

150
¢n° / degrees

Figure 7.11: Cos(2¢) fit to the p(~y,+'7"p) azimuthal distribution for all 6,0 and
E., using: July data set with 340 MeV < E, < 440 MeV (upper panel) and
September data set with 300 MeV < E, < 400 MeV (lower panel). Plots show
statistical error only.
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Figure 7.12: Variation of asymmetry with E., for p(v,7'7"p) for all 6,0 and E.,
using: July data set with 340 MeV < E., < 440 MeV (upper panel) and September
data set with 300 MeV < E. < 400 MeV (lower panel). The points at E, = 0
MeV are derived from the analysis of p(~y, 7%) with the same cuts as p(7,7'7p).
Points show statistical error bars, grey-shaded bars show the magnitude of the
absolute systematic error in each bin. The smaller systematic uncertainty for 300
MeV < E., < 400 MeV is due to the factor of ~10 lower p(~y, 7°7"p) contamination.
The model predictions are shown in Figure 7.13 for comparison.
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proportion of events in each F./ bin that result from the p(v, 7°7°p) background.
We estimated the total level of p(v, 7°7"p) contamination in the 340 MeV < E, <
440 MeV July sample and the 300 MeV < E, < 400 MeV September sample using
the ¥ invariant mass fit (Section 6.5), which gave 2.93 % and 0.199 % respectively
(Figure 7.14). We then scaled the E., distribution obtained from the simulated
p(7, 7°7%) simulation results until it accounted for the appropriate proportion
of the whole event sample. It was then possible to calculate on a £./-bin-by-F.-
bin basis what fraction of the involved events came from p(vy, 7°7%p) - see Figure
7.14. As the maximum possible change in X is twice the fraction of p(v, 7%7p)
contamination in each bin, and the minimum change would be zero (when the
asymmetry in the background process is the same as that in the process of inter-
est), we took the mean value - the fraction of p(v, 7°7%p) contamination in each
bin - as our systematic error in the asymmetry measurement due to p(v, 7°7%p)
contamination. For example, 5 % p(v, 7°7’p) contamination leads to an error of
40.05 in the asymmetry measurement. It would be possible to better determine
the effect of the p(v, 7°7%p) background on the final asymmetry by selecting on
the p(v, 7°7%) region of the 7° invariant mass plot and evaluating the photon
asymmetry of the background process, but this was not possible within the time
scale of this work.

When evaluating the possible systematic effects in the calculation of degree of
linear polarisation we focused on the effect of shifting polarisation edge position.
As we assumed that anb (Section 5.7, [84]) is accurate to within ~1 %, and
the effect of polarisation edge shifting causes changes of between 4 % and 20 %
in the final asymmetry results, we considered only the dominant effect. During
experimental running, the maximum deviation from the chosen coherent edge
position ever allowed was 2 Tagger channels. This corresponds to a maximum
edge position shift of < 5 MeV.

We constructed polarisation tables for edge positions shifted by approximately
5 MeV either side of that used in the main analysis (Figure 7.15). We then re-
calculated the photon asymmetries for both data sets with the shifted coherent
edge polarisation tables. We calculated the absolute magnitude of the maximum
shift in the asymmetry caused by using the alternative polarisation tables. We
found that, in both cases, the maximum shift was caused by the polarisation tables
corresponding to a coherent edge position 5 MeV higher than the mean, and took
the magnitude of the shifts caused by this as the error in the final asymmetry
due to the uncertainty in the degree of linear polarisation normalisation.

We could not properly evaluate the full effect of p(v, 7°p) contamination as we
did not have a sufficiently large simulated event set to perform an estimation as
for the p(v, 7°7°p) contamination on an E.,-bin-by-bin basis. However, from the
small simulated p(v, %) event sample that we do have, we see that the p(v, 7%p)
contamination is worst at lowest E.,, where the p(v, v'7%p) event sample is largest.
Thus the p(~y, 7%p) contamination will form a far smaller fraction of the relevant
E. bin than the p(v, 7°7"p) contamination achieves by peaking at higher E...
This requires further investigation which cannot be achieved within the scope of
this work and so this effect is not yet included in the reported systematic error.
We estimate that it may cause an additional systematic error of £0.02, taking
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Figure 7.15: Evaluation of systematic error due to shifting coherent edge position.
Upper panels show July results, lower show September. Left panels show the
polarisation tables for three coherent edges: blue for a coherent edge position ~5
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used in the final analysis. The right hand side shows the resulting asymmetries,
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in to account that the p(vy,7p) photon asymmetry is ~0.5, close to that of the
reaction of interest in the low E., bins, and so the photon asymmetry will change
little due to the p(v,7%) contamination.

The total systematic error in our asymmetry measurements was calculated as
the algebraic sum of that due to the degree of linear polarisation and that due
to p(~y, ™7%) contamination. As can be seen in Figure 7.16, systematic errors
are much smaller for the September data set and result mainly from the linear
polarisation normalisation, whereas the July data set suffers from the p(~y, 7°7p)
contamination to a much greater degree due to the higher F. range. The total
systematic error in the asymmetry measurements ranges from +0.02 to £0.18,
where the statistical error ranges from +0.14 to £0.35 (save for the £,, = 0 MeV
point which results from a much greater event sample). Full results are listed in
Appendix D.

7.3 Discussion of vp — pr’y’ Photon Asymmetry

From the results shown in Figure 7.12 and discussed above, it appears that photon
asymmetry drops both with increasing £, and £,,. This trend at first appears
to agree well with the predictions of the unitary model, but not with those of the
chiral model (both detailed in Chapter 2 and shown in Figure 7.13). However,
some additional factors should be taken into account. Firstly, due to the combined
statistical and systematic error in the measurement, either model could currently
describe the data. Secondly, the unitary model has been in development for
longer than the chiral model and consequently includes more detail, such as the
Born terms, which the chiral model currently lacks. It is anticipated that once
the Born terms are added to the chiral model, the predicted photon asymmetry
will begin to show a downward trend with increasing E., and E., [112]. However
this addition will take some time, as other terms of the same order also must be
calculated and added to the chiral Lagrangian in order to maintain the systematic
power counting of the chiral model.

The reduction of p(y,7°7%) contamination for the 340 MeV < E, < 440
MeV bin is desirable, but not essential as the 300 MeV < E, < 400 MeV bin is of
more interest for the ya+ determination, being nearer the peak of the A(1232).
The method of p(v, 7°7%) contamination evaluation could be improved by the
construction of a full model-based p(v,7°7%p) generated event set in order to
ensure the resulting simulated background “E./” distribution matches that of the
experiment and the measurement of the photon asymmetry of the background
process.

7.4 Conclusions

A sample of ~20,000 p(v,~'m"p) events has been extracted from the first phase
of the CB@MAMI experimental series. Due to improvements in the angular
coverage of the new detector system this represents a factor ~ 40 increase in
counts over the only other measurement [1|. Both total cross sections and photon
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Figure 7.16: Evaluation of magnitude of total systematic error (solid line) showing
error contribution due to shifting coherent edge position (dotted line) and error
contribution due to p(vy, 7°7’p) contamination (dashed line). The upper panel
shows error composition for 340 MeV< E, < 440 MeV (July data) and the lower
panel shows error composition for 300 MeV < E, < 400 MeV (September data).
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asymmetries have been extracted from this data and are presented herein. The
cross sections require further analysis, however the photon asymmetries are well
established and reliable. Differential cross sections and the circularly polarised
photon asymmetries are under study by other members of the A2 Collaboration
[21,105].

The greatest cause of systematic error in the photon asymmetries is p(v, 7°7%p)
contamination. We have confidence that this contamination is well under control
as both of the devised background subtraction methods result in cross sections
which are in agreement within the £, range of interest. Due to the low statistics
and limitations of our simulation, bin-by-bin subtraction was not practicable for
the photon asymmetry measurements, so instead we provided what we believe to
be an accurate estimation of the deviation in the asymmetry measurement likely
to result from this contamination.

The main systematic limitation of the current p(v,~/7°p) total cross section
and p(v,7%) normalised yield is the detector acceptance, ecpraps- This has
great potential for improvement, and should ultimately reach a level of accu-
racy far better than that achieved in the earlier lone-TAPS experiments, which
were hindered by edge-effects in the TAPS block configurations. After detector
response, geometry and trigger effects are modelled more accurately, the simula-
tion should be able to describe the highly uniform CBTAPS detector arrangement
very well. Furthermore, improvements of the physics models incorporated in the
event generator will provide more realistic input of kinematic distributions. This
work will take some time, but once implemented the author anticipates that high
quality cross sections with far smaller error bars than those seen in the previous
measurements |1, 24| will result.

Some further improvements can be made to the existing analysis method-
ology to improve the statistical errors and reduce the influence of p(v, 7%7%p)
contamination:-

1. Random subtraction can be done on the basis of a PID-Tagger timing sum
rather than the Photon Tagger alone. This improves the prompt:random
ratio, and thereby reduces the statistical error that results from the random
subtraction.

2. A better cluster reconstruction algorithm can be developed for the photon
calorimeters, especially the Crystal Ball. This would reduce the incidence
of both reconstruction “split-off” and artificial cluster merging, improving
our recognition of real events and reducing the confusion that introduces
both p(vy, 7°7°%p) and p(v, 7%) contamination into our data set.

3. The use of constrained fit analyses [113| (kinematic fitting), rather than the
traditional method of applying data cuts, would both increase the size of
our event sample and give us a better understanding of our background pro-
cesses and the resulting levels of event sample contamination. Kinematic
fitting applies the measured detector resolutions and basic principles such as
energy and momentum conservation to establish the probability that a given
event was of a particular type. Testing the probability that each event was
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(7,7 7p), p(, 7°7%) and p(v, 7°), would allow us to extract p(v,y'7"p)
events above a certain probability threshold, while rejecting those which
have a known p(~, 7°7%p) or p(v, 7%) probability in excess of our predeter-
mined background probability thresholds. This statistical method of event
selection accepts / rejects a known fraction of events determined by the
probability thresholds and so would be a useful tool in the interpretation
and understanding of the data.

4. The application of event-by-event calculation of normalisation constants will
reduce the systematic errors in both photon asymmetry (due to the degree of
linear polarisation) and cross section (due to the tagging efficiency) slightly.
This will become more important as the statistical error is improved by the
methods described above and the p(vy, 7°7%p) and p(~, 7p) contamination
is reduced.

Although a massive improvement on the previous measurement, the statistics
of this measurement still produce error bars more than twice the size of those
resulting from the systematic error. Even with the improvements listed above, we
feel that the statistics of the measurement will ultimately limit the accuracy of any
ia+ extraction far more than the systematic error, and that further experimental
study of p(v,~y'7%p) is indicated.

In conclusion, accessing the magnetic dipole moment of the A*(1232) with
greater accuracy than the previous measurement would provide important detail
in the study of hadronic physics. Although not yet at the stage of ua+ extrac-
tion, the preliminary cross sections and the photon asymmetries herein represent
both an improvement in the statistical accuracy of the previously available ex-
perimental observables and, more importantly, a new set of constraints to test
the extraction model. Further experimental measurement may be necessary to
achieve the desired precision. However, this recent measurement, coupled with
the recent contributions by Chiang, Pascalutsa and Vanderhaeghen et al. to the
reaction model development [2,9], moves us closer to the first definitive extraction
of the magnetic moment of a strongly-decaying resonance.
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Appendix A

Design & Construction of The
Particle Identification Detector

The Particle Identification Detector (PID) (see Figure A.1) was designed to com-
plete the CB/TAPS setup specifically for this experimental run. It is a scintillator-
based AFE detector used for particle identification and trigger purposes.

A.1 Detector Design

The main problems faced in the detector design were tight physical constraints
on the size and positioning of the detector. Ideally, the detector would have
been situated between the MWPC and the Crystal Ball in order to optimise the
vertex location by the MWPC which is degraded by multiple scattering in the
PID. However, there was less than a 1 mm difference between the external radius
of the outer wire chamber and the inner radius of the Crystal Ball beam pipe
- effectively ruling out this option. Thus we chose to construct the detector as
a segmented barrel of 24 plastic scintillators (each running parallel to the beam
axis and covering 15° in ¢) located between the inner wire chamber and the outer
wall of the target (see Figure A.1). We chose EJ204 plastic scintillator due to its
low density (giving a lighter detector) and most importantly for its short time
constant, which is important for trigger timing purposes.

This then presented an additional consideration in the choice of scintillator
thickness due to the effect on the MWPC resolution of increasing scintillator
thickness. Thicker scintillators absorb more energy as a given particle passes

through and therefore produce more light and hence better our 2Z resolution.

However increasing scintillator thickness also increases multiple sgattering and
thereby worsens the MWPC position resolution. The author constructed a Geant
4 simulation featuring a simple particle gun firing protons of selected energies at
a block of scintillator of varying thickness. This was used to ascertain the effects
of multiple scattering and the energy deposit in various scintillator thicknesses
with varying angles of incidence (see Section A.4 for sample results). The final
decision was to use scintillators that were 2 mm thick, measuring 314.9 mm
by 13 mm (see Figure A.6). It was also decided to make the scintillator profile
asymmetric. This means that we should not lose all information at the scintillator
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Figure A.1: The Particle Identification Detector. The upper diagram shows the
positioning of the PID between the target enclosure and wire chambers. The lower
photograph shows the assembled PID connected to an oscilloscope for testing
prior to installation.
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joints for particles travelling radially out from the target. The joint lies off-axis so
particles deposit some energy in both neighbouring scintillators rather than just
in the mylar at the joint. This energy deposit may not be sufficiently resolved to
identify the type of particle accurately, but it should ensure we have an effective
veto of charged particles through the whole azimuthal range that the PID covers.
This asymmetry also improved the ease of scintillator cutting, having one right-
angled side and one angled at 105° rather than two 97.5° angled sides which had
to be accurate to within ~ 0.1° in order for the scintillator barrel to be properly
formed and structurally self-supporting (see Figure A.6).

The next issue concerned the positioning of the photomultiplier tubes (PMTs).
Most of the experimental data we are interested is in the forward (downstream)
region and thus we wanted to avoid blocking the forward angle with PMTs and
readout electronics. However, the reduction in scintillation light collection from
the scintillators would worsen the quality of our forward-angle data if we posi-
tioned the PMTs upstream of the scintillators. There would also be a positioning
problem due to the diameter of the target enclosure at this point (see Figure
A.1), leading to complex-geometry light guides which might again worsen our
light collection and energy resolution. On balance it was decided to place the
PMTs downstream of the scintillators, to use the most compact PMTs and bases
available (Hamamatsu R1635 PMTs and E1761-04 bases) and to minimise the
length of our light guides (see Figure A.7). This reduced the clear forward half
angle from 12° to 9.81°(see Figure A.1(a)).

We then had to work out how to physically support our PMTs and scintillators
in order to avoid damage to the quite delicate plastic scintillators and to maintain
rigidity in the structure. To allow heat dissipation from the PMTs, we used metal
supports but also aimed to minimise: the structural weight to avoid damage to
the supporting wire chambers; the density to minimise material in the region
of interest; and the physical volume to reduce the forward angle loss. This led
to the design of an aluminium ring to hold the PMTs (see Figure A.10) and the
choice of a Tedlar (P.V.F.) jacket to provide light-proofing, structural support and
protection for the scintillators. The scintillators were also individually wrapped
in alumnised Mylar film to provide light isolation. At the upstream end we again
chose an aluminium support ring (see Figure A.8), which locates on a thin brass
cylinder (see Figure A.9) attached to the wire chamber mount to avoid interfering
with the target enclosure. To avoid the trajectories of particles from any point in
the active target volume that would otherwise reach the active area of the wire
chambers the brass tube is just long enough to reach the Aluminium support
ring.

Placing the PID inside the wire chambers has the benefit of clearing up a
potential ambiguity of deposited energies. For non-relativistic particles there
would be an ambiguity as to whether the deposited energy resulted from a higher
energy particle passing through the detector, or a lower energy particle being
stopped by the detector. As the wire chamber is immediately beyond our detector,
a signal from the wire chamber in coincidence with the PID confirms transmission
thereby helping to pin down the original particle energy. If the PID were outside
of the wire chambers, the Crystal Ball could have performed this function but it
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Figure A.2: Tests of Five Prototype Elements

takes a minimum of 40 MeV for protons to reach the Nal and create a discernible
signal. The MWPCs have a much lower detection threshold and so we can assume
that if a proton goes undetected by the MWPC, it was not in transmission.

A.2 Construction

In mid-2003, all of the final designs for the PID were complete and the various
parts were on order. By the last quarter of 2003, the pieces began to arrive
and final preparations for assembly began. We tested over 60 PMT tubes in
January 2004 at three different supply voltages with a standard light source in
order to select the best twenty-four for pulse size and shape. We polished around
thirty light guides and glued them to scintillators, then wrapped each of these
assemblies in foil to provide light isolation of individual detector elements. We
tested various silicon cement mixes for light transmission and physical strength
in order to establish the optimum fixing solution for the light guide-PMT join.
We also took the PMT support ring to Mainz to check for a “sliding fit” inside
the wire chambers and that there was sufficient clearance inside the PID for the
target housing.

In order to gain early indication of the detector performance, we connected the
first five of these scintillator assemblies to PMT tubes and appropriate electronics
and wrapped them in black PVC for testing. Firstly, we used a collimated 3 source
in order to test the light attenuation properties of the detector elements. The
results were very favourable (see Figure A.2(a)) as the pulse height only drops
by a factor of two along the length of the scintillator. We then took those same
elements to Mainz for tests in beam. The test elements were placed in a plastic
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Figure A.3: PID positioning in the Crystal Ball. The left panel shows the po-
sitioning of the prototype elements in a plastic tube inside the CB for testing.
The right panel shows the final assembled detector positioned in the plastic tube
inside the CB before the MWPCs were ready.

pipe inside the Crystal Ball (see Figure A.3(a)) and the tagged photon beam was
incident on a CHjy target. These results were also promising, clearly showing the
anticipated “banana-shaped” structures attributable to charged pion and proton
passage through the scintillators (see Figure A.2(b)).

To assemble the detector, we first connected the PMTs and bases, re-wrapped
them, covered them with mu metal shields (to protect the PMTs and bases from
any stray magnetic fields) and inserted them into the PMT support ring, tighten-
ing the screws (Figure A.10) until the PMT entrance windows formed a firm and
flat surface for connection to the scintillators. A brass tube was constructed to
provide support for the PMT ring throughout the assembly process (see Figure
A.4(a)). The light guides were attached to each scintillator using silicon cement.
We then formed the scintillator barrel by rolling the twenty-four scintillators onto
a second brass former with the same external diameter as the inscribed diameter
of the final scintillator barrel. We manipulated the scintillators gently into place
until the barrel was self-supporting. The brass cylinder was not structurally re-
quired, but provided added protection and remained in place until the detector
was safely in Mainz (see Figure A.4(b)). We then cleaned the light guide and
PMT faces, applied glue to the PMT windows and brought the scintillator barrel
down on top of the PMT ring (see Figure A.4(c)). The detector was left in this
configuration for several days until the glue was set firmly.

We transported the detector to Mainz, where we removed the brass former
and finalised the light-proofing — the whole detector was wrapped in black Tedlar
(PVF) and sealed with black PVC tape (see Figure A.1(b)). We aligned the
gains of the various elements as far as possible by (3 source testing and altering
each supply voltage individually, this took several iterations. We then set up
the readout and control electronics (Figure A.5) and placed the detector inside
the Crystal Ball in the same plastic tube as before, this time with polystyrene
supports to centre it (see Figure A.3(b)). After beam tests with carbon, CH, and
CD, targets, we found all of the detector elements to be working as designed, or
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Figure A.4: Construction of the PID. The left panel shows the barrel of PMTs
assembled on the brass support tube ready for gluing. The middle panel shows
the assembly of the self-supporting scintillator barrel. The right panel shows the
final gluing when the PMT and scintillator barrels were connected.
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Figure A.5: PID electronics.

to have minor, remediable faults, which were fixed before the final installation.

In April 2004 the detector was moved to its final position inside the MWPCs
and the MWPCs were inserted into the Crystal Ball. All the final wiring was
completed, the Hydrogen target was moved into position and, as of June 2004,
all PID elements were working as planned.
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A.3 Detector Designs

Design for Particle ID Detector Scintillator
E. Downie, J. R. M. Annand, D. Watts
11/06/03

Cross—Sectional View of Scintillator

Scintillator material : EJ204 13.1mm

J75 deg. L]

2.1lmm 2mm

\ ) 105 deg ]

12.6mm

End View of Scintillator Barrel

13.1mm

View of Individual Scintillator P

100.6mm

99.7mm

314.9mm

95.7mm

12.6mm

Figure A.6: Scintillator element design.
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Upstream End Support for Particle ID Detector (1/2)
E. Downie, J. R. M. Annand, D. Watts
27/06/03

All measurements are in millimetres unless otherwise stated.
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Upstream End Support for Particle ID Detector (2/2)
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Figure A.8: Aluminium upstream support ring.
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Support Tube for Particle ID Detector
E. Downie, J. R. M. Annand, D. Watts
23/06/03

All measurements are in millimetres unless otherwise stated.

Tube material: Brass
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Figure A.9: Brass tube for upstream support ring location.
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All measurements are in millimetres unless otherwise stated.
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Figure A.10: PMT support ring.
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A.4 Simulation Results
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Figure A.11: Sample results for simulation showing exit position and angular
spread for 20 MeV protons passing through 2 mm of scintillator.
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Figure A.12: Sample results for simulation showing the energy loss, exit position
and angular spread for 25.31 MeV protons passing through a 2 mm scintillator
at a 20° angle.

N.B. Only a single sample of each result type is given as there were ten
runs of the type shown in Figure A.11 (with varying scintillator thickness) and
over thirty runs of the type shown in Figure A.12 (with different particles and
entrance angles). These simulation results allowed us to investigate the effects
of varying scintillator thickness and angle of incidence for various particles of
different energies.
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Appendix B

Polarised Photon Production

The term bremsstrahlung (“braking radiation”) describes the process whereby a
charged particle is slowed by an electric field with the emission of a real photon
and some small momentum transfer to a third body. For the purposes of our
discussion, we will look at the bremsstrahlung resulting from the deceleration of
a relativistic electron in the field of an atomic nucleus which is described by the
equation e + N — N’ + ¢ + ~. From this process we can derive the following
relations (in natural units i = ¢ = 1):-

Po=q+p+k (B.1)

where the momenta are represented by po and p for the initial and final electron
respectively, q for the nucleus (or nucleii), and k for the photon. The energies
are represented similarly, Fy and E for the initial and final electron energy re-
spectively and k for the outgoing photon. Note that the energy transfer to the
nucleus is not included in Equation B.2 as q is negligible compared to £ and k
owing to the large nuclear mass.

As the bremsstrahlung process is azimuthally symmetric around the direction
of pg, the momentum transfer to the nucleus is conventionally split into its longi-
tudinal (¢;) and transverse (¢;) components with respect to pp. From Equations
B.1 and B.2, it is possible to calculate the limits on the recoil momentum im-
parted to the nucleus. This gives us an allowed region in momentum space [80,84]
defined by the relationships:-

2

0 i qt
. > > mn — it B
— > a > 5+2E0, (B.3)
22 2 g >0, (B.4)
where:
§=— " (B.5)
2E0(1 — ZL‘)’ ’
and L
r=— (B.6)
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d¢> 9 = transverse, longitudinal
momentum transfer
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Figure B.1: Representation of the reciprocal lattice and the allowed momentum
pancake in momentum space. By orientation of the crystalline radiator, it is
possible to position only the reciprocal lattice vector of choice within the allowed
momentum pancake.

The upper limits to this region are not strongly defined as they result from the
rapidly decreasing cross section with increasing ¢, while the lower boundaries are
hard limits set by kinematic considerations. The allowed region, often referred
to as the momentum “pancake” due to its small longitudinal compared to its
large transverse extent (combined with the cylindrical symmetry), sweeps through
momentum space as x increases.

The differential cross section for bremsstrahlung for a photon energy k is
proportional to (1/k)cos?&, where £ is the azimuthal angle of the polarisation
vector around po with respect to the plane (po,q), so the cross section peaks
when the photon polarisation vector lies in the plane of the incoming electron
and the momentum transfer [84]. In an amorphous radiator the momentum
transfer to the nucleus can lie anywhere within the momentum pancake, which is
azimuthally symmetric, and so the outgoing photon energy distribution exhibits
a smooth 1/k drop-off and the resulting photon beam is, on average, unpolarised
(Figure B.2).

With a crystalline radiator, the momentum transfer is to the lattice rather
than an individual nucleus and, as such, is constrained to be equal to one of the
reciprocal lattice vectors described by

3
g = Z hyby, k = integer, (B.7)

k=1

where g is a reciprocal lattice vector, by is a reciprocal lattice basis vector and
hy. corresponds to the set of Miller induces [hy, ha, hs].
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If we orient the crystal correctly, we can ensure that only our reciprocal lattice
vector (g) of choice lies within the allowed momentum pancake as illustrated in
Figure B.1. As the recoil momentum is constrained to be equal to g, the azimuthal
bremsstrahlung distribution is no longer symmetrical around po and the most
probable photon polarisation lies in the plane (po, g), producing a photon beam
which is polarised on average. As x increases, so does ¢, and eventually we
see a discontinuity in the coherent bremsstrahlung spectrum as g, our reciprocal
lattice vector, drops out of the allowed momentum pancake. This discontinuity
is known as the “coherent edge”, see Figure B.2.

The spectrum produced by a crystalline radiator also has an incoherent contri-
bution due to thermal effects. The resulting spectrum has a similar structure to
that of an amorphous radiator, with some enhancement which increases as k gets
closer to the coherent edge and then has a sudden discontinuity as the increase
in k£ causes g to leave the allowed momentum pancake. To study the effect of the
coherent part of the spectrum, it is conventional to make an incoherent reference
spectrum using some amorphous radiator (in our case Ni) and divide the electron
energy spectrum produced by the crystalline radiator by the incoherent reference
to give an “enhanced” plot, see Figure B.2.

In our experiment, diamond was chosen as the crystalline radiator due to its
small lattice spacing and low mass which favour the coherent processes. We used
a 100 diamond' and aligned it so that the [022] reciprocal lattice vector was just
inside the momentum pancake to produce a coherent edge of k = 440 MeV for the
first (July) experimental run and k£ = 400 MeV for the subsequent data taking
periods. In practise, as k increases beyond the coherent edge of interest, other
reciprocal lattice vectors can enter the momentum pancake producing smaller
coherent enhancements with corresponding edges at higher photon energies. We
only utilise the beam polarisation in the region of the main coherent peak in this
work.

To increase the degree of linear polarisation of our photon beam, it is possi-
ble to use collimation of the photon beam [83]. Bremsstrahlung from an amor-
phous radiator has a characteristic angle described by ©, = mc?/Ey. Half of
all of the emitted photons lie within ©, and ~ 80% lie within 20,. Coherent
bremsstrahlung is more strongly forward peaked, so if we collimate the photon
beam resulting from a diamond radiator, we remove a considerable fraction of
the incoherent bremsstrahlung, while leaving the coherent bremsstrahlung only
slightly reduced, thereby increasing the relative coherent contribution and the
degree of effective linear polarisation. This is important for the measurement of
photon asymmetries where the “quality factor” in data taking is proportional to
the square of the degree of polarisation.

Further details of the calculation of the degree of linear polarisation can be
found in Section 5.7.

1A 100 diamond has both faces perpendicular to the b; lattice basis vector.
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Measuring a Photon Asymmetry

C.1 Experimental Definition of Photon Asymme-
try

The differential cross section of a photon induced reaction depends on the incom-
ming photon polarisation. The polarised photon cross section (o,,) is related to
the unpolarised cross section (og) by

pot (¢) = 0o(1 + PAcos(2¢ — o)), (C.1)

where P is the degree of linear polarisation of the photon beam and A is the
amplitude of the photon asymmetry, and ¢ refers to the azimuthal angle of the

reaction plane; in our case, the azimuthal angle of the 7°. We can determine

PA (the amplitude of the cos(2¢ — ¢p)) by fitting o¢(1 + P A cos(2¢ — ¢p)) to the
polarised photon azimuthal cross section distribution, or we can take the ratio
of the polarised to unpolarised cross section, o, /0 to reduce the complexity of
the fit [114].

Rather than measuring the cross section with both polarised and unpolarised
photon beams, we can measure the cross section using photons polarised in two
different orientations that are rotated by 90°. The orientations used in our ex-
periment were known as “para” (where the photon polarisation was perpendicular
to the photon beam axis and parallel to the floor of the experimental hall) and
“perp” (where the photon polarisation was perpendicular to the beam axis and
perpendicular to the floor of the experimental hall).

If we rotate the orientation of polarisation by 90°, we shift the phase of the
cos(2¢) component by 180°. Thus, assuming ¢, is constant, we can express the
polarised cross sections (0, and o) for perp and para respectively) as:

o1 (p) =o0(1 4+ PLAcos(2¢ — ¢g)), (C.2)
01|(¢) =00(1 — PjAcos(2¢ — ¢q)). C.3)

—~~

We can then reconstruct the unpolarised cross section by summing o, and o) or
double the amplitude of the cos(2¢ — ¢g) by taking the difference. This approach
makes maximum use of the available statistics.
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In the situation where the degree of linear photon polarisation is the same for
both parallel and perpendicular data sets, we get the simple, standard asymmetry

relationship:
o1(p) —oy(9)
o1(}) + oy()

Equation C.4 illustrates that a major advantage of measuring a photon asym-
metry is that many of the absolute normalisations required for a cross section
measurement cancel out in the calculation of the asymmetry. However, in prac-
tise we need to allow for the possibility that P # P,. If we look at Equations
C.2 and C.3, in terms of actual experimental quantities we find:-

= PAcos(2¢ — ¢p). (C.4)

ni(¢) _ no(¢) o
NENEe (p)wr  NINDeo(¢)wo (1+ PrAcos(26 — ¢o)), (C.5)
nll<¢) no(¢) (1— P||Acos(2¢ —60)). ()

N»U NII)IGH (ng)w” - NQNI(BEO((b)WO

where N,?, Nj and N,U are the total number of photons incident on the target,

NI?, Npl and NJJ,| are the total number of protons in the active area of the target,
€0(¢), €1(¢) and €|(¢) are the detector system acceptance, wy, w, and wy are the
¢ bin widths, and ng(¢), ni(¢) and n|(¢) are the number of 7° mesons in the
given ¢ bin, all for unpolarised, perpendicularly polarised and parallel polarised
data sets, respectively. There is no difference in the # distributions of oy, o
and oy, and so the acceptance at a given ¢ (or over sufficiently small ¢ bins)
should not vary with photon polarisation, making €y(¢) = €. (¢) = €(¢). As we
changed polarisation orientation from parallel to perpendicular approximately
every fifteen minutes throughout the experiment and we intend to reconstruct o
using a combination of the parallel and perpendicular data sets, we can assume
that Nz? = Npl = NIU. We evaluate the above equations over the same ¢ bin
widths for each data set so wy = w; = wy. This leaves us with:-

(m(éb)) _ (n0(¢)) (1+ P Acos(2¢ — o)), (C.7)

N NO
<ny\(fj)> = (n?\%ﬁ)) (1 — PjAcos(2¢ — ¢)) - (C.8)

We cannot be sure that the experiment ran with parallel and perpendicular
polarisations for exactly equal lengths of time with a perfectly constant photon
flux, and as the unpolarised data will be reconstructed from a combination of
the parallel and perpendicular data sets, we have to take account of possible
differences in the number of photons (NV,) impinging on the proton target to
produce each data set. As mentioned above, we also have to be aware of possible
differences in the degree of linear polarisation of the photon beam between parallel
and perpendicular data sets.

To remove the direct dependence upon N, we can look to the fact that the
incoming photon polarisation does not alter the magnitude of the total cross sec-
tion, only the distribution of it’s strength in ¢, as can be shown by integrating
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Equations C.2 and C.3 over the full 27 of ¢. Let N, Ny and Ny be the az-
imuthally integrated total number of detected events for perpendicular, parallel
and unpolarised data sets, respectively. We know that the total cross section is
calculated as the total number of detected events (N, N or Ny), normalised by

the product of the total number of photons incident on the target (Nj, N,U or

NS), the number of protons in the target (NPL, N;U or NI?) and the overall detector
acceptance (e, €| or €). This gives:

N, ) N ( Ny )
_ _ | (C.9)
<NpLNyl€L (Nzl,lNalflE” N£N3€o

We can eliminate N, on the grounds given earlier. In the case of the CB@MAMI
experimental setup, the detector acceptance is almost identical and can be made
absolutely identical for both parallel and perpendicular data sets by applying
suitable cuts to the data (see Section 5.8). In the case where the construction
of identical acceptances is not possible, the dependence upon the exact value of
the acceptances can be removed by replacing ¢ with (e, ¢))/e; and similarly for
€o. Then the exact €, value cancels, leaving only the ratios €, /¢ and €, /¢ to
modify the Ny and Ny numerators, respectively. In the CB@MAMI case of equal

acceptance we then have:-
N, ) N ) < N )
=) =2y = (22 (C.10)
<N$ (Nﬂ Ny

This can be used to eliminate IV, from Equations C.7 and C.8. Leaving:

(HN((25 >) - (nzy >) (14 PuAcos(26 = 60)), (C.11)
() (MY (o e

To construct the unpolarised data set, we have to take care of the possible
differences between P, and Pj. To do this, we multiply both sides of Equation
C.12 by P, /P giving:

(MY _ (89 (B) pusemisw).

If we then take the sum of Equations C.11 and C.13, we find that the cos(2¢ — ¢)
terms exactly cancel:

M(¢)) (nu(aﬁ)&) (no(¢)) ( Pi)

+ | ) = 1+—=. C.14
( N. NPy No B (C19
We can then take the difference between Equations C.11 and C.12 to eliminate
the baseline:

(nJL\f(fs)) - <n|}\(]ﬁ))) = (n%f)> ((PL+ Py) Acos(2¢ — ¢o)) - (C.15)
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Figure C.1: Raw histograms of ¢,o in the reaction p(v, 7%p), with no limits on 6,
and 340 MeV < E. < 440 MeV for perpendicular polarisation orientation (left)
and parallel polarisation orientation (right). The effect of the metal plate between
the CB hemispheres can be seen at 0° and +180°.
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Figure C.2: Illustration of photon asymmetry for p(vy, 7°p) with no limits on 6,
and 340 MeV < E, < 440 MeV. Applying Equation C.16 to the distributions
illustrated in Figure C.1 gives a properly normalised cos(2¢ — ¢g) distribution
(left). To this distribution, we apply a fitting function to determine the amplitude
A of the photon asymmetry and ¢y and to check for any vertical offset (right).

If we divide Equation C.15 by C.14, we find Equation C.16:

L) [ () - (2
(<Pl +p)) (ni@) +><&<> <n><¢,>> = Acos(2¢ — ¢o)- (C.16)

Py Ny

This formulation of the asymmetry calculation was used to produce the final
p(7,7'7°p) photon asymmetries reported in Chapter 7 and Appendix D. Assum-
ing that P, ~ Pj = P (a good assumption to within less than 0.1% for MAMI
data), this reduces to

Ny

) (m(¢)> _ ("H(¢))
— =A 2¢ — ¢p). C.ar7
Iz (m(¢)) N <"||(¢)> cos(2¢ — ¢o) ( )
NL N
This reduction was used to make first calculations of p(v, 7'p) reaction asymme-
tries before the polarisation tables were properly established (Section 5.8).
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We construct the cos(2¢) distributions by computing Equation C.16 for each

of the points in the raw ¢ o distributions shown in Figure C.1. We then fit a
function of the form

$(6) = Acos(26 — go) + ¢ (C.18)

to the resulting histograms (Figure C.2). If our detector systems are well aligned,
¢o should be near zero, ¢ should be consistent with zero and A should give the
amplitude of the photon asymmetry. In every fit we have performed on various
subsets of the data for both p(y,7%p) and p(v,7/7°p) photon asymmetries, we
have found ¢ to be consistent with zero. As ¢y is a constant related to the
physical alignment of the Goniometer and the detector system, it is advisable to
use the p(v,7’p) reaction asymmetry measurements (which have several orders
of magnitude higher statistics than the p(y,7'7°p) reaction) to fix ¢y in the fits
to the lower statistics data. An uncertainty-weighted mean from the separate
p(7, 7°p) measurements recorded in Table 5.2 gave ¢y = 0.5625°. Thus only a
two-parameter fit, with ¢, fixed at the predetermined value, was applied to the
p(7,7'7°p) distributions.

The final quoted asymmetry measurements are simply the A values obtained
from fitting Equation C.18 to the cos(2¢) distribution using Minuit [97].

C.2 Calculation of Statistical Errors in a Photon
Asymmetry Measurement

To calculate the statistical error in our asymmetry measurement for p(~y,'n%p),
we used the expression of asymmetry given in Equation C.16. The systematic
error due to the determination of the degree of linear polarisation is discussed in
Chapter 7 and for the purposes of statistical error determination we will regard
the polarisation related terms as constants:

7:%, (C.19)
(13 o
TRy (©:20)

We then regard the experimentally observed quantities as £ and H defined in
Equations C.21 and C.22:

~nu(e)

E —_— TJ_’ (C.Q].)
_ ny(9)

=5 (C.22)

We take the uncertainty in these observed quantities to be:

() (R () 2 e



172 Appendix C. Measuring a Photon Asymmetry

1
2

A(n(¢)) = << n(‘b)pmmpt)Q + <5 n<¢)random)2> ) (C.24)

A(N) = (( Nprompt>2 + <ﬁv Nrandom>2)% ; (C.25)

where (as explained above) n(¢) refers to the number of counts in a particular
¢qo bin, N refers to the total number of counts in the raw ¢,o histograms (as
illustrated in Figure C.1), [ is the ratio of the prompt and random window
widths (used to scale the random sample - see Section 5.2.1) and the prompt and
rand subscripts refer to the prompt and random window samples respectively, as
explained in Section 5.2.1. This uncertainty calculation is not strictly accurate
as we combine the errors in n(¢) and N as if they were completely uncorrelated,
when in truth, there will be some slight correlation between the two values.
However, as every histogram we deal with has at least fifteen ¢,0 bins we consider
the correlation between the contents of an individual bin and the integral of the
whole to be extremely weak and, in this analysis, it is neglected.

Using E, H, v and ¢ as defined above, and setting A cos(¢ — ¢g) = y for ease
of expression, Equation C.16 becomes:

(cE —cH)
= T/ C.26
Y= E+qH) (C.26)
and from basic error propagation we find Equation C.27:
H+~vH)?*(A(E))?* +(E EY(A(H))??
A = OB+ (EAEPAEPE

(E+~H)*

The y-error for each point in the ¢, 0 asymmetry distribution is calculated
using Equation C.27. These errors are then taken into account by Minuit when
it is used to fit the distribution described in Equation C.18 to the results. The
final error given in each of our asymmetry measurement is simply the error on
the amplitude parameter of the fit as reported by Minuit [97].
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Tables of Results

D.1 Cross Section of p(v,y'7"p)

| E,/MeV | o(E,) /nb | Ao) statistical / nb |

312.5 £12.5 39.4 2.9
337.5£12.5 43.6 2.6
362.5 £12.5 48.5 24
387.5 £ 12.5 54.0 2.0
412.5 +12.5 59.8 2.1
437.5+12.5 66.0 2.3
462.5 £ 12.5 65.0 2.8
487.5 £ 12.5 65.8 3.4

Table D.1: Total cross section of p(vy,~'n’p) for ES5™ > 30 MeV, based on the
entire data set, systematic error is estimated to be £14.5%.

D.2 Photon Asymmetry of p(vy,v'7’p)

| E,/MeV | X(E,) | A(Y) statistical | A(X) systematic
350 £50 | 0.571 0.097 0.030
390 £ 50 | 0.404 0.087 0.022

Table D.2: The photon asymmetry of p(~y,~'7"p) for ES™ > 30 MeV.
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| E,/MeV | (E,) | A(Y) statistical | A() systematic |

0 0.584 0.001 0.022

40 £ 10 0.622 0.150 0.043
62.5 £12.5 | 0.459 0.156 0.031
87.5£12.5 | 0.285 0.216 0.032
115 £ 15 0.353 0.270 0.115
165+ 35 | -0.084 0.319 0.176

Table D.3: The photon asymmetry of p(v,v'7%p) for 340 MeV < E, < 440 MeV,
based on the July data set. The result for £, = 0 MeV is derived from the
analysis of p(vy, 7%) with the same E, range as p(v,y'7’p).

| E,/MeV | B(E,) | A(Y) statistical | A(Y) systematic |

0 0.534 0.001 0.030

40 £ 10 0.793 0.139 0.045
62.5+12.5 | 0.563 0.168 0.030
87.5£12.5 | 0.220 0.274 0.016
140 £+ 40 0.164 0.348 0.023

Table D.4: The photon asymmetry of p(v,v'7%p) for 300 MeV < E. < 400 MeV,
based on the September data set. The result for £, = 0 MeV is derived from the
analysis of p(v,7’p) with the same E. range as p(y,7'7’p).
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