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0.1 Abstract

The magnetic dipole moment of the ∆+(1232) resonance is a fundamental ob-
servable and provides a stringent test of baryons structure calculations. A pi-
oneering measurement was performed in year 2002 and delivered a result of
(2.7 ± 2.2(exp))µN

1. However, a higher precision is needed to allow a clear se-
lection between different structure models.
A new dedicated experiment using the Crystal Ball and TAPS detectors has been
performed 2004/2005 at MAMI, offering a superior 4π-acceptance and particle
identification.
Exploiting the circular and linear polarized photon beam, two polarization ob-
servables Σ and Σcirc and in addition differential cross sections will be extracted.
The progress in the development of the theoretical calculations 2 3 4 allows a well
directed interpretation of the data in order to describe the reaction γ p→ π◦γ′ p
and to extract the magnetic dipole moment. Preliminary results will be pre-
sented.

1M. Kotulla et al., Phys. Rev Lett. 89:272001, 2002
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Chapter 1

Introduction and Motivation

1.1 History of Nuclear Physics

Looking backwards into history, physics always tried to understand smaller
and smaller structure of our world, this leading to nuclear and particle physics.

Let us start in 1543, period of the Scientific Revolution, which corresponds to
an important turn from ancient to classical physics and to the start of the de-
tachment of physics from philosophy.
The scientific revolution begins with the publication of Copernicus The Revolu-
tion of the Celestial Spheres. One of the multiple outputs of this revolution is the
replacement of the aristotelian Air-Earth-Fire-Aether theory by the rival Atomistic
or Corpuscular theory. Another important point of the scientific revolution is the
beginning of "experimentations" as, up to this time, only a natural approach has
been used, not inducing any artificial cirumstances. The interest for mathema-
tics also grows at this time, in the view that mathematics may be an important
tool to progress in physics. The best known physicists of the scientific revolu-
tion are Copernicus, Galileo Galilei - who had already mathematically analysed
his astronomical observations - , Johannes Kepler with his laws of planetary
motions and of course Isaac Newton with his development of calculus and his
advanced theory of universal gravitation.

The XVIIIth century is the time of the thermodynamics’ progress with the
works of Thomas Young and David Bernouilli.

The first step towards nuclear physics is undertaken by John Dalton’s thoughts
about the existence of atoms. He proposes that chemical combination consists in
the interactions of Atoms with definite and characteristic weight. He also writes

13



14 CHAPTER 1. INTRODUCTION AND MOTIVATION

the very first table of atomic weights and the famous Law of Multiple Proportions
describing the chemical analysis (stochiometry):

4NO +O2 → 2N2O3 and 4NO + 2O2 → 4NO2

Dalton’s theory is developed and partially corrected in 1811 by Amedes Avo-
gadro, who offers more accurate estimates of atomic masses and asserts the dif-
ference between Molecules and Atoms.

Atoms are considered as the smallest possible division of matter until 1897,
when J.J. Johnson discovers the electron through his work on cathode ray tubes
(see fig 1.1).

Figure 1.1: Cathode ray tube in which Thomson observed the deflection of ca-
thode rays by an electric field

Thomson concludes that the rays, rather than being waves, are composed
of negatively charged particles he called Corpuscles, that are the building blocs
of the atom. As the atom itself is known to be neutral, Thomson proposes the
Plum-Pudding Model, where the negative corpuscles are distributed in a uniform
sea of positive charges.

The atom picture remains the same until 1909, when Ernest Rutherford sug-
gests the existence of the nucleus, in accordance with the results of the gold
foil experiment (see fig 1.2) performed by Hans Geiger and Ernest Mars-
den. This experiment consists in shooting α particles through a gold sheet.
Considering the small electron mass, the high momentum of the α particles
and the approach of the plum pudding model, one expects all the αs, either
passing through with only minimal deflection, or beeing absorbed. The result
shows a small fraction of the α particles beeing strongly deflected. Thereafter,
Rutherford proposes the planetary-like model of the atom, where a mass of
compact positive charge, the nucleus, is surrounded by orbit electrons (see fig.
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1.2, RIGHT).

Figure 1.2: LEFT: Expected result deduced from the plum model, RIGHT: Ob-
served results leading to the existence of an atom nucleus

Rutherford confirms the existence of the proton in 1918: he bombards nitro-
gen gas with α particles and observes that hydrogen nuclei are emitted from the
gas. He concludes that they are "provided" by the nitrogen nuclei and, combin-
ing this information with the observed fact, that many atom masses are multi-
ples of the hydrogen mass, he proposes that hydrogen nuclei are singular parti-
cles and a basic constituent of all atomic nuclei. He also notices that the nuclear
mass of the atoms is higher than the sum of their proton masses and thus brings
the idea of the existence of Neutrons.
The discovery of the neutron is due to James Chadwick, who recieved for this
work the Nobel prize in 1935.

The following years, Einstein’s equivalence of mass and energy is demon-
strated with the atomic bomb.

After the invention of the cyclotron by Ernest O. Lawrence in the 30’s, the
postwar research is known as the "Big Science" period, mainly concentrated on
building expensive accelerators subsidized by the governments. The therewith
performed experiments bring the discovery of numerous new particles not ob-
servable in the nature. To better understand and classify these particles, the
Standard Model is proposed in the 60’s, based on Gell Mann’s Quark Model.

The quark model divides the hadrons 1 in two groups: the mesons made of
two quarks, like the pions, and the baryons made of three constituent quarks like
the nucleons. The different particles built with the same constituent are then the
different possible states of these quarks in the nucleus potential, usual-

1particles made of quarks
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ly associated to a harmonic oscillator potential. In addition to the quantum
numbers delivered by the quantum states, some quantum numbers have been
introduced to make possible the classification of all the known particles.

Considering the several groups of particles and the number of their compo-
nents, (pions: 3, nucleons: 2, ∆s: 4) the quantum number Isospin: I has been
introduced in the quark model in analogy to the spin. The particles of the same
group have the same isospin I, but differ in the Iz value of the isospin which
gives the orientation of the isospin vector in space. The number of possible
orientations 2 × I + 1 gives the number of particles in the group of isospin ~I.
The "visible" difference between the group participants is, however, seen by the
charge Q that directly derives from Iz via the relation:

Q = (Iz + 1

2
A)e

The quantum number A, called baryon number, has a value of 1 for baryons,
-1 for anti-baryons and 0 for mesons.

The use of the upper information allows the description of the nucleon’s
doublet :

I = 1

2
, Iz = ±1

2
, A = 1, Q =

{

(+1

2
+ 1

2
)e for p

(−1

2
+ 1

2
)e for n

Similarly the ∆s’ group has an isospin of 3

2
which provides 2 · 3

2
+1 = 4 states

in the group:

I = 3

2
, Iz = ±3

2
,±1

2
, A = 1, Q =















(+3

2
+ 1

2
)e for ∆++

(+1

2
+ 1

2
)e for ∆+

(−1

2
+ 1

2
)e for ∆0

(−3

2
+ 1

2
)e for ∆−

Nucleons and ∆s containing the same constituent quarks up and down, we
here already see the several state possibilities offered by the quark model.

The usual notation used for the states of a particle combines the different
quantum numbers and looks like the following for the nucleon:

S = 1

2
, the spin

Lπ = 0+, the angular momentum with the parity π
Jπ = 1

2

+, the spin-angular momentum combination with
|L− S| ≤ J ≤ L+ S and the parity π
The parity π given via π = (−1)l

Resonances are written with the following notation:
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L2·I2·J(M)

L is the orbital angular momentum of the nucleon - pion (or other pseu-
doscalar meson) pair from the decay of the resonance (S = 0, P = 1, etc.). I and
J are as decribed before, M delivers the mass of the resonance in MeV/c2.

Thus the P33(1232) resonance has an isospin of I = 3/2, a spin-angular mo-
mentum of J = 3/2 and the angular momentum between its decay products,
i.e. the π0 and the proton equals to 1. Its mass is 1232 MeV.

1.2 WHY and HOW study the ∆ Resonance

If we consider the quarks and quantum numbers of the ∆ resonance (P33) deli-
vered by the quark model, we notice that the latter is the nearest "cousin" of the
building blocs of our world: the nucleons.
Figure 1.3 shows a potential view of this cousinhood, the P33 reached from the
nucleon by a simple spin flip (see fig. 1.3).

Figure 1.3: Potential view of the Nucleon and the ∆

It appears therefore as logical, while the nucleons’ properties are nowadays
well known, to continue the research on their excited states, the nearest ones:
The ∆ Resonances. The present work focuses on the ∆+ resonance, the first
excited state of the proton.

The ∆ has been discovered in 1952 by the Fermi’s group at Chicago Uni-
versity/USA. At this time, many scattering experiments are performed with,
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among others, the pion beam delivered by the Chicago’s 450 MeV synchrocy-
clotron. Fermi’s article Total Cross Section of Positive Pions in Hydrogen reports a
surprising result: By scattering π+ on the proton, an unforeseen enhancement
in the cross section is observed, which can be explained with the presence of the
∆ resonance. Thenceforward, many new resonances have been discovered.
Theorists and experimentalists have then been working hand in hand, the theo-
rists to deliver the best predictions, the experimentalists to provide trustable
measurements of the ∆ ’s static properties. The mass and the mean lifetime of
our ∆+ are well known today:

t∆+ = 6 × 10−24sec m∆+ = 1232 MeV/c2

An additional and especially interesting variable to investigate is its Dipole
Magnetic Moment µ∆+.
The Dipole Magnetic Moment is an important experimental variable as already
shown in the physics history: The measurement of the magnetic dipole of the
proton µp by Stern and Gerlach in 1933 showed discrepancy with the theoretical
expected value from Dirac:

µDirac
p = e

2mp
=: µN and µDirac

n = 0µN

The results of this experiment: µexp
p = 2.75µN and µexp

n = −1.91µN

opened the door to the substructure of the nucleon.

Figure 1.4: Stern Gerlach Experiment. Determination of the magnetic moment
of the proton via spin deflection in an inhomogenous field: Hz = µz · ∂B

∂z
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Later, the usual way to measure dipole moments becomes the spin preses-
sion in a homogenous magnetic field. In our case, this way to proceed is not
possible, as the ∆ has a too short lifetime to deliver a precession frequency. The
idea of the present experiment is to use the short lifetime (or broad width) of
the ∆ to approach its spin information. A particle with a large width offers the
opportunity of reactions inside "itself", typically an electromagnetic transition
∆ → ∆γ′. Considering the parity of the multipole emissions El : P = (−1)l and
Ml : P = (−1)l+1 for the parity conservation, the triangle angular momentum
conservation | J1 − J2 |≤ l ≤| J1 + J2 | and JP

∆+ = 3

2

+, only M1, M3 and E2
are allowed in this case and can be in principle measured. However, the M1 is
the strongest one thanks to its lowest order. Due to the fact that time reversal
invariance forbids E2 transitions between the same two states, E2 is strongly
suppressed.

In short, the goal of the present work is the study of the reaction:

γp→ ∆+ → ∆+γ′ → π0γ′p

where γ′ is a radiative photon emitted within the width of the ∆+ resonance.

Figure 1.5: Schematic View of the studied channel:γp→ ∆+ → ∆+γ′ → π0γ′p

A first pioneer measurement of the ∆+ magnetic dipole moment has been
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performed by Martin Kotulla [Kot01]. At that time, however, the provided
statistics was too low (too large error bars) to allow any prediction about the
fiability of the theoretical models (see table 1.1 below).

Model µ∆+/µN

Experiment [Kot01] 2.7 ± 1.7 ±σtheo

SU(3) µ∆ = Q∆ · µp 2.79
RQM [Sch93] 2.38

Lattice QCD [Lei92] 2.5 ± 0.3
χ PT [But94] 2.1 ± 0.2

χ QSM [Kim98] 2.19
LCQSR [Ali00] 2.1 ± 0.4

Table 1.1: Result of the first measurement of the ∆+’s MDM in comparison to
some theoretical predictions. (RQM: Relativistic Quark Model, χ PT : Chiral
Perturbation Theory, χ QSM: Chiral Qurak Soliton Model, LCQSR: Light Cone
QCD Sum Rules)

This measurement has nevertheless shown that the method of studying this
specific channel for the determination of the ∆+ magnetic dipole moment is
promising. It has been therefore decided to repeat this experiment with a much
higher statistics and detectors, covering a much larger solid angle leading to the
present experiment.



Chapter 2

Theoretical Background

2.1 The Standard Model

The Standard Model of particle physics is a theory describing three of the four
fundamental interactions in our world listed in the table below:

Interaction Source Mediators Rel. Strength Range [m]

Strong Colour
Charge

Gluons 1038 10−15

Electromagnetic Electric
Charge

Photon 1036 inf

Weak Weak
Charge

W±, Z0 1025 10−17

Gravitation Mass Gravitons one ∞

Table 2.1: The four interactions of the Standard Model and their properties

The quantum mechanical view of these three fundamental forces (excep-
ting gravity) is, that particles of matter (fermions) interact with each other using
their specific charges (interaction source) and exchanging gauge bosons (me-
diators). For example, the electromagnetic interaction only happens between
electrically charged particles, by exchanging photons. Similarly, the strong in-
teraction takes place through gluon exchange, between particles carrying the
colour charge, i.e. quarks and gluons (see table 2.1).

21
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The particles of matter of our standard model are spin 1/2 particles (fermions)
and are of course elementary. They are divided in two main groups: the Leptons
which do not carry the colour charge and the Quarks. Their properties are sum-
merized in figure 2.1.

Figure 2.1: Particles of Matter

We further concentrate our study on the quarks, as the ∆ resonance is com-
posed of three of them.

2.1.1 The Quark Model

The quark model is a classification scheme of hadrons based on their valence
quarks, i.e. it does not consider the influence provided by the sea quarks and the
gluons. Each hadron is defined by its own "ID", which is a combination of quan-
tum numbers. The latter derive from the Poincarré symmetry 1 and are collected
in the form JPC , where J is the angular momentum, P the intrinsic parity and
C the charge conjugation parity. Hadrons may also carry additional, so called
flavour quantum numbers, like the isospin I or the strangeness S.

The resulting quantum numbers of a hadron are obtained by the combina-
tion of the quantum number of its valence quarks. Note that antiquarks have

1full symmetry including translations, rotations, boosts
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the opposite quantum numbers of their corresponding quark.

The hadrons are divided in two groups:

• The mesons, made of a valence quark-antiquark pairs, are strong inter-
acting bosons. A typical meson showing up in the studied reaction of this
work is the pion π0.

• The baryons, composed of three quarks are strongly interacting fermions.
The baryons carry an additive quantum number: the baryon number
"B", defined as equivalent to 1

3
for each quark and thus delivering B = 1

for hadrons. (Of course B = 1

3
+ (−1

3
) = 0 for the mesons).

Excited baryon or meson states are known as resonances, due to their short
lifetime and accordingly large width. Our ∆+ resonance is an excited state of
the famous baryon proton!

The mathematical method to reach the quark model classification and the
resulting hadrons (via their quantum numbers) is the special unitary group of de-
gree n. This method is developed below for n=3, i.e. in the SU(3) symmetry.

2.1.2 The SU(3) Symmetry

The SU(3) symmetry gives a simple approach of determining the numerous
baryon wave functions from their three valence quarks.

The total wave function Ψ of the baryons is built of "fractional wave func-
tions" relating to a specific baryon’s property:

Ψ = ξ(position)φ(colour)χ(spin)ζ(flavour) (2.1)

The fact that baryons are made of 3 fermions (the quarks) and that up and
down quarks are seen in the isospin form as identical particles (only different
Iz), their total wave function Ψ has to be antisymmetric for permutation. Keep-
ing this goal in mind, we look at the different possibilities offered by the fraction
wave functions:
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1. The position wave function ξ is for the ground state, where no orbital
momentum is involved, symmetric

2. The colour wave function φ is restrained by the condition that all the
hadrons are colour neutral. Therefore remains only one single combina-
tion which will be the same for all baryons:

φ(colour) = 1√
6
(rgb+ gbr + brg − rgb− bgr − grb), antisymmetric

3. The spin wave function χ has to be considered separately for the two pos-
sible resulting spin values based on three quarks of spin 1/2:

• J = 3

2
, the three spins are parallel to each other. The function is

symmetric

• J = 1

2
. This case is more difficult to treat, as for J = 1

2
, the spin wave

function χ does not have any defined symmetry by permutation of
two quarks. See e.g. the case:

1√
2
(↑↓ − ↓↑) ↑ (2.2)

This wave function behaves differently depending which quarks are
permuted. It is according to this mixed symmetric

4. The flavour wave function ζ based on three flavours (up, down, strange)
offers 33 = 27 possibilities. 10 of them are symmetric by permutation,
one is antisymmetric and the last 16 are mixed symmetric. Below
the symmetric ones, building a decuplet:

ddd 1√
3
(ddu+ udd+ dud) 1√

3
(duu+ udu+ uud) uuu

1√
3
(dds+ sdd+ dsd) 1√

3
(dsu+ uds+ sud) 1√

3
(uus+ suu+ usu)

1√
3
(dss+ sds+ ssd) 1√

3
(sus+ ssu+ uss)

sss (2.3)

The singlet antisymmetric function:
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1√
6
(dsu+ +uds+ sud− usd− sdu− dus) (2.4)

These k-plets of the wave flavour function can be written in the notion of
group theory as:

3 ⊗ 3 ⊗ 3 = 10 ⊕ 8 ⊕ 8 ⊕ 1 = 27 (2.5)

Using the different 1., 2., 3., 4. possibilities, we should find the combina-
tions that lead to an antisymmetric total wave function Ψ. As the position
and colour wave functions are the same for all baryons and build together a
antisymmetric function, we need a spin and flavour symmetric combina-
tion.

1. For the spin J = 3

2
baryons, χ(spin) is symmetric ⇒ ζ(flavour) must be

symmetric ⇒ flavour decuplet

2. For the spin J = 1

2
baryons, χ(spin) is mixed symmetric ⇒ ζ(flavour) also

mixed symmetric ⇒ flavour octet

As example the spin-flavour wave function of the proton:

χζp =
1√
18

(2|u ↑ u ↑ d ↓〉−|u ↑ u ↓ d ↑〉−|u ↓ u ↑ d ↑〉)+for each two permutations

(2.6)

The spin-flavour wave function of the neutron is obtained by exchanging
the u and d quarks in the proton state.

The baryons classification resulting from the SU(3) is shown below, with the
flavour decuplet (notice the corresponding state configuration of formula 2.3)
and the famous octet containing the nucleons. Note the presence of the addi-
tional information like the strangeness quantum number s and the charge q:
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Figure 2.2: flavour decuplet (J = 3

2
) and octet(J = 1

2
) of the baryon SU(3)

classification

The SU(3) symmetry can be extended to SU(6) by considering spin and flavour
together in one degree of freedom. Two possible spin directions combined with
three quark flavours lead to the n = 6 dimension of the group.

2.1.3 Magnetic Moment of Baryons in SU(3) Symmetry

The magnetic moments of the baryons can be determined, in absence of orbital
angular momentum, by building the sum of the magnetic moments of the three
constituent quarks:

~µB = ~µ1 + ~µ2 + ~µ3 (2.7)

For the spin 1/2 particles like our constituent quarks, we obtain from the
Dirac theory:

~µ =
q

2m
· ~σ ⇒ µ = ± q

2m
(2.8)

q is the charge and m the mass of the quark. The latter parameters depend
only on the spin and flavour wave function, so that we use for the determina-
tion of µ of baryons only the χ(spin) and ζ(flavour) part of Ψ. Example in case
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of the proton:

µp = 〈Ψp| ~µp|Ψp〉 =
∑

i

〈χζp ↑ |(~µi)z|χζp ↑〉 (2.9)

Applying this to the proton (and neutron) spin-flavour function of the last
chapter, the resulting magnetic moment is:

µp =
1

18
(8µu − 4µd + 0µu + µd) · 3 =

4

3
µu −

1

3
µd

µn =
4

3
µd −

1

3
µu (2.10)

The factor three represents the permutations.

With the following quarks masses: mu = 338 MeV,md = 322 MeV and
ms = 510 MeV, we obtain for the quarks magnetic moments:

µu = 1.852 µN ,µd = −0.972 µN and µs = −0.613 µN , where µN = e~

2mp
is

the nuclear magneton. Applying this further to determine the proton and the
neutron, it results:

µp = 4

3
· 1.852 − 1

3
· (−0.972)µN = 2.145µN , µp(measured) = 2.793µN (2.11)

µn = 4

3
· (−0.972) − 1

3
· 1.852 = −1.913µN , µn(measured) = −1.913µN

Considering their rough bases, the predictions of the SU(3)/SU(6) are not so
far from the experimental values.

The most interesting value for this work is the theoretical evaluation of the
magnetic moments of the decuplet baryons (J = 3

2
) and especially the ∆s.

By locating them in the decuplet of figure 2.2 and taking the corresponding
wave function out of equation 2.3, we obtain:

µ∆++ = 3µu = 5.556µN

µ∆+ = 2µu + µd = 2.732µN

µ∆0 = µu + 2µd = −0.092µN

µ∆− = 3µd = −2.916µN

(2.12)
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Remembering the µ∆+ experimental determination of Martin Kotulla’s pio-
neer measurement: 2.7 ± 1.7 ±σtheo, the discrepancy remains reasonable.

2.2 Theoretical Calculations around the ∆+ Resonance

The theoretical calculations on the ∆+ ’s magnetic dipole moments have been
improved in the last years and performed at different places and by different
groups. Some published articles on the subject:

• Unitary Model from Chiang, Vanderhaegen, Yang, Drechsel [Chi05].

• Chiral effective field theory calculations from Pascalutsa and Vanderhaegen
[Pas05].

• Soft photon theorem and the magnetic moment of the ∆ resonance from A.I.
Machavariani and Amand Faessler [Mac07].

• Covariant baryon charge radii and magnetic moments in a chiral constituent-
quark model from K. Berger, R. F. Wagenbrunn, and W. Plessas [Ber04].

Here, the two first theoretical calculations will be discussed.

We have to make the difference between the Unitary Model and the Chiral ef-
fective field theory calculations, the first one beeing a "model" using experimental
data to extract coupling constants and the second one is a model-independent
analysis of the γp → π0pγ′ reaction, within the framework of chiral effective
field theory.

At this stage, we note the following important fact:
As the extraction of the µ∆+ can exclusively be done via the use of theoreti-
cal calculations, one expects them to be as near as possible to the reality, i.e they
should take into account as many background reactions as possible. By background
reactions, we mean all reactions other than the interesting one, starting from a
γp state and ending with a π0γ′p as there is no experimental way to get rid of
them. Another important feature expected from the theoretical calculations is
the consideration of rescattering reactions, like typically rescattering loops.
As shown in the next two parts, large improvements of these goals have been
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reached in recent theoretical works.

2.2.1 The Unitary Model

The basic idea of the unitary model is to start with the desciption of a well known
channel: γp → π0p and then "couple" a radiative photon therein to lead to the
description of the wanted γp → π0pγ′ reaction. The exhaustive description of
the γp → π0p reaction is reached by the use of experimental data providing the
numerous coupling constants needed.

The application of the unitary model on the γp → π0pγ′ reaction in the ∆
resonance region proceeds in two steps:

1. Description of the γp → π0p reaction in a unitary model and fit on experi-
mental data to extract all the parameters of the strong interaction.

2. Adaptation of the unitary model of 1. to the γp → π0pγ′ reaction in the ∆
resonance region.

2.2.2 The Unitary Model for the γp→ π0p Reaction

The description of the reaction γp → π0p in a unitary model is obtained with a
transition potential derived from an effective Lagrangian with Born terms and
vector meson exchange, in addition to the ∆ excitation mechanism. Thus, the
unitarity is reached by the explicit inclusion of the final states πN interactions.
The T-matrix is divided in two terms as shown on fig 2.3:

t
� tB
� t�
�+=
Figure 2.3: shematic view of pion photoproduction T-matrix
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The corresponding transition potential vγπ contents the two terms v∆
π and

vB
γπ, where v∆

π corresponds to the resonance contribution γp→ ∆ → πN and vB
γπ

decribes the background to be derived from an effective Lagrangian.

Diagrams contributing and taken into account for the γp → π0p reaction in
the ∆ resonance region are collected in figure 2.4.

Figure 2.4: diagrams for the γp → π0p reaction in the ∆ resonance region. (a):
resonance excitation, (b): vector meson exchange, (c1-c2): nucleon pole terms,
(d): pion pole term, (e): Kroll-Rudermann term

(a) corresponds to v∆
π , (b)-(e) are tree diagrams inserted in the non resonant

operator vB
γπ . gρπγ and gωπγ , referring to figure 2.4(b) are obtained from the radia-

tive decays: ρ→ γπ and ω → γπ. The electromagnetic γNN and γππ vertices, as
well as the nucleon anomalous magnetic moment κN , are extracted from exper-
imental measurements. The resonance contribution of figure 2.4(a) is calculated
by using a Rarita-Schwinger propagator [Ami92] and the coupling constants are
extracted from measurements of ∆ → πN decays.

The results of the unitary model for the total cross section of the γp → π0p
and γp→ π+n reactions are shown in figure 2.5 in comparison with experimen-
tal data [McP64],[Fis96],[MCo96], [Ahr00].
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Figure 2.5: Total cross section of unitary model for γp → π0p and γp → π+n
reaction. The solid curve is the full result of the unitary model, the dashed curve
indicates the result of the tree-level calculation and the dotted curve shows the
unitarized ∆(1232) contribution

The Unitary Model for the γp→ π0pγ′ Reaction

This is the extension of the previously for γp → π0p described model to the
γp → π0pγ′ reaction in the ∆ resonance region. The start is the coupling of a
photon to all charged particles of figure 2.4. The resulting diagrams are shown
in figure 2.6.

The vector meson exchanges and pion poles, as well as the Kroll-Rudermann
terms, can be evaluated with the interaction Lagrangians of the γp → π0p reac-
tion or by minimal substitution of pion-nucleon Lagrangians. The ∆ resonance
diagrams can be also similarly evaluated, except for the diagram (a2) of figure
2.6 which contains informations on κ∆. Thus, the only new parameter entering
in the description of γp → π0pγ′ , in comparison to γp → π0p is the ∆ anoma-
lous magnetic moment κ∆: µ∆ = 1 + κ∆. κ∆ (via γ∆∆ vertex) is a function
of k2

γ′ , p2
∆, p

′2
∆, i.e., the four momenta of the radiative photon and the initial and

final ∆ . We then make use of the following assumptions:

• Transition induced by a real photon ⇒ k2
γ′ = 0.

• Restriction in the ∆ resonance region only ⇒ p2
∆ = M2

∆ ⇒ κ∆ only de-
pending on p′2∆.

• Soft photon limit ⇒ p′2∆ = M2
∆, so treating κ∆ as constant at the soft photon

limit.
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Figure 2.6: Diagrams for the γp→ π0pγ′ reaction in the ∆ resonance region. (a1-
a5): ∆ resonance,(b1-b6): vector meson exchange,(c1-c10): nucleon pole terms,
(d1-d6): pion pole term, (e1-e3): Kroll-Rudermann terms, (f1-f2): anomaly dia-
grams

The status concerning the rescattering reactions is the following:

• Consideration of the on-shell rescattering only.

• In the soft photon limit, T-matrix of γp→ π0pγ′ proportional to the one of
γp→ π0p

Rescattering contributions beyond the soft photon limit are more compli-
cated and therefore not treated here, especially the aim of the present calcula-
tions is the comparison with experimental data relatively close to the soft pho-
ton limit, i.e. Eγ′ ≈ 100 MeV.

The resulting construction of the T-matrix for the γp → π0pγ′ reaction is
shown on figure 2.7:
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Figure 2.7: shematic view of the T-matrix used for the description of the γp →
π0pγ′ reaction in the ∆ resonance region

Diagram (a) corresponds to the diagrams of figure 2.6. The rescattering con-
tributions (diagrams (b) and (c)) are evaluated in the soft-photon approximation
for the final photon, kγ′ → 0. The transition potential vγπ corresponds to the di-
agrams of figure 2.6. The black blob corresponds to the full T-matrix tπN for πN
scattering. The vertical dotted lines indicate that the πN intermediate state is
taken on-shell (K-matrix approximation).

The resulting predictions of the unitary model for the γp → π0pγ′ for the γ′

energy and angular cross sections are shown in figure 2.8:
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Figure 2.8: Differential cross section of γp → π0pγ′ reaction on the energy ECM
γ′

of the radiative photon, divided by ECM
γ′ . Data from [Kot02]

2.2.3 Chiral Effective Field Theory Calculations

The aim of these calculations is a model independent extraction of µ∆+ . There
are relativistic chiral effective field theory calculations of radiative pion produc-
tion (γp→ π0pγ′ ) in the ∆ - resonance region, to next-to-leading order in the "∆
-expansion". The present calculations are sufficient for a chiral extrapolation of
lattice QCD results for magnetic moments.

The starting Lagrangian is the one from the chiral perturbation theory (χPT )
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with pions and nucleon fields [Ga88], where the ∆ has been included explicitly
in the so called "δ-expansion scheme" [Pas03].

The Effective Lagrangian in Chiral Effective Field Theory

The χPT is the effective low-energy theory of the Quantum Chromodynamics
(QCD). The QCD is formulated for quark and gluon degrees of freedom and its
fundamental coupling constant is the strong coupling constant αs. The asymp-
totic spectrum of the theory consists of mesons and baryons, which implies that
a full solution to QCD must include the phenomenon of confinement of quarks
and gluons and ensure that these emerge in the asymptotic states of theory.
The standard QCD Lagrangian has the following form:

L = Lg + Lq + Lm

(2.13)

Lg = − 1

4g2
Tr(GµνG

µν)

Lq =

Nf
∑

f=1

ψ̄f iDµγ
µψf

Lm =

Nf
∑

f=1

mf ψ̄fψf

Dµ = ∂µ − igAµ

(2.14)

Gµν = [Dµ, Dν ]

(2.15)

Aµ is the gluon field, ψf is the quark field of the f -th flavour (ψf = (u, d, c, s, t, b)),
Dµ is the covariant derivative, Gµν is the field strength tensor and g is the colour
charge. Lg describes pure gluon dynamics, Lq corresponds to the quarks kinetic
energies and quark-gluon interaction, Lm is responsible for the quark mass. In
the massless limit, the QCD Lagrangian (Lg + Lq) depends only on one dimen-
sionless parameter g. Moreover, the coupling constant αs(µ) becomes scale de-
pendent due to renormalization. The scale parameter of QCD is experimentally
determined.
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Provided the quarks are massless, the chirality (helicity) of a quark is con-
served and the QCD Lagrangian is symmetric with respect to rotations in the
flavor space independently for right- and left-handed quarks. Thus the mass-
less QCD has the global symmetry described by the group SU(NF )R×SU(NF )L.
While the Lagrangian is chirally symmetric, the ground state of the massless
QCD (vacuum) does not have the same property because the chiral symmetry
is spontaneously broken: The characteristic feature of this spontaneous symme-
try breaking is the emergence of massless pseudoscalar particles: the Goldstone
bosons. In the case of three flavours, NF = 3, they correspond to the members of
the pseudo-scalar meson octet (see fig 2.9).

Figure 2.9: The octet of the pseudo-scalar mesons obatined with SU(3) symme-
try

The essence of the chiral perturbation theory is to consider the quark mass
term Lm as a perturbation. The mass term explicitly breaks the chiral symmetry,
so that the Goldstone bosons get nonzero masses and in the leading order the
pion mass squared is proportional to the quark mass: χPT is an effective field
theory constructed as an expansion in momenta and masses of physical parti-
cles, which are considered to be small on a hadronic scale of about one GeV.
This approach is extended in the baryon chiral perturbation theory, so that the
meson interaction with "heavy" baryons can be treated as well.

The χPT is limited to a low-energy domain where the momentum of the
paticles p are much lower than the masses Λ of "new degrees of freedom" not
taking part in the Lagrangian : p ≪ Λ. In the pion-nucleon case, this limit is
set by the excitation energy of the ∆ resonance: ∆ = M∆ − MN ≈ 293 MeV.
It has been already observed that χPT is in very good agreement with experi-
ment up to a photon energy of about 100 MeV, but fails above 150 MeV. A new
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power-counting scheme for χPT that includes ∆ degrees of freedom has been
perfomed by V. Pascalutsa [Pas03], it is the so called δ-expansion scheme.

The δ-expansion Scheme

The scheme is both closely connected to the usual χPT (i.e. without ∆ , assum-
ing mπ ≪ ∆)) in the low energy region where the photon energy ω is in the
region of the pion mass and applies in the ∆ resonance region: ω ∼ ∆. This is
reached with the following hierarchy of scale:

mπ ≪ ∆ ≪ Λ (2.16)

Using this 3-scale hierarchy equation 2.16, we have in principle two small
expansion parameters: mπ/∆ and ∆/Λ. Assuming the breaking-down scale is
now set by the next excitation energy, Λ =∼ 1535 − 938 =∼ 600 MeV, our two
ratios are not far from each other and we can introduce the small parameter:

δ =
∆

Λ
∼ mπ

∆
(2.17)

Each graph taking part in the Lagrangian may thereafter be characterized
by a δ-counting index "α", which delivers the size δα of the graph. The index
α has two different expressions, depending on the ω region (mπ or ∆ ). For a
graph with L loops, Nπ pion propagators, NN nucleon propagators, N∆ delta
propagators and Vi vertices of dimension i, we have:

For ω ∼ mπ, α = 2αχPT −N∆

For ω ∼ ∆, α = αχPT −N∆ (2.18)

Where αχPT =
∑

1
iVi − 2 + 4L−NN − 2Nπ is the index of χPT with no ∆ s.

The graphs considered for the determination of the µ∆+ are shown in figure
2.10:
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(a) (b) (c)

(d) (e) (f)

Figure 2.10: Diagrams for γp→ π0pγ′ reaction in the NLO δ-expansion. Double
lines represent the ∆ propagator

The results of these effective field theory calculations are shown in figure
2.11 in terms of cross sections and asymmetries. The Ratio R is defined as fol-
lows:

R =
1

σπ

· E ′
γ

dσ

dE ′
γ

(2.19)
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Figure 2.11: Results of the effective field theory calculations. TOP: Ratio (equ
2.19) of the γp→ π0p and γp→ π0pγ′ cross sections on ECM

γ′ . Data from [Kot02].
MIDDLE: Linear photon asymmetry of the γp → π0p cross-sectionsdifferential
w.r.t. the outgoing photon energy and pion c.m. angle. The data point at E ′

γ = 0
corresponds with the γp → π0p photon asymmetry from [Bec99]. LOW: the
circular-polarization photon asymmetry (as defined in [Chi05]), where the out-
going photon angles have been integrated over the indicated range.
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Chapter 3

Experiment Setup

3.1 Overview

The experiment has been performed in the A2 experimental hall at the "MAinzer
MIcrotron (MAMI), Mainz, Germany.

An important improvement compared to the last µ∆+ measurement is the
almost 4π steradians covering detector setup. This is reached by the combina-
tion of the Crystal Ball detector with the TAPS detector as forward wall detector.

The photon beam is delivered via bremsstrahlung and tagging of the po-
larized electron beam of MAMI C with the Glasgow tagger. The use of crystal
radiator offers the opportunity of an as well circularly as linearly polarized pho-
ton beam.

The proton target is obtained with the use of liquid hydrogen.

Figure 3.1: Overview of Experimental Setup

41
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3.2 The polarized Photon Beam

The real photon beam is produced by the collision of the electron beam pro-
vided from MAMI with a radiator foil and emission at this stage of bremsstrahlung
photons.

The radiator is needed for the absorbtion of momentum, as free charged
particles cannot radiate real photons because of the energy-momentum conser-
vation. The comparison of the nucleus mass to the very light electron permits to
neglect the energy transfer to the nucleus and thus the following equation may
be used:

Eγ = Ee−in
− Ee−out

(3.1)

The emitted photons fly in the forward direction to the target, as the recoil elec-
trons e−out are deviated in the huge tagger magnet, according to their remaining
kinetic energy and are stopped in the tagger focal plane detectors.

The precise determination of the recoil electron hit location in the tagger fo-
cal plane detectors allows a near to perfect determination of its energy Ee−out

using the deflection law and therethrough the corresponding emitted photon
energy.

3.2.1 The MAMI polarized Electron Beam

The accelerator MAMI is a racetrack microtron accelerator, which uses the high
frequency acceleration system. In order to optimize the acceleration without
using a very long accelerator, the electrons pass many times through the linear
high frequency path. They gain energy at each passage and thus make each
time a trajectory with a larger radius through the magnets. They so use every
time a new linear path, as shown on figure 3.2. The beam is very clean, without
any halo. This layout is called racetrack microtron.

The electron accelerator MAMI at the experiment time consisted of three
cascaded racetrack microtrons with a 3.5 MeV injector linac. The last stage de-
livered the beam from 180 MeV to 855 MeV in 15 MeV steps.

The polarization of the electron beam is produced by photoelectric emission
from InGaP- or GaAsP-crystal cathodes [Aul99,Aul00].

The helicity of the electron beam can be inverted by changing the circular
polarization of the irradiating light. The Wien filter just behind the source al-
lows the adjustment of the spin orientiation at a determined place, which, in
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Figure 3.2: Racetrack Microtron

our case, is situated just near by the tagger radiator. The error limits delivered
by the accelerator team on the spin direction is the following:

max: Ee = 883.28 MeV, 13.91o , min: Ee = 883.06 MeV, 5.81o

3.2.2 The linearly and circularly polarized Photon Beam

The Bremsstrahlung Generalities

The bremsstrahlung is the process whereby a charged particle is slowed down
by an electric field with the emission of a real photon. This is in our case the
scattering of electrons on a radiator foil, the latter being needed for the en-
ergy/momentum balance. Due to the huge mass of the foil nuclei in comparison
to the electron mass, the energy transfer to the nuclei can be neglected.

We can thus use the following relations:

~pγ = ~p0 − ~q − ~p′e
Eγ = E0 − E ′

e

~q : momentum transfer to the nucleus (3.2)

The energy and angle distributions of the emitted photons follow approxi-
matively the following relations:
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dσ

dEγ

∝ 1

Eγ

dσ

dθ
∝ θ

(θ2 + θ2
c )

(3.3)

Where θc is the characteristic opening angle of bremsstrahlung. Thereafter,
the proportion P of photons inside a cone with opening angle β is approxima-
tively:

P (β) ≈ 1

1 + (θc/β)2
(3.4)

Considering this relation, 50 % of the photons are found in the cone with
opening angle β = θc

Linearly polarized Photons

Linearly polarized photons are obtained by coherent bremsstrahlung on a crys-
talline radiator, in our case a 100 µm thick diamond foil.

The bremsstrahlung process is azimuthal symmetric around the direction of
~p0. Thus, the momentum transfer ~q can be split in a longitudinal ql and transver-
sal qt component with respect to ~p0. Using this property we can determine the
allowed region in the momentum space:

Figure 3.3: Representation of the allowed momentum pancake in the momen-
tum space and the reciprocal lattice
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The condition for a coherent bremsstrahlung is that the momentum transfer
corresponds to a reciprocal lattice vector ~g of the crystal (Bragg condition):

~q = ~g

with ~g =
3

∑

i=1

hi
~bi

~bi : reciprocal lattice basis vector

hi : set of Miller indices (3.5)

The ideal crystal for coherent bremsstrahlung should have a tight lattice, a
low Z and a high Debye temperature. Due to this fact, diamond is the best
choice by far.

Only an ideal crystal would deliver a pure coherent spectrum. Real crystal
lattices are affected by the thermal movements of the atoms and consequently
always deliver a part of incoherent bremsstrahlung. The incoherent scattering
produces photons with a continuous angular distribution, indepedent of k and
characterized by me

E
(see fig.3.4, Nickel). The coherent radiation is tightly colli-

mated along the electron direction at the peak position (see fig. 3.4, Diamond).

Figure 3.4: UP: Electron spectra seen in the tagger, with coherent (diamond) and
incoherent (nickel) bremsstrahlung. DOWN: same spectrum normalised to the
incoherent part: Irel = Idiamond/Iincoherent.
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The photons situated in the peaks are mostly linearly polarized, and the
peak positions depend on the orientation of the crystal related to the electron
beam. This is monitored with the so called Goniometer, in which the different
radiators are placed and chosen.

Circularly polarized Photons

The circular polarization of the photons is reached by the use of longitudinal
polarized electrons in the bremsstrahlung process. A transfer of helicity occurs
from the electrons to the emitted photons. Thus, as the helicity of the photon
beam depends directly on the spin direction of the electrons, the information
concerning the electron polarization delivered by MAMI allows the determina-
tion of the helicity status of the corresponding photon.

Thanks to the Wien filter (speed-filter) situated directly after the electron
source and a precise determination of the final electron energy at RTM3 1, the
spin direction of the electron by the radiatior foil can be precisely monitored.

Each variation in the electron energy induces a spin deviation. Typically,
E

∆E
= ±1.4 · 10−3 rotates the spin by ±60o [Tio02]. The spin deviation delivered

by the accelerator team for the minimum and maximum electron energy during
the MDM beamtimes are the following:

883.28 MeV : 13.91o

883.06 MeV : 5.8o

(3.6)

The final degree of polarization of the photon beam can be calculated as the
following [Ols59]:

Pγ = Pe
4x−x2

4−4x+3x2

where x = Eγ

E0
and Pe gives the degree of polarization of the electron beam.

The value delivered by the MAMI team for our case is 82 ± 5% .

1Third and last microtron of the electron beam
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Figure 3.5: Linear and circular degree of polarization of the photon beam, de-
pending on its energy.

The determination of the degree of polarization of the photons is crucial
and can be obtained with calculations. Anyhow, those calculations have to
be checked with measurements. For this purpose, the photoproduction of π0

mesons from 4He has been used. As a nucleus of spin=0, 4He has an analysing
power of 100% for linearly polarized photons. The degree of linear polarization
reached during our measurement is ≈ 37 %.

3.2.3 The Glasgow Tagger Magnet

The precise determination of the photon beam energy, as well as the recoil elec-
trons flux, is done by the tagger system.

The Glasgow Tagger Magnet consists of a large dipole magnet and a focal
plane detector system. The dipole primarily "cleans" the photon beam from the
outgoing electrons, but first of all traps those electrons in its 353 focal plane
scintillators.

As shown in picture 3.4, the recoil electrons are bent to different paths, which
guide to different scintillators, this depending on their remaining kinetic energy.
The electrons that did not produce bremsstrahlung are directly bent to the Fara-
day cup of the beam dump.
Since working with the coincidence principle, the information of the initial elec-
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Figure 3.6: The Glasgow Tagging System

tron beam energy and the corresponding outgoing electron energy associated to
a tagged photon, deliver the energy of the latter photon via the relation 3.1

In order to obtain a first reduction of the background, the scintillators are
built in brick configuration. Each detector overlaps its two neighbours, so that
each true bremsstrahlung electron fires two scintillators. Events induced by
only one hit are ignored, which results in 352 coincidence channels for the tag-
ger.

Figure 3.7: Distribution of the electrons on the focal plane detector
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We identify here the polarization enhancement, due to coherent bremsstrahlung.
The tagger spectrum covers from 7 % to 95 % of the photon energies with ap-
proximately 2 MeV resolution. Channel 0 corresponds to Eγ = 819 MeV, chan-
nel 284 to Eγ = 205 MeV. Due to saturation risk, the channels corresponding to
low energetic photons/high energetic electrons, were switched off. As a matter
of fact, the 1/E bremsstrahlung distribution shape produces an enormous quan-
tity of low energetic photons.

For Eγ = 674 − 728 MeV, a special detector system, the so called Tagger Mi-
croscope [Rei99] was placed in order to increase the energy resolution. However,
this device is not used in this work, since the analyzed data are situated in a
photon energy range below 600 MeV.

Tagging Efficiency Measurements

The knowledge of the photon flux is needed for the absolute normalization of
cross sections.
This flux is, however, not equal to the number of the recorded recoil electrons
in the tagger. Due to collimation, Møller scattering and other processes, the
number of photons reaching the target is lower than the number of electrons
recorded in the tagger.

Thus, the number of emitted photons for a specific beamtime period is ob-
tained by the combination of the emitted electrons during this time (scalers) and
the efficiency of the tagging system:

Nγ=Ne− · ǫtagg

Tagging efficiency measurements have been performed once a day of beam-
time, using the following setup:

The recoil electrons are detected in the tagger focal plane detectors. The
tagged photons that pass through the collimator are detected in a lead glass
detector.

The ratio of the tagging photon spectrum and the electron spectrum delivers
a tagging efficiency for each tagger channel:
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Figure 3.8: Example of tagging efficiency measurement

3.3 The Hydrogen Target

Our liquid hydrogen target cell was built by using the DAPHNE cryotarget sys-
tem [Tho04a]. It consists of a 125 µm thick Kapton cylinder with a length of 48
mm and a diameter of 24 mm.
This cylinder is coated with eight layers of a "super isolator" (8 µm Mylar, two
µm Aluminium).

Figure 3.9: The Liquid Hydrogen Target

Due to an ice accumulation on the cell window, an additional 10 µm thick
Kapton cylinder has been mounted around the isolation layer.

The cell is placed in a one mm thick and 82 mm large fibre vacuum tube.
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The latter offers a Kapton window to protect the target cell and play the role
of a scattering chamber, avoiding the hydrogen to reach the air in case of a cell
leakage.

The target pressure is kept by 1080 mbar, just above the atmospheric pres-
sure to mimimise the risk of air penetrating into the target.

3.4 The Crystal Ball Apparatus

3.4.1 Overview

The crystal ball apparatus is composed of the spherical crystal ball NaI de-
tector and two additional components placed in the center of the ball (see fig
3.10). These are a Particle Identification Detector and a Multi Wire Proportional
Chamber. This combination ensures adapted energy and time resolution thanks
to the NaI detector system, a trustable particle identification, as well as a precise
determination of the particles’s position.

Figure 3.10: The Crystal Ball Apparatus

3.4.2 The Crystal Ball Detector

The crystal ball detector was built at SLAC and used in J/Ψ measurements at
SPEAR and c quark physics at DESY.
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It is a segmented Sodium Iodide detector of 672 crystals and covering 94 %
of 4π steradians.
This detector is especially adequate for time, energy and polar angle determi-
nation of multi-photon events.

The ball geometry is an icosahedron divided in 20 "Major Triangles" that
are themselves split in four "Minor Triangles" containing each nine crystals. 24
crystals are missing in this structure to offer space for the tunnel path, which
has an opening angle of ≈ 20 degrees. The cystal ball has an inner radius of 25.3
cm and outer radius of 66 cm.

The detector is surrounded by two Aluminium frames essential for the sta-
bility of the photomultipliers and the inside apparati.

Figure 3.11: LEFT: Complete crystal ball before cabling. RIGHT: Part of the crys-
tal ball detector. View of bare crystals and ones equipped with photomultipliers

To reach the target and other devices in the center of the ball, the latter is
composed of two separable spherical shells (see figure 3.11 left). The so called
equator between the hemispheres is 0.8 cm thick and consists of 1.6 mm stainless
steel plates, separated by five mm air. This gap induces the small loss of 1.6 %
of 4π steradians. The two shells are kept under low pressure, to avoid humidity
reaching the crystals, as these are very hygroscopic.

The NaI crystals have a pyramide shape and point to the center of the ball.
They have a length of 40.6 cm and and a thickness of 15.7 radiation length. All
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the 672 crystals are coated with a 0.15 mm thin reflecting paper, so to be opti-
cally isolated.

The SRC L50 B01 photomultipliers have a diameter of 5.1 cm and have been
selected for their linearity over a wide dynamic range.

3.4.3 The Particle Identification Detector

The Particle Identification Detector or (PID) was built in 2002-2004 by a team
of the Glasgow University and it has been part of the PhD work of the collegue
Evangeline Downie [Dow06].

Figure 3.12: LEFT: View of the PID. RIGHT:E/∆E plot of the PID

We need the PID detector because the very short distance between the target
and the ball and the too poor time resolution do not allow any time of flight
measurement.
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The main goal of the PID is the identification of the protons, pions and elec-
trons, using their specific E/∆E ratio defined below.

The unusual location of the PID in front of the wire chamber on the way
from the target to the detector is due to a space lack between the wire chamber
and the NaI detectors.

Tests that have been realized with Geant3 models for the detector delivered
a two mm thick plastic scintillator beeing a good compromise between a multi-
ple scattering and a functional energy loss signal. The PID is, according to this,
a 10 cm diameter barrel composed of 24 pieces of 31 cmm x 13mm x 2mm plastic
scintillators.

The identification between the different particles is reached by a comparison
between the energy E deposited in the NaI, which is supposed to be the total
energy, and the small energy (≈ 400 keV for minimum ionising particle) ∆E de-
posited in the PID scintillators. The latter energy is different for particles having
the same total energy, but a different ionisation density.

Looking at the E/∆E ratio (fig 3.12, RIGHT), we clearly indentify definite
regions corresponding to the different particles. These regions are defined as
polygons, so that e.g., to be accepted as a proton, a particle has to have a E/∆E
ratio in the red area of figure 3.12.

3.4.4 The Wire Chamber

The Multi Wire Proportional Chamber is based on the principle of a conden-
sator. Our MWPC is basically the one used with the DAPHNE detector [Aud91]
and is especially well adapted for the tracking of protons and charged pions that
often fire one or two NaI crystals only. An additional tracking of the photon po-
sition is not needed, as the coordinates resolution provided by the NaI of the
crystal ball is high enough.

In our MWPC, the anode and cathode are coaxial cylinders and the use of
the inner and outer side of them provides two tracking chambers (see fig 3.13,
LEFT). The third chamber of the DAPHNE MWPC could not be used due space
constraint. The two tubes are made of one mm thick Rohacell, coated with a 25
µm Kapton film.

The anodes wires are parallel to the tube axis and of 20µm thick Tungsten.
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They are placed every two cm around the circumference. The cathode strips are
placed at 45o to the anode wires and made of 0.1 µm thick and four mm wide
Aluminium. The gap between the anode and the two cathodes is four mm. The
chambers are filled with a mixture of 74 % Argon, 25 % ethane and 0.5 % freon.

Ionising particles deposit electron-ion pairs along their path in the cham-
bers (first ionisation). The electrons are then quickly caught by the anode wires
and induce there new charge pairs, while the ions slowly travel to the cath-
ode strips. The chambers operate in a proportional range (U1 ≈ 2445 V, U2 ≈
2475 V), i.e, the charges produced by the first and second ionisation are propor-
tional to each other. The charges induced on the cathodes strips are read via an
Alcatel 1757 amplifier, the ones induced on the anode wires are digitalised
via a LeCroy PCOS 2735C amplifier-discriminator.

Figure 3.13: LEFT: Schematic view of the MWPC. RIGHT: Tests on the MWPC

The hit position can be located by determining the center of gravity of the
charges induced in the several strips. The coordinates delivered by the MWPC
are given by an azimutal angle α and a longitudinal coordinate z (cylinder axis
direction). In order to determine the z coordinate when a wire has fired, the
inner and the outer cathode strips cross each other twice along the length of the
chamber. The location of the same position in two chambers indicates a particle
track.

The area covered by the MWPC is 360o in φ and from 21o to 91o in θ. This
gives a total of 94 % of 4π steradians.

The electrical screening is obtained by a 0.1 µm thick Aluminium coating on
the external surface of the chamber.
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3.5 The TAPS Apparatus

The TAPS apparatus, used as forward wall in addition to the crystal ball appa-
ratus (see fig 3.14), is composed of two parts: The TAPS detector itself, i.e the
wall of crystals and a layer of five mm thick plastic scintillators, the TAPS Vetos.
The goal of this detector combination is the detection of photons, pions and pro-
tons along the Lorentz boost induced by the photon beam.
TAPS is placed 175 cm away from the target center, covering a θ angle from 4o

to 20 o, largely the area of the crystal ball tunnel.

Figure 3.14: View of the crystal and the forward detector TAPS on the right

3.5.1 The TAPS Detector

The originally called Two Arms Photon Sprectrometer was built by a European
collaboration, to investigate high energy photons as well as neutral mesons (π0,
η, ω) in relativistic and ultra-relativistic heavy ion or photonuclear reactions.

In order to reconstruct the invariant mass of a meson from its decay pro-
ducts (here mostly photons), the hit position and the total energy of the electro-
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magnetic shower 2 have to be precisely determined. Due to a high multiplicity
of hadronic reaction products, a very efficient discrimination between charged
and neutral particles is needed.

The above described required properties are fulfilled by the use BaF2 crystals
as scintillation material. The TAPS detector is made of 510 BaF2 modules built
in an hexagonal wall and segmented in eight blocs (4 segments for the trigger)
(see fig 3.15).

Figure 3.15: LEFT: Hexagonal wall of BaF2. RIGHT: TAPS detector module

Each detector module is composed of a 250 mm long hexagonal (ø= 59mm)
BaF2 crystals, whose last 25 mm are spherically shaped, in order to have a bet-
ter match to the photomultiplier tube (see fig 3.15, RIGHT). Each crystal owns
a quartz fiber to send laser light inside, to allow the gain monitoring and the
calibration for the readout electronics.
The crystals are wrapped with PTFE and an additional aluminium foil as UV
reflector. They are optically coupled to the quartz window of an Hamamatsu
R2059-01 photomultiplier. The assembly of the module is achieved by using a
0.2 mm thick heat shrinkable and light tight PVC tubing.

2A description of the response measurement performed by the autor on the TAPS crystals
follows in chapter 4.4.3
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The energy and time resolution of TAPS are the following:

σE/E = 0.59%/
√

E/GeV and ∆t < 200 ps

An additional and particulary useful property of the BaF2 scintillator is its
sensitivity to the nature of the detected particle. It is based on the relative con-
tribution between fast (short gate 3)and slow (long gate 4) light components that
depends on the ionization properties of the particles. By building the ratio of the
fast (short gate) and the total (long gate) light inputs, one distinguishes clearly
different rising slopes corresponding to the different particles (see fig 3.16).

Figure 3.16: Ratio of short (fast light) and long gate (total light)

3.5.2 The TAPS Vetos

In order to improve the particle identification in TAPS, a thin Veto wall of 5mm
plastic scintillators is installed in front of the BaF2. The signals are read out by
an optical fiber and do not deliver any energy or time information, but a simple
"YES/NO", i.e. "fired/not fired" signal. However, this allows the separation of
the protons that fire the vetos and the neutrons that do not, as in this case the
PSA tracking is not reliable enough.

3λmax
short = 220mm → τshort = 0.6ns

4λmax
long = 310mm → τlong = 620ns
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3.6 The Trigger and Electronics System

3.6.1 The Crystal Ball and Trigger Electronics

In view of our A2-CB-TAPS experiment, the CB electronics has been newly de-
signed [Kram07].
Considering the main measurement of this experiment, which is the determi-
nation of the magnetic moment of the ∆+ resonance via the reaction channel
γp→ γ′pπ0, it appears as essential to be able to dinstinguish reactions that only
differ by one photon. Thus the CB electronics has to reach two goals: a fast
event treatment and an efficient trigger selection. The previous CB electronics
was only able to treat several Hertz and was over 30 years old.

The main properties of the new CB electronis are the following:

• Treatment of 1000 events per second including energy and time informa-
tion for all crystals concerned by the present event.

• CB responsible for the experiment main trigger. It collects the number of
clusters (area of fired crystals corresponding to an event) and deduces the
final trigger decision.

• The ADCs have been designed by the München University. They have the
property of a continuous sampling with a rate of 40 MHz and are, due to
this fact, called SADC (Sampling-ADC).

• The CATCH TDCs and Scalers are the ones elaborated by the University
of Freiburg (Germay) for the COMPASS experiment. They are, like the
ADCs continuously sampling modules.

• The Trigger electronics is based on the one from the WASA (Uppsala) and
AMANDA (South Pole) experiment. As it has been developed for the
WASA discriminators, some new modules, the splitters, are in our case
necessary to segment the signals in an analogical and digital branch for
the multiplicity trigger, the ADCs and the TDCs. The splitters also deliver
partial sums from the input signals for the energy trigger sum.
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General view of the crystal ball electronics:

Figure 3.17: Main view of the crystal ball electronics

• The analogical signals from the photomultipliers are grouped in bundles
of eight and sent to the splitter.

• The role of the splitter is to segment the differential input signal from the
PM in two output signals. In order to be treatable for the next steps, the
signals must be negative. Thereafter, the energy sums must be prepared
for the energy sum trigger. There are 45 splitter modules, as one of these
proceeds the signals of two cable bundles, i.e 16 detectors. One splitter
output is sent to the dicriminator, the other ouput to the ADCs via a delay
line chips of 300ns.

• The energy sum trigger delivers a signal when the analogical sum of all
the NaI passes over the set threshold.
The up to 16 channel energy sums are delivered by the splitter and are
summed in three levels via a LeCroy 428F analogical FIFO module (see
fig 3.19, C). The amplitude of the total sum is about 2.5mV/MeV. The de-
manded threshold is adjusted with two discriminators (fig 3.19, E), one
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applying a low threshold and delaying the signal, another applying a high
threshold. The final energy sum trigger threshold is then reached by the
AND combination of both. This discriminator combination provides a
hardware reduction of the time walk effect (see [unv04]). The high thresh-
old for the µ+

∆ experiment is normally set by 40 MeV.

• The discriminator provides the signals for the trigger, the TDCs and the
scalers. As the NaI crystals have a similar signal shape as the CsI(Na)
crystals used in Uppsala, the same discriminators are used as the ones of
the WASA epxeriment.
Each discriminator channel containts two leading edge discriminators, which
are in principle based on two different thresholds, a "low" one and a "high"
one.
For the µ∆+ experiment, the TDCs are set on the low threshold (≈ 2 MeV),
but still far away enough over the electronic noise. The logical OR of the
signals, which comes from the higher threshold (40 MeV), is used by the
Cluster Trigger and the Scalers.

• The SADCs have the property to continuously sample with a rate of 40
MHz and buffer the data. They are able to readout all the samples over a
2µs period, this still allowing the reconstruction of the NaI pulse shapes.

To avoid a huge amount of data reaching the DAQ, there is an "on board
integration" of the signals directly by the SADC . The boards produce in-
tegrals (sums) over three windows (see fig. 3.18): one sum of the samples
before the scintillation pulse, one sum of the main part of the signal pulse
and a last sum of the tail of the pulse. This reduces the amount of data by
a factor of 102 and also allows a dynamic pedestal substraction.

The SADC can be run in three different modi:

– The Latch-All modus outputs N(N ≤ 128, normally N=90) samplings
and three sums in adjustable windows of the samples. This modus is
used to test the ADCs and adjust the trigger.

– The sparse modus used by CB during our experiment only sums over
parts of adjustable areas, in our case: one window from 0 to 29 (pedestal),
one from 30 to 59 (signal), one from 60 to 89 (tail). Running this
modus, the data delivered by a a channel are thrown out, if the dif-
ference between the signal sum and the pedestal sum is lower than a
definite threshold.
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Figure 3.18: Typical SADCS pulse. For each of the three sums (pedestal, signal,
tail) 30 samples are analysed. The horizontal line gives the zero position.

– The last modus is the one producing the least quantity of data. In this
case, only the "pedestal substracted" values are transferred as energy
information. This modus is used for the readout of the wire chamber.

The communication with the ADCs is done via the so called GeSica 5 or
also called i-MUX modules. They can treat up to eight data flows of the
SADCs and have the following tasks:

– The sequential multiplex of the eight HOTLink 6 data streams

– The transformation of the data into a S-Link format

– The summarization of the TCS 7 events and the corresponding detec-
tor data

– The configuration of the ADC via an I2 interface

The GeSicas treat the information coming from the TCS and send it further
to the ADCS via an optical connection. Afterwards, for each event, the

5GEM Silicon CATCH
6High Speed Optical Transceiver Link
7Trigger Control System
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GeSiCas mulitplex the ADCs data and these are then sent via a S-Link
card to the readout CPU.

• The CATCH 8 TDCs are TDC cards connected to CATCH modules. The
CATCH module is a universal readout interface for the detector electro-
nics. It is a 9U-VME-module providing four plugins for card inputs. In
CB, the plugged cards are TDC and Scalers cards.

The tasks of the CATCH modules are the following:

– Buffer and multiplex the data of the input cards (here the TDCs and
Scalers)

– Provide an universal interface for the configuration of the input cards

– Distribute the trigger signals to the input cards

There are in the CB electronics six CATCH modules, providing the hand-
ling of 768 channels. 720 channels are for the NaI, the rest is used for trig-
ger time and the PID time information.

The TDC input cards are composed of four TDC-chips giving a deadtime
free readout. The TDC works like a synchronised 16-bit counter. For each
valid hit the counter status and the channel number are written into the
buffer. Each chip has a buffer of four trigger pulses and 128 hit pulses per
channel.
A hit is considered valid, when it is situated in a pre-programmed win-
dow before the trigger signal. When the trigger signal arrives, the trigger-
offset is substracted and then compared to the hit time. The hit is then
valid if the latter effective time is inside a pre-defined window. In CB are
the trigger-offset and the window width set to 1.18µs. Thanks to these
readout properties, the time measurement is not interrupted during the
digitalising and the readout. Notice that it is important that the trigger is
sent to TDCs after the hit time, as this is what allows a non use of delay
paths.

• A Scaler card can also treat 8 x 4 = 32 input signals. The maximal count
rate is reached by 311 MHz with a width of 31 bits. Like the ADCs and
TDCs, the Scaler readout does not have any deadtime, counts are conti-
nuously registered.

8Compass Accumulation, Transfer and Control Hardware
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Each counter is composed of fast "pre-counter" (4-bit Johnson counter),
whose readout is coupled with the signal frequency of the TDCs (38.88
MHz), so the status of the Johnson counter is checked every 25.72 ns. The
value of this precounter is then added to the status of the slower 31 bit
wide overall counter.
As only three of the four bits of the pre-scaler can be used, the Johnson
counter completes its loop after eight events. This explains the mentioned
maximal count rate of eight x 38.88 MHz = 311.04 MHz.

• the multiplicity trigger is evaluated in two differents levels and sent to
trigger control system (TCS). The multiplicity trigger incorporates the num-
ber of wanted final particles in the readout decision.
Very important for the µ∆+

experiment is the reliable distinction between
the two final photons reaction (single π0) and the three final photons re-
action (π0 + radiative γ) of the µ∆+ specific reaction. This is reached by
the definition of so called cluster areas. A cluster area is a defined area of
crystals around each crystal, which should reproduce the electromagnetic
shower of a hit. (see chapter 4.4.7).

To require a definite multiplicity (≈ number of clusters ≈ number of events)
in the 4π area, we have to know and combine the number of fired clusters
in CB and TAPS.

For CB it is reached by first transforming the OR of the 16 signals from the
discriminator B into a NIM signal. They are then collected together with
the TAPS clusters (maximal 4) and treated by four LeCroy 4413 discrimi-
nators.
Under these conditions a multiplicity of M≥ 3 asks for a threshold of 100-
150 mV by the next coming discriminators (E).
For each measurement, to get a π0 for sure, M≥ 2 at least is required.

• The tasks of the TCS are:

– Distribute the trigger signals with the triger offset < 8 µs

– Distribute the event sums for each trigger. These will be used later
for the event recontruction.

– Provide a clock for the synchronisation of all components. This clock
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has a frequency of 38.88 MHz and a precision of 50 ps RMS 9.

The main part of the TCS is the controlling. It treats the data coming from
the 1st level trigger logic and generates the informations to be sent to the
readout modules via optical connections. These signals reach the TDC via
the CATCH modules and the ADCs via the GeSiCas.

Figure 3.19: Experiment trigger (L2) and CB trigger energy sum trigger (L1)

3.6.2 The PID Electronics

The PID provides the time and charge information of each of its 24 scintilla-
tors. These analogue signals are first amplified by LeCroy 612 modules and

9Root Mean Square
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splitted into an ADC and TDC branch. The signals for the ADCs are primarily
delayed with 300 ns, before reaching the FIADC 64 that have been designed for
the COMPASS experiment.
On the TDC branch, on one side the leading edge discriminators digitize the sig-
nals above a threshold for the CATCH TDCs, on the other side an OR is built
with 16 channels and sent to the experiment trigger where it may be used for
calibrations measurements.

Figure 3.20: Schematic view of the PID electronics

3.6.3 The MWPC Electronics

The 480 wires of the MWPC are readout via four CATCH TDCs. The pulses of
the 320 strips are digitized by 10 SADCs + GeSiCas modules.
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Figure 3.21: Schematic view of the MWPC electronics

3.6.4 The TAPS Electronics

Overview

The TAPS electronics has been renewed for our experiment within the PhD
work of Peter Drexler [Dre04]. The main idea of the new electronics is to deal
with the complete data conversion of four channels in a single VME module.
This VME module is made of two main parts: the Motherboard for the digitiza-
tion and the VME access and the Piggyback for the data collection.

The CAEN Motherboard

The motherboard is a slightly modified CAEN 32x analogue readout module
MOD. V8741A, with the following properties:

• 28 readout channels

• fast (10µs/channel) 12-bits ADC with Sliding-Scale-Technology

• programmable zero suppression

• continuous trigger counter
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3.6.5 The TAPS Piggyback

Figure 3.22 shows the diagram for one channel of the Piggyback. The inputs
and outputs on the right side are connections to the motherboard, the ones on
the left side are for the external connections.

Figure 3.22: Schematic view of one channel of the Piggyback

Here the different components of the Piggyback:

• The Active Delay/Passive Split have the task to distribute the BaF2 ana-
logical input signals to the four Charge-to-Analogical-Converter (QAC)
channels.
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• The Test Pulser Generator (TPG) present for each channel is used to test
the electronics and to measure the pedestal.

• There are three Discriminators per channel: The Constant-Fraction-Discriminator
(CFD), the Leading-Edge-Discriminator LED1 (low) and LED2 (high) for fast
trigger tasks.

The CFD is set to a minimal value to identify the fired crystals. In free
running integration procedure the gates are opened by the CFD signal
without waiting for trigger decisions. With it, the analogue delay remains
short (50 ns). The CFD, moreover, provides the individual time signal for
the Time-to-Analogue-Converter (TAC) to obtain the time and energy in-
formation of all the detectors concerned by an event.
The LED thresholds may be used for the selection of high energetic pho-
tons, where the central detector collects 70% of the total energy.
The discriminators signals are needed for the First-Level-Trigger decision
and are for this purpose buffered in an additional bit-register and adjusted
via a 13 bit Digital-to-Analog-Converter (4x DAC).
Considering the long integration time for the BaF2 slow components, the
deadtime of all the discriminators (CFD, LED1, LED2) is set to 2.5 µs. In
case of a positive First-Level-Trigger decision, an INHIBIT signal is placed
on the CFD, to avoid an additional signal to arrive during the treatment
of a first signal.

• The Gate Generator (GG) produces long and short gates, the INHIBIT for
the discriminator, and the RESET/CLEAR signals for the QAC and TAC.

• The Energy Branch treats the energy information via four QACs. These in-
tegrate the signals over the corresponding integration window (SGATE=
70 ns, LGATE= 2 µs). There is an additional dynamic range, due to the fact
that each gate integration is done twice with different sensitivities. We ob-
tain therewith four final energy measurements: the Short-Gate (SG), the
Short-Gate-Sensitive (SGS), the Long-Gate (LG), the Long-Gate-Sensitive
(LGS). The QACs work in free-running modus with a fast RESET (RST) in
case of absence of a First-Level-Trigger. Their analogical outputs are trans-
ferred via ADCs to the motherboard and are sequentially multiplexed.

• The Time Branch is mainly composed of the TACs, which treat the time
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information delivered by the CFD conversion of the BaF2 signals into a
logical signal. This signal gives the start of the TAC and the stop is given
by an external box via NIM or ECL. The TACs analogical output signals
are then, like the analogical QAC signals, multiplexed and digitized on
the board.

The TAPS First-Level-Trigger MCU

As shown above, the First-Level-Trigger is deduced from the three discrimi-
nators signals (CFD, LED1, LED2) coming from the Piggyback. In order to
work with multihits events or coincidence/anti-coincidence conditions, we use
Multi-Coincidence-Module (MCU). This module contents all discriminators infor-
mations of one TAPS bloc. To distinguish neutral particles from charged ones,
the BaF2 signals can be compared with the VETO signals.

3.6.6 The Data Acquisition

The CBDAQ

The DAQ of the crystal ball is based on the standard DAQ elements of A2:

• VMEbus computer as control system

• LynxOS as operating system

• ACQU [Ann97] as acquisition program

The CBDAQ collects the CB ADCs, TDCs and Scalers arrays and is con-
trolled by two VMEbus, one master and one slave, communicating via VICbus
(32 bit cable extension of VMEbus). The digital data first pass by the VMEs to
recieve the slow controle functions, like the programmable threshold setting,
run start and stop. They are then transferred by the master VME to the A2-
counting room computer via an ethernet connection.

The TAPSDAQ

The TAPSDAQ system is made of ten VME crates. Eight of them are for the
new 4-channel readout electronics boards, the two remaining VMEs are for the
trigger generation modules (MCU), the HV control modules and the VETOs,
TDCs and Scalers’ readout. All VMEs are equipped with a CPU board and a
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specifically developed synchronisation module. The synchronisation module is
responsible for the transmission of the INHIBIT signal, the trigger signal and
the event number of the eventbuilder.
The system has a master/slave configuration. One CPU acts as master and to-
gether with the corresponding synchronisation module, distributes the event
number to the individual slaves.
The CPU works with Linux as operating system and owns two network con-
nections used for the slow control and the data readout. Each CPU achieves the
above described eventbuilder and then sends the buffered data via TCP/IP to
the data server. The data server also runs under Linux and may be run on a
standard personal computer.

The Combined CB/TAPS DAQ

The TAPS and CB information is connected to each other by the combination of
their respective INHIBITS. The TAPS and CB DAQ run at the same time, they
both send their data to the data server, a2mistral, which combines the two event
streams and write them on the disk.
The online analysis run on the data server via a counting room PC is basically
the online version of AcquRoot [Ann05]. It provides an extensive check of the
data stream of the running measurement by showing the detectors basic his-
tograms (energy, time, scalers), the status of polarization, if present, and the
of prime importance synchronisation status. The synchronisation status is ob-
tained by a comparison of the event number delivered by CB and by TAPS. To
be synchronised the detectors are not allowed to propose event numbers differ-
ing more than one unit from each other.

3.6.7 Overview of the taken Data

The data used for this analysis were taken during four separate beamtimes. The
first measurements were taken in July/August 2004, a second long beamtime
occurred on September 2004. Two last shorter measurements were taken in
January 2005. An overview of the beamtimes and their properties is shown on
the following chart:
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July/August 2004 September 2004 January 2005 A January 2005 B

Beam Energy 883.25 MeV 883.25 MeV 883.25 MeV 570.19 MeV
Beam Current 8.4 nA 11.5 nA 11.5 nA 25 nA

Radiator Diamond Diamond Diamond Iron
Polarisation linear, circular linear, circular linear, circular circular

Lin. Pol. Edge 440 MeV 400 MeV 400 MeV -
Tagger Channels 1-284 1-284 1-284 1-284

Tagger Range 205-820 MeV 205-820 MeV 205-820 MeV 134-530 MeV
Rrun Time 370 h 190 h 120 h 120 h

Trigger Level 1 Sum in CB > 59 MeV
Trigger Level 2 M ≤3 (1/1), M ≤ 2 (1/49)



Chapter 4

Data Treatment for Analysis

The data treatment has the task to prepare the raw digital pulse heights and
non synchronised times into physical data reproducing physical variables as
masses, energies, etc.

The main steps to reach this goal are:

• Make the detector data reachable by an analysis interface program (here
ROOT) and analysable by individual programmmed codes. This step is
performed by our analysis software AcquRoot [Ann05].

• Transform the data informations provided by the different detectors which
are in channel format into physical units by performing calibrations.

4.1 Analysis Software AcquRoot

AcquRoot is the C++ version of the data analyser ACQU used within the A2
collaboration. From the start of the crystal ball experiments at MAMI, the tradi-
tional form of ACQU written in C/C++ has been used with a small FORTRAN
interface to HBOOK. The last update of ACQU is the version 3V4. Starting from
the 3V5 version, the new analysis program AcquRoot has been used.

AcquRoot is built on the framework of the CERN analysing program ROOT,
C++ based suite of software tools and libraries. ROOT has the same properties
as its predecessor, FORTRAN based, PAW. As ROOT is based on object-oriented
sources, it has a broader range of functionality, better performance and its macro
language recognizes most of the C/C++ commands and makes its use therefore
very convenient.

73
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AcquRoot Software Structure

AcquRoot makes an extensive use of the facilities offered by ROOT. Most of the
AcquRoot class names are derived from the ROOT TNamed 1 and can be mani-
pulated directly via the ROOT macro interpreter CINT.

Figure 4.1: Schematic view of the AcquRoot Data Storage and Analysis System

As figure 4.1 shows, AcquROOT is a multithread operation analyser and con-
troller. The main program TA2Control can be invoked from any ROOT session,
but can also be compiled as an executable (used this way in the present analy-
sis).

1TObject with a character-string name
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The analysis thread TAcquRoot is mainly run in two different modes:

• Online mode: It is the default mode. Here TAcquRoot links to the data
server thread (see later). Data buffers that are in traditional ACQU format
are read and transformed into an appropriated format.

• Offline mode: used for performing the full analysis of the experiment and
simulated data. In this case the data server thread is not required and the
events are read from a Tree File.

The specific property of the present data server thread TA2DataServer is the
simultaneous processing of multiple input data streams. The data from TAPS
and CB are sent via separate optical fiber lines to the online analysis, where the
data server performs the following tasks:

• Reads all data streams synchronously and feeds data into buffer.

• Identifies and extracts simultaneous sub-events from all the streams.

• Checks the sub-event number and generates an error if they do not match.

• If the sub-events match, puts them together in a single event in an output
buffer.

Figure 4.2: Schematic View of the AcquRoot Analyser System
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The data analysis is performed by three classes. All of them are able to:

• Read in configuration data from a file or a command line.

• Communicate with the data analysis classes.

• Histogram the result for the local calculations.

The TA2Apparatus class corresponds to "big systems" of the experiment: the
tagger system TA2Ladder, the crystal ball system TA2CrystalBall and the TAPS
TA2TAPS system. The TA2Detector class which is "a child" of the TA2Apparatus
class contents the different detectors building the experiment system like the
TAPS BaF2 with the TAPS Vetos, together beeing the TA2Apparatus TA2TAPS.

TA2Analysis provides the core of the data analysis system. It decodes the ba-
sic ADC, Scalers information before sending them further to the TA2Apparatus
class which performs the basic decoding. TA2Apparatus reconstructs the de-
coded info and TA2Physics finally collects the information to reconstruct the
event completely.

4.2 Tagger Data

4.2.1 Tagger Energy Calibration

The energy of the tagged photons is obtained by applying the formula:

Eγ = Eein
− Eeout (4.1)

Eein
is delivered by MAMI, Eeout is obtained by the position of the fired tagger

detector. In order to establish the correspondence between the tagger channel
and the associated energy, we perform in the beginning of each beamtime a
ray tracing in an equivalent uniform field, monitored with a specific program
called TagCal. This program, which may be started online [A204], is based on
the NMR measurement of the tagger magnetic field and determines the energy
of the recoil electron landing in the middle of each tagger detector.

4.2.2 Tagger Time Calibration

The tagger time calibration is performed easily: the conversion factor of each
TDC channel is known (around 0.18 ns/channel) from the basic time calibra-
tion that has been performed during the installation of the tagger. The way
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then to obtain a prompt peak of all TDC channels at the same position is the
following:

1. Run low-intensity measurements of tagging efficiency. Thus the random
coincidences are minimized.

2. Transform the tagger channel scale of the tagger TDCs into a ns scale using
the appropriate conversion channel.

3. Fit the prompt peak of each TDC channel with a gaussian and determine
the mean of this latter.

4. Apply an appropriate time offset on each TDC channel, in order to shift
the peak position to the chosen arbitrary prompt peak position.

The obtained clean tagger time peak will be used to perform the random
events substraction (see chapter 5.2.1).

4.3 Crystal Ball Data

4.3.1 Crystal Ball Energy Calibration

The range setting and the energy calibration in the crystal ball could not be
performed with the use of cosmics rays, due to the the varying orientation of
the crystals in space. After several tests [unv04], the range setting has been fi-
nally accomplished with a combined 241Am/9Be source. This combination offers
a neutron source with continuous spectra up to 10 MeV and a photopeak at
4.438 MeV:

• 241Am is an α - emitter: 85.2 % at 5.486 MeV, 12.8 % at 5.433 MeV

• 9Be is an α - absorber:

α +9 Be→13 C∗ →12 C∗ + n
12C∗ →12 C + γ(4.438 MeV)

The photopeak has been fitted with a gaussian + exponential func-
tion and the PMT’s voltage adjusted, in order to get the peak within 20% of the
range’s mean.
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The NaI energy calibration has been performed via the analysis of the single
pion channel:

γp→ π0p→ 2γ

Knowing the photon beam energy, the exact target mass and the θ angle of
the pion, the CM energy of the two final photons can be theoretically deter-
mined. The comparison of the obtained energy channel for a final photon and
its calculated energy gives a first Mev/Ch value and the repetition of about five
such iterations delivers the final NaI energy calibration.

4.3.2 Cystal Ball Time Calibration

The CB time alignment is done together with the walk-correction. The latter is
the compensation of the recorded time difference between signals with differ-
ent pulse heights.
For this purpose, as for the energy calibration, we use the single π0 channel. The
time of the π0 decay photons is plotted against their deposited energy (see fig.
4.3). We then determine the maxima of multiple vertical slices and finally plot
the 2D shape with the following function:f(y) = p0 + p1(1 −

√

p2/2) where the
offset is adapted whith p2.
Applying the "inverse" function to arrive to a horizontal distribution, we typi-
cally obtain the result shown on the right side of figure 4.3. A detailed descrip-
tion of the walk correction follows in the chapter 4.4.9.

Figure 4.3: 2D walk and alignemet CB time. LEFT: Before correction, RIGHT:
After correction
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4.3.3 The PID Calibration

In addition to the time and energy calibration, the PID needs a position calibra-
tion to be able to synchronize hits from their scintillators with the NaI hits and
to construct the ∆E/E ratio. This position calibration is carried out on the angle
φ in two steps:

1. Plot in a 2D histogram the PID channel versus the φ angle of the NaI for
synchronized events built of one hit in the PID and one in CB (see fig 4.4).
Starting from this, we directly locate a first approximation of the φ angle
corresponding to each PID channel.

2. We then look at the projection of the above described 2D plot for each PID
channel and fit the highest peak with a gaussian.

Figure 4.4: Calibration of the angle φ in the PID

The PID energy calibration is achieved by simulating events with one low
energy peak (typical for charged pion) and one high energy peak (typical for
proton), fitting the two peaks and determining the energy range in between.
We then consider similar plots of the PID with real data and adapt them to the
results found in the simulations.

The PID time calibration is easy to perform, as its time is delivered by CATCH
TDCs whose time/channel ratio is well known. The alignment is easily done as
the time peaks are very sharp (time resolution of ≈ 5ns).
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4.3.4 The Wire Chamber Calibration

The intrinsic angular resolution of the MWPC is determined by the analysis of
cosmics measurements. Each cosmics hit delivers 4 intersection points and two
tracks, as shown on figure 4.5. As muons travel on a straight path, the applied
condition to obtain the θ and φ resolution is the collinearity of the two tracks.
Resulting resolution: 1.8o for θ and 1.33o for φ.

Figure 4.5: MWPC Calibration tracks and points with cosmics

The efficiency of minimal ionising particles has been also determined by
using cosmics and delivered the value of 81.2 %. The proton efficiency of 89.7 %
(July 04 data) has been determined via the well known single π0 channel. The
charged pion’s one of 79.3 % was reached by the use of the γp → nπ+ channel.
The difference between the proton and charged pion efficiency is due to the
higher ionisation density of the proton in the chamber gas.

4.4 The TAPS Data

4.4.1 The TAPS Energy Calibration

The TAPS energy calibration is performed by using cosmics measurements taken
at the beginning and at the end of each beamtime.

As the combination crystal-photomultiplier-electronic delivers a linear cor-
respondance between energy and pulse height, we only need two energy refer-
ence points to find out the two calibration factors: gain and offset. The gain
is given in MeV/Channel and the offset corresponds to the pedestal position in
channel units.
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Figure 4.6: LEFT: Example of a cosmics spectrum, RIGHT:Fit of a cosmics spec-
trum for the determination of the peak position

To obtain a precise pedestal position, we use an electronic pulser-trigger and
therewith determine the position of the "0 MeV", delivering the first calibration
point.
The second point is then given by the position of the cosmics peak correspond-
ing to the well known energy deposition of minimal ionising muons. This value
has been specifically determined for the TAPS BaF2 crystals as 37.7 MeV.

Practically, the pedestal position is determined by registering the first high-
est channel of the spectrum before decreasing again. The cosmics peak position
is determined by a gauss + exp fit, as shown on figure 4.6, RIGHT.

4.4.2 The TAPS Time Calibration

The TAPS time calibration is achieved by plotting for each BaF2 the difference
of its time with the one of a single photon tagger channel. Then all these spectra
are fitted with a gaussian and the position and the mean of the peak are deter-
mined. Finally all the time plots are shifted to the same arbitrary position (see
fig 4.7).



82 CHAPTER 4. DATA TREATMENT FOR ANALYSIS

Time [ns]
-20 -10 0 10 20 30

 C
h

an
n

el

0

100

200

300

400

500

Time [ns]
-15 -10 -5 0 5 10

C
o

u
n

ts

60

80

100

120

140

310×

Figure 4.7: LEFT: Alignment of the time of the TAPS crystals. RIGHT: Single
crystal time (difference BaF2-Tagger) and gaussian fit

4.4.3 The Response Measurement and Cosmics Calibration

The goal of a response measurement is the check of the photon shower in our
crystals by throwing photons in one crystal and look at the energy deposited in
the crystals around.

Before loooking at the photon data, we first have to set the range of the
detectors and calibrate them. The range setting is described in a later part.

The setup for the response measurement is a "Mini-TAPS" including 36 crys-
tals. The photon beam collided the center of this Mini-TAPS with three different
energies.

We study for this response measurement three different photon spectra: The
first one is the spectrum of the central detector only (detector 36), which is the
target of the photon beam. The second one is a spectrum where for each event
the energy deposited in the central crystal and in the six crystals around are
added. The third one is the energy summation of 19 crystals, i.e. the central
crystal plus the two crystal rings around.
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Figure 4.8: Mini TAPS. Notice that the center is in reality not empty as it appears
on the picture, but a detector carrying the label "36" is in this central position.

Figure 4.9 shows the two first spectra. The black spectrum shows the energy
of the central detector only and the red one the energy sum of seven detectors,
i.e. the central crystal and the ones of the first ring around.
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Figure 4.9: TAPS response with two rings

Notice a shift to the right in the red spectrum, self-evident due to the sum of
energies collected for each event. We also oberve that the peaks are narrower in
the 7-detector spectrum. This is exactly the expected effect, since we are in this
case closer to the well defined, real photon energy.

Figure 4.10: TAPS response of three rings (19 crystals)
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Figure 4.10 shows the last spectrum, i.e the three energy peaks of 19 crystals
together. We expect here even narrower peaks and this actually is the case.

Since the detectors are calibrated and so give MeV on the x-axis, it is possi-
ble to calculate the resolution σ/E and so make a comparison with theoretical
values. Our results for σ/E are around 10 % worse than the ones measured by
Gabler at al.[Gab93], this remains acceptable.

4.4.4 The Range Setting

The aim of a range setting is to obtain, with the provided 3800 channels of a
QDC, a range of 600 MeV after calibration. This is accomplished by the use
of cosmics measurements. We register the pedestal and cosmics peak position
and adjust the PMT’s high voltage in order to obtain the corresponding channel
number between these two positions. It is an iterative procedure that had to be
done around three times to arrive at the satisfactory spectrum alignment shown
below.
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Figure 4.11: One "bloc" of TAPS: 64 BaF2 crystals
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4.4.5 The Determination of the LED Threshold

The determination of the LED threshold is done by using a comparison between
spectra considering the LED condition and spectra ignoring it.

The energy threshold of the LED discriminators is part of the trigger con-
ditions and must be, according to this, precisely known and set before starting
the measurements. Therefore, a calibration delivering a proper relation between
the mV scale of the electronics and the corresponding energy threshold in MeV
coming out of the QDC has to be performed.

This calibration is realized by using, for each QDC channel, the comparison
between an energy spectrum where the LED-threshold is taken into account
and one where it is ignored (see fig. 4.12, LEFT). The precise determination of
the LED threshold position is reached by building the ratio of these two spectra
and requiring a nearly to one (0.99) value (see fig. 4.12, RIGHT).

Figure 4.12: LEFT: Spectra considering/not considering the LED threshold.
RIGHT: Ratio of the two left spectra

This procedure is repeated with four different voltages of the LED discrimi-
nator (50mV, 100mV, 150 mV, 200mV). The so obtained four points permit a lin-
ear fit and so a trustable conversion function from the wished threshold in MeV
and the hardware setting in mV.

4.4.6 The TAPS Particle Identification

The particle identification in TAPS is established by combining three informa-
tions: The Pulse Shape Analysis (PSA), the VETO signals and the Time of Flight of
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the particles.

The different steps to use the PSA information are the following:

1. Produce calibrated BaF2 energy plots.

2. Plot the ELongGate signal versus the EShortGate signal (see fig. 3.14) and de-
fine polar coordinates on the plot:

R =
√

E2
LG + E2

SG and φ = arctan(ESG

ELG
)180

π

3. Plot φ[o] versus R [MeV] and define projections on the Y-axis from 10 to
600 MeV.

4. For each projection, identify the areas corresponding to the specific parti-
cles. This is obtained by fitting the main photon peak with a gaussian and
defining a limit, 3σ apart of the peak position. Particles with a φ under
this limit are considered as heavy and, depending on the VETOS informa-
tion, are identified as proton or neutron. Particles with a φ over the limit
are considered as light particles and identified as photons or electrons,
depending on the corresponding VETO information.

Figure 4.13: PSA step: One of the multiple pojections of the φ distribution with
the indentified particle areas. φ = arctan(ESG

ELG
)180

π
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The time of flight information (TOF) is obtained by considering the time dif-
ference between the BaF2 and the tagger and plotting this latter against the BaF2

hit energy. A specific proton area is then identified and used for the ultimate de-
cision of a proton identification.

Figure 4.14: Typical Time Of Flight distribution

4.4.7 The Cluster Algorithm

As already mentioned in the electronics part of this work, the relevant informa-
tion delivering the number of particles in one event is not the number of hits,
but the number of clusters.
Due to the fact that the particles generate electromagnetic showers in the detec-
tors and therefore generally distribute their energy in not only one, but several
crystals, we need to collect the energy deposits in all the crystals fired from the
considered particle, in order to recontruct its energy.

The cluster algorithm is of high importance, as it decides, either to group to-
gether or split clusters from each other and thus deliver a i−1,i, or i+1 particles
event. This decision is particularly crucial in this work, as the studied reaction
differs only by one particle from the two background reactions.

The cluster algorithm is performed by the following several steps:

1. In the list of fired crystals, we select the crystal with the max-
imal deposited energy. This one is accepted as the center of the cluster
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C1.

2. Scanning the neighbours of the central crystal (6 neighbours in TAPS, 12
in the CB), we "move" them to the C1 list, if their energy deposit is not
zero.

3. Looking at the neighbours of the neighbours we move them to C1 list, if their
energy deposit is not zero.

4. When no additional neighbours are found (with E>0), the cluster C1 is con-
sidered as complete. We come back to point 1. and determine in the re-
maining members of list of fired crystals a new maximal ener-
gy crystal that will be the center of cluster C2.

The TAPS and CB cluster algorithm differ only at point 3. This iterative "next
neighbour" scan is accomplished per default in TAPS and stops only if a crystal
with a zero energy deposit is found. The NaI setup files offer the opportunity
to "tune" the algorithm. The user can define a limit of the neighbour’s iteration,
either by defining a limit radius of the cluster, or by setting a maximal number
of iterations. It is also possible to completely switch off the iteration process
3. and only accept the very next 12 neighbours of the central crystal. After a
meticulous study this latter option has been chosen. The effect of the infinite
interation in TAPS can be clearly observed:

Figure 4.15: The difference in the cluster energy by infinite iteration of the next
neighbour (green) and limited to very next neighbours cluster size
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Figure 4.16: Effect of the infinite iteration in TAPS. LEFT: Number of fired crys-
tals in a BaF2 cluster. RIGHT: Number of clusters in an event. The colors corres-
pond to the ones of picture 4.15

The time of the cluster is the time of its central crystal. The energy of the clus-
ter corresponds to the sum of the energy deposits in the cluster’s members. The
cluster position is obtained by first giving a "weight" to the crystals, depend-
ing on their energy contribution and then building the mean of the so weighted
crystal positions.

4.4.8 The Proton Energy Correction

As protons do not interact the same as photons with the crystals, their corres-
ponding energy delivered by the reconstruction of the electromagnetic shower
in the detector is not exactly reproduced. As a matter of fact, protons loose more
kinetic energy by travelling through material than photons. Also the shower
they produce in the detectors is most of the time concentrated in one crystal,
thus much less broader than the photon’s one.

The correction applied on the proton energy is obtained by using the reaction
channel γp → π0p . The kinematics of a 2-body decay being very well known,
we can reconstruct the theoretical 4-vector of the proton using the informations
of the photon beam, the tharget and the π0:

Pp,cal =









Eγ +mp − Eπ0

−px
π0

−py

π0

Eγ − pz
π0









(4.2)
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As the energy spectrum of the proton also varies with its azimuthal angle
θp, correction factors have to be determined for each θp range. Thus, for each
2-degrees θp, a 2D-plot is produced, representing on the x-axis the measured
energy of the proton, on the y-axis the difference between the measured and
calculated energy of the proton:

Figure 4.17: Example of 2D plot used for the proton energy correction. If the
energy was perfect, we would have a straight horizontal line at 0. This plot
includes protons with an azimuthal angle θp between 40 and 42 degrees.

Starting from the 2D plot shown above, projections on the y-axis are pro-
duced and fitted with a gaussian to obtain their peak position. These positions
are then plotted on the 2D frame and fitted with a P3 function:

Figure 4.18: Example of P3 fit applied for the proton energy correction. Com-
pare with the shape on figure 4.17
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The parameters of the function corresponding to each θp angle are finally
stored in a file and provide for each proton energy the offset that must be sub-
stracted from the delivered energy value.

4.4.9 The Walk Correction

The time signal elongation due to the height of the raw pulse signal is called
the Walk Effect (see fig. 4.19). This effect could be neglected in TAPS thanks to
the CFD threshold. It has however been corrected for the crystal ball within the
student’s work of Marlon Horras in Basel [Hor06].

Trise Tfall

t1 t2

Ath

A2

A1

threshold

time

signal amplitude

pulse 2

pulse 1

Figure 4.19: Time variation until reaching the threshold, depending of the signal
amplitude

The times t1 and t2 are delays on the real start time tideal and are called twalk.
The bigger the energy, the smaller twalk. tideal can be determined as it follows:

tideal = tmeasurment − twalk (4.3)

twalk can be expressed as a function of the signal energy:

twalk = p1 + p2 · Ep3 (4.4)

The formula was found empirically, the parameters p1, p2, and p3 can be
detemined with a fit using CB data.

For this purpose, a simple analysis of the single π0 has been used with the
following properties:
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• Accepting events made of exactly 3 clusters, all found in crystal ball

• Knowing well the kinematics of the γp→ π0p reaction in the CM, the pro-
ton and the π0 should be emitted in inverse direction. Thus, only events
are accepted where the difference of the azimuthal angles of the proton
and the pion are between 170 and 190 degrees

• A cut on the invariant mass of the reconstructed pion is done between 110
and 160 MeV

The fit is then done for each of the 720 crystal ball detectors, on a 2D plot:
tCB
γ versus Eγ . See figure 4.20:

Figure 4.20: Time in CB versus energy deposited in crystal, example of one
crystal before Walk correction. The applied fit is shown.

The result, i.e a totally independance of the time to the pulse-eight, i.e the
energy deposited in crystal can be observed on figure 4.21.
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Figure 4.21: Time in CB versus energy deposited in crystal

4.4.10 The Tagger Structure Correction

A structure on the tagger spectrum has been systematically observed, could
however not be explained. Instead of beeing flat, the tagger scaler distribution
shows clear separated groups of always four channels. See figure 4.21. This
effect is treated in the analysis using the ratio of the tagger TDC channels in a
tagger background area, i.e., where there is no bremsstrahlung influence, and
the electrons spectrum. This ratio should be flat and constant.
The correction was applied by norming for each group of channels the highest
one to a ration of one. The obtained new ratio spectrum is finally multiplied
channel by channel with the tagging efficiency.
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Figure 4.22: UP LEFT: The Electron Tagger Spectrum. UP RIGHT: The Tagger
TDC hits in background area BOTTOM LEFT: Ratio of the upper two distribu-
tions. BOTTOM RIGHT: Final weighted Ratio.



Chapter 5

Analysis

The aim of the present analysis is to provide reliable and precise enough physics
variables for a comparison with theoretical models and so allow the extraction
of the ∆ magnetic dipole moment µ∆+ . These variables are Cross Sections and
Asymmetries.
Before being able to produce such results from the experimental data, the first
task in the analysis is the isolation of the studied reaction channel γp → π0pγ′

from the background.
Another important part of this analysis contents the simulations of the studied
channel, but also of the background channels, showing us the effect on a set of
pure channel data.

Complete studied reaction: γp→ ∆+ → ∆+γ′ → pπ0γ′ → pγγγ′

Symbol i Particle
γ beam photon

γ1, γ2 decay photons of the π0

γ′ radiative photon
p proton

Symbol Variable
~Vi = ( ~Xi, ti) 4-vector of the particle i

~Xi position vector of the particle i, of the 4-vector ~Vi

ti, t(~V ) time of the particle i, of the 4-vector ~V
Ei, E(~V ) energy of the particle i, of the 4-vector ~V
θi, θ(~V ) polar angle of the particle i, of the 4-vector ~V
φi, φ(~V ) azimuth angle of the particle i, of the 4-vector ~V
mi, m(~V ) mass of the particle i, of the 4-vector ~V
InvMi invariant mass of the particle i
Mij missing mass recontructed from the particles i, j

Table 5.1: Nomenclature of the Reaction Products

97
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5.1 Simulations

An essential part of the analysis concerns the reproduction of near to perfect re-
constructed events, the simulated events. These events are first produced by a so
called "generator", a Monte-Carlo program combined with theoretical kinema-
tics knowledge. Then the generated events have to interact with a simulated
setup via the so called "reconstruction program", in our case a GEANT 1 soft-
ware reproducing as near as possible all the setup parts with the corresponding
materials and dimensions.

Finally, the simulated events are analysed with the same code as the data, in
order to also reproduce the analysis properties.

The so obtained simulated events are used for several goals. First they pro-
vide a very good reference for the channel indentification, delivering examples
as well of the analysed channel as of the background channels. Secondly and
more generally, simulations are crucially needed for the extraction of cross sec-
tions. As we shall see in chapter 5.5, the detector efficiency has to be introduced
in the cross section to correct the event loss due to a "never perfect" setup and
analysis code. This detector efficiency is obtained by looking at the ratio of the
simulated events before (just after being generated) and after having passed the
detectors and the analysis code.
More about the efficiency will be discussd in chapter 5.5.

5.1.1 Event Generator

The event generator code is a Monte-Carlo program applying the kinematics
properties corresponding to the chosen reaction. The goal of the generator is
to reproduce as close as possible to the reality, events coming out of a reaction
channel. In this work, we need simulated events for three different reaction
channels:

• The MDM reaction channel: γp→ π0pγ′

• The single π0 background reaction channel: γp→ π0p

• The double π0 background reaction channel: γp→ π0π0p

1GEometry And Tracking
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The development of the event generator used here was done by S.Schumann
and M.Kotulla. A more detailed description can be found in [Schu07].

An important point by programming the Monte-Carlo is the start distribu-
tion. The latter concerns the space and energy distribution of the particles. In
our case we have to consider two effects influencing this distribution:

1. The typical distribution of coherent bremsstrahung photons (for spectra
that integrate on large regions of incident range)

2. The typical distribution of scattered particles

Concerning 1) the energy distribution is a typical 1

E
bremsstrahlung, added

with an artificial "step" in the coherence region (see figure 5.1):

Figure 5.1: Comparison of the energy distribution between the generated
(LEFT) and the real (RIGHT) bremsstrahlung photons.

The space distribution of the bremsstrahlung photons is isotropic in φ and
has a θ distribution corresponding to the following function already seen in
chapter 3.2.2:

dσ

dθ
∝ θ

(θ2 + θ2
c )

(5.1)

with θc = me/E0
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The start distribution 2) of the scattered particles is chosen according to each
reaction channel:

• γp → π0pγ′ : Here we have a three-body decay, i.e. 3 x 4 = 12 degrees
of freedom. Known parameters like masses and conservation laws can
reduce this number to five and thus a five fold cross section is necessary
for the complete description of the reaction kinematics.
This kind of cross section can be found in [Dre01]:

d5σ

dE ′
γdΩ

′
γdΩ

∗
π0

(5.2)

where the * corresponds to a variable in the pπ0 rest frame, the others
being in CM frame.

Numerical values of this cross section were delivered by M.Kotulla for 2
different possible values of ∆ ’s magnetic moment: µ∆+ =2 and µ∆+ =3.

The start energy and θ distibution of the three reaction particles look like
the following (photon incident energy = 400 MeV):

Figure 5.2: Start energy and θ distribution (CM-frame) of the π0 in the reaction
γp→ π0pγ′ .
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Figure 5.3: UP: Start energy and θ distribution of the proton in the reaction
γp → π0pγ′ DOWN: Start energy and θ distribution (CM-frame) of the γ′ in the
reaction γp→ π0pγ′

• γp→ π0p : The polar angle and energy distribution is based on the theore-
tical predictions of MAID [MAI03] and SAID [SAI06] for the unpolarized
differential cross section in dependance of the photon energy Eγ :

dσ

dΩπ0

=
1

2π sin θπ0

dσ

dθπ0

(5.3)

Again considering the azimuthal angle distribution φπ0 as isotropic, the
kinematics of the γp → π0p reaction is with Eγ and θπ0 completely deter-
mined. The Eγ distribution is the upper described one for bremsstrahlung
photons.
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• γp → π0π0p : Here we chose, like in M.Kotulla’s work [Kot01], a phase
space distribution. However, the photon beam energy dependance is speci-

fically adapted by the use of the γp → π0π0p total cross section from
[Kot01]. The latter cross section is combined with the standard bremsstrahlung
energy dependance described before.

5.1.2 Detector Reconstruction

Our GEANT detector modeling is based on the previous existing crystal ball
modeling developed by the Los Angeles group [Cla97]. As this modeling re-
produced the crystal ball only, improvements have been performed to reach the
nearest possible reproduction of our experimental setup.
S.Lugert and V.Kasevarov have been working on this project to implement the
following experimental parts:

• The reproduction of TAPS in details with its aluminium frame, its "dummy2"
crystals and the vetos material.

• The reconstruction of the TAPS Vetos and the corresponding scintillation
properties.

• The addition of the PID delivering the expected energy traces.

• The addition of the wire chamber, however without its scintillation pro-
perties, thus not delivering any traces.

• A meticulous work on the crystal ball tunnel with implementation of metal
inside tunnel frame and "disturbing" (i.e. source of rescattering) material
around: screws, electric cables.

2some of the TAPS elements on the side are not real detector, but plastic modules used for
the stability of the TAPS wall
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Figure 5.4: View of the reconstructed setup in GEANT. LEFT: The two main
detectors CB and TAPS. RIGHT: The tunnel area inside the crystal ball.

5.1.3 Analysis of simulated Events

The most important goal of the simulations being the nearest reproduction of
the data, the most important goal of the simulation analysis consists of running
the most similar code as the one run on the data.

The detector reconstruction program delivers the simulated events in the
form of a ROOT file which can be easily analysed with the standard AcquRoot
code of the data. Thus, using the same analysis frame, we insure that simulated
events are analysed in the same conditions as the data.

However a couple of unavoidable differences occur between the analysis
code used for the experimental data and the one used for the analysis of the
simulations:

• Due to the fact that simulated bremsstrahlung photons behave like an
ideal bremsstrahlung process, only one photon corresponds to each in-
coming electron. There is no random event production, so no tagger ran-
dom substraction is done in the simulations.

• The times produced in the simulations are perfect Dirac peaks at 0, so the
analysis part concerning the times of the different particles differs between
the data and the simulations.

• As simulated events are registered without any hardware trigger condi-
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tion, the latter has been replaced in the simulations by a software trigger
developed by M.Unverzagt.

• The TAPS pulse shape property not being reproducable in simulations,
the particle identification in TAPS is done for the simulations with a spe-
cific appropriate time of flight reference distribution and the vetos infor-
mations. In order to have a more similar analysis environment, the pulse
shape consideration by the particle identification in TAPS for the data was
finally switched off.

• The Time Of Flight cut has been adapted for simulation files.

• A proton energy correction based on simulated data has been produced.

• Some detector calibration files have been adapted to simulated events.
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5.2 Channel Identification

This part of the analysis is extremely important and tricky, due to the fact that
the studied reaction channel has a tiny cross section of 40 nanobarns and more-
over has the two principal background channels: γp → π0p and γp → π0π0p
with cross sections in the microbarn range. As shown further, additionally to
the reaction background, we have to fight against the standard background like
electromagnetic noise or random events.

5.2.1 The Data Reduction

A first data reduction was performed in order to reduce the amount of data that
has to be treated along the whole MDM analysis.

The reduction method is a basic analysis code considering each event and
making the decision to keep it further or throw it away. The accepted events
are then stored in a ROOT Tree file which will be used for the standard MDM
analysis.

The conditions for a good event in the data reduction code are the following:

• The event must contain exactly 4 clusters

• The sum of the masses of the cluster 4-vectors must be between 920 and
950 MeV (one proton and 3 photons)

• One of the reconstructed masses built with 2 clusters of the event must be
between 100 and 160 MeV

The files after this data reduction procedure are 29x smaller than the raw
data ones, this has a considerable effect on the analysis running time.

5.2.2 Basis Analysis Requirements and Cuts

The basic condition of the present channel analysis is a 4-cluster event, as the π0

is identified via its 2γ decay products. Moreover, one of the cluster must have
been identified as a proton and no cluster is allowed to be indentified as a π+.

Further, the best of the 3 different possible γ pairs is chosen as π0 via a χ2 test
on the π0 invariant mass. Thereafter, the basic cuts are applied on the incoming
beam energy and the invariant mass of the π0. The analysed energy range is
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from 325 MeV to 475 MeV. The cut on the π0 mass is done from 110 MeV to 150
MeV (see fig. 5.5).

Cut 1: π0 Invariant Mass

InvMπ0 = m( ~Vγ1
+ ~Vγ2) = m(~Vγ1γ2

) (5.4)

Figure 5.5: Invariant mass of the π0: the grey distribution represents the data,
the red shape shows a pure γp → π0pγ′ simulation scaled to the data integral
value, the green lines are the applied cuts.

5.2.3 The Substraction of the Tagger’s Randoms

The Tagger randoms substraction is an efficient method to remove the so-called
random events. The latter are events resulting from the high multiplicity of the
tagger and do not have any connection to the experiment reactions.

We usually find during the coincidence time window the electron corres-
ponding to the photon which induced the reaction, but also some further elec-
trons corresponding to photons that did not interact in the target. The way to
isolate the electron and the tagged photon corresponding to our reaction is the
tagger random substraction and is done the following way:
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We consider for each event the time difference between the π0 and the sup-
posed beam photons delivered from the tagger multiplicity. We obtain the dis-
tribution shown in figure 5.6.

Figure 5.6: Technique for the substraction of the random events under the
prompt peak: BM = 1

4
(BL +MR)

We clearly see the prompt peak or the peak of the prompt events, where the
time of π0 rebuilt from 2 detected photons and the time of the scattered electron
have a difference around 0 (⇒ synchronisation). This is due to a spectra alig-
ment of the difference time of the prompt e− and π0 by 0. The tagger-π0 time
differences forming the large "carpet" come from the random events.
Cutting at the bases of the peak only removes a big part of the latter but it still
remains the "carpet’s" part lying under the prompt peak (Backgroun MiddleBM

on fig 5.6). This remaining background has the same shape as the background
beside the peaks and thus its content can be estimated by the use of integral
windows on the left and the right of the coincidence peak.
Practically we produce for each observable a histogram containing the events
having tπ0−tagger in the prompt peak’s area Apeak (with width σprompt) and a his-
togram containing events with a tπ0−tagger in the left (BL) or right (BR) back-
ground area of 2 σprompt - width (see fig. 5.6).

Finally we obtain the prompt area Aprompt as follows:
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Aprompt = Apeak −BM = Apeak −
1

4
(BL +BR) (5.5)

We work with a broader background area (4x) in order to improve the statis-
tics of the background substraction.

5.2.4 Single π0 Background Channel

Figure 5.7: Total cross section of the γp→ π0p channel. Taken from [Kot02]

The γp → π0p → pγγ channel can enter our analysis when one of the two of
the following case happens:

a) Split-Offs: here a "faked" additional photon produced by the electromag-
netic shower in the crystals is detected together with the 3 final particles
γγp of the single π0 channel. The split-off effect is due to the fact that high
energetic photons interact with the scintillation material building e+e−

pairs.
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A photon or a lepton may escape the detector material and hit the detector
again in a different section building finally a new electromagnetic shower.

b) Cluster Splitting: it may also happen that not all EM showers of a real
reaction event are completely collected in one cluster, but a part of the
shower may be considered as part of a second cluster nearby the con-
cerned cluster. This leads typically to the assumption of two photon hits
instead of one.

In spite of the very efficient setup, the single π0 contribution remains highly
disturbing, because of its high cross section (see fig. 5.7) in our beam energy
region of interest (300-500 MeV).

Events coming from the single π0 reaction can be supressed with the follow-
ing cuts:

Cut 2: The opening Angle between the Photon Pairs

Split-off’s photons have the property to be often detected in a crystal which
is very close to the one of the photon that produced the EM shower. This is
moreover always the case by cluster splitting. Due to this fact, the opening angle
between the final photons provides a good view of the γp → π0p background
channel contribution:

Angle = arccos( ~Xγ1
· ~Xγ2

)

or Angle = arccos( ~Xγ1
· ~Xγ′)

or Angle = arccos( ~Xγ2
· ~Xγ′) (5.6)

(5.7)
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Figure 5.8: Opening Angle between the different photon pairs. We clearly iden-
tify the small angle area corresponding to the split-offs. The grey distribution
represents the data, the red shape shows a pure γp → π0pγ′ simulation scaled
to the data integral value, the green line is the applied cut.

Cut 3: The Time Difference between the Photon Pairs

As split-off photons are induced by the EM shower of one of the reaction
photons, two possibles cases can happen:

a) They directly interact very close to the photon they are coming from. They
appear in this case in the low opening angle region.

b) They fly far away enough to not appear in the low opening angle region.
They are in this case delayed in time and a first riddance can be reached
by a cut on the time differences between the photons.

Figure 5.9: LEFT: Time difference between the reconstructed π0 and the γ′.
RIGHT: Time difference between the 2 decay π0 photons.
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Cut 4: The Missing Mass from The Proton

Mp = M( ~Vbeam + ~Vtarget − ~Vp) (5.8)

The single π0 background can also be identified by building the missing
mass from the proton. In the case of a γp → π0pγ′ reaction this missing mass
results from a combined four vector of two "missing" particles, the π0 and γ′. It
thus shows a broad distribution. In the case of a γp→ π0p reaction, the missing
mass corresponds to the mass of only one π0, building a peak around 135 MeV.
This peak can be perceived on figure 5.10. Accepting only events with Mp >
145 MeV suppresses this single π0 participation. (The second cut at 310 MeV is
realted to the suppression of the double π0 channel, see below).

Figure 5.10: Missing mass reconstructed from the proton. The grey distribution
represents the data, the red shape shows a pure γp→ π0pγ′ simulation scaled to
the data integral value between the cuts, the green lines show the applied cuts.

Cut 5: The Energy of the Radiative Photon

The split-offs effect deliver a large amount of low energetic photons. This
contribution can be clearly identified by comparing the ECM

γ′ data spectrum
with the pure γp→ π0pγ′ simulation:
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Figure 5.11: ECM
γ′ : The single π0 channel. The applied cut is shown with the

green line at ECM
γ′ = 30 MeV.

5.2.5 Double π0 Background Channel

Here also, there is a "real" and a "cluster" situation which lead to the emergence
of γp→ π0π0p events in our analysis. The clean detection of this channel deli-
vers a final five particles status, 4 γs coming from the 2π0 and one proton.

a) Photon Loss: the typical case of mis-identifying this reaction with ours is
the loss of one of the 4 photons somewhere on the way. Notice that this ef-
fect is, with the actual setup of almost 4π steradians minimized, but again,
due to the high cross section of this channel (see fig. 4.3), we have to treat
this contamination. These described events are easily removed with the
missing mass’ or energy balance’s cuts, as the energy of the lost photon gets
also lost.

b) Cluster Fusion: here we have the inverse problem of the single π0 chan-
nel’s one. It may also happen that clusters corresponding to two photons
are identified as a single cluster by the algorithm. There is no efficient cut
against this kind of contamination, this being the main reason why a
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double π0 channel substraction is performed for the final results, in order
to get rid of a remaining contamination by this channel.

Figure 5.12: Total cross section of the γp → π0π0p channel in our beam energy
region of interest:300-500 MeV. From [Zeh08]

The removal of the double π0 contribution can be done with the help of the
following cuts: the proton missing mass cut, as shown in the last part. Further,
the most important cut concerning this background channel is applied on the
missing mass built from the proton and the pion:

Cut 6: The Missing Mass from The Proton and The π0

Mπ0p = M( ~Vbeam + ~Vtarget − ~Vπ0 − ~Vp) (5.9)

We should see here the mass corresponding to the radiative photon, i.e. a
peak at 0. We study this variable for three different energy ranges to be able
to see the effect of the double π0 contribution which becomes important for
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Eγ ≈ 450 MeV (see fig.5.12).

Looking at figures 5.13, 5.14, we notice the background growing with the
beam energy. This γp→ π0π0p background should deliver a peak at the double
π0 squared mass (fig. 5.13, RIGHT) , this effect is slightly distinguishable on the
data with a growing background on the right side of the peak (fig.5.13, LEFT).
However, as it appears clearly by the double π0 simulated data, this γp→ π0π0p
often delivers a M0

πp peak at 0, i.e it often happens that one of the four final
photons are identified in the same cluster as another one. This explains the fact
that the γp → π0π0p background does not appear clearly on the data, as a part
remains hidden in the around 0 peak.

Figure 5.13: Mπ0p for an incoming beam energy of 325-375 Mev (left) and 375-
425 MeV (right). The red shape shows pure γp→ π0pγ′ simulation scaled to the
data integral value, the green lines show the applied cuts.

Figure 5.14: Comparison Missing Mass C Data/double π0 simulations
Mπ0p for incoming beam energy of 425-475 MeV. LEFT: data, the red shape
shows a pure γp→ π0pγ′ simulation scaled to the data integral value, the green
lines show the applied cuts. RIGHT: Simulated γp→ π0π0p data.
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Another cut removing the double π0 channel is the one on the missing mass
built from the pion and the radiative photon:

Cut 7: The Missing Mass from the π0 and the γ′

Mπ0γ′ = M( ~Vbeam + ~Vtarget − ~Vπ0 − ~Vγ′) (5.10)

Figure 5.15: MMπ0γ′ : Our γp → π0pγ′ channel delivers a peak at the pro-
ton’s mass. The γp → π0π0p channel contents an additional π0 mass and thus
brings a background contribution above 1000 MeV. The red shape shows a pure
γp → π0pγ′ simulation scaled to the data integral value, the green lines show
the applied cuts.

The last cut contributing to the removal of the double, but as well as the
single π0 channel, concerns the so called energy balance EB:

Cut 8: The Energy Balance

EB = E( ~Vbeam + ~Vtarget − ~Vπ0 − ~
Vγ′ − ~Vp) (5.11)
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Figure 5.16: Energy Balance: The double as well as the single π0 channel deliver
a peak above 0 MeV. The red shape shows pure γp→ π0pγ′ simulation scaled to
the data integral value above the cut, the green lines show the applied cuts.

5.2.6 The Electromagnetic Background

A large amount of electromagnetic background appears along the beam line. It
is mainly due to the beam dump 3, but also to the interaction of the photon beam
with the target material and other detector’s material on the way to TAPS. The
latter background is extremely visible on the polar angle distribution of the ra-
diative photon (see fig. 5.17 , LEFT). In order to get rid of this very disturbing
electromagnetic noise, a cut is applied on θCM

γ′ :

3Remaining part of the photon beam beam which did not interact in the target
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Figure 5.17: θCM
γ′ LEFT: Before the cut, the EM background among 30 degrees is

dominant. RIGHT: Same and distribution after the cut: the data shape becomes
similar to the simulated data. (The red shape shows a pure γp → π0pγ′ simu-
lation scaled to the data integral value above the cut, the green lines show the
applied cut.)

5.2.7 The Setup Background

Finally, an additional background derives from the fact that much setup mate-
rial (PMTs, PID electronic modules, etc.) is placed very close to the target. This
is visible in the proton angular distribution:

Figure 5.18: θp: We clearly see the background events due to material scattering
between 10 and 20 degrees. The red shape shows a pure γp→ π0pγ′ simulation
scaled to the data integral value, the green lines show the applied cuts.
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5.2.8 Overview of the Cut Effects

In the following pictures we can observe the effects of the cuts on the different
channels. The shown variable is the missing mass calculated from the π0 and
the γ′:

Mπ0γ′ = M( ~Vbeam + ~Vtarget − ~Vπ0 − ~Vγ′) (5.12)

The first column shows the evolution of the experimental data, the se-
cond shows the simulated γp → π0pγ′ events, the ones we want to keep. The
third and the fourth column show the evolution of simulated events from the
γp→ π0p and γp→ π0π0p channels, the ones we want to remove.

Each row shows the plots after the application of one new cut:

1) Condition applied on the photon beam energy: 325-475 MeV and cut on
the azimuthal angle of the radiative photons (see EM background)

2) Additional cut on the missing mass calculated from the proton (Cut 4)

3) Additional cut on the energy of the radiative photon (Cut 5)

4) Additional cut on azimuthal angle of the proton (see setup background)

5) Additional cut on the invariant mass of the π0 (Cut 1)

6) Additional cut on the energy balance (Cut 8)

7) Additional cut on the opening angle between the photons (Cut 2)

8) Additional cut on the missing mass calculated from the π0 and the proton
(Cut 6)

9) Additional cut on the times between the π0 photons (Cut 3)

10) Additional cut on the times between one of the π0 photons and the γ′

(Cut 3)
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Real data Simul pπ0γ Simul pπ0 Simul pπ0π0
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Real data Simul pπ0γ Simul pπ0 Simul pπ0π0
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Final view of the missing mass calculated from the π0 and the γ′:

Figure 5.19: Final missing mass calculated from the π0 and the γ′.The γp→ π0pγ′

simulation has been scaled to the data integral between the cuts. The remaining
γp → π0π0p background has been scaled considering the total cross section of
this channel and the number of generated events in our beam energy range:325-
475 MeV. The latter remaining background is finally extracted with the method
described in chapter 5.5.2

5.3 Analysis of the single π0 Channel

A complementary analysis of the γp → π0p channel is important as cross check
for the MDM analysis and is needed for the application of the theoretical models
for the determination of the magnetic moment.

The single π0 channel is a very well known and defined channel due to its
high cross section.

This analysis is based on the following steps:

• The events must contain at least 2 clusters.

• The events must contain exactly 2 photons.

• The 2 photons composing the π0 must have an azimuthal ange over 20
degrees. We thus avoid the large electromagnetic background in forward
direction.
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• A mass is reconstructed with all the possible cluster pairs. With a χ2 test
the pair having the nearest mass to the π0 ones is kept to be the π0.

• The tagger random substraction is done similarly as for the MDM analy-
sis.

• A cut on the π0 invariant mass is applied between 115 and 155 MeV (see
figure 5.20, LEFT).

• A cut on the π0 missing mass 860 and 990 MeV (see figure 5.20, RIGHT).

Figure 5.20: Cuts applied in the single π0 analysis. LEFT: Invariant mass of the
π0. RIGHT: Missing mass of the π0: MMπ0 = M( ~Vbeam + ~Vtarget − ~Vπ0)
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Another important thing that has to be considered is the trigger. The hard-
ware trigger applied to the data during the MDM measurements was mainly
M≥3 with one M=2 event accepted out of 49. This means that by using MDM
data with the single π0 analysis, we must only treat these M=2 events and fi-
nally multiply the cross sections by a factor 49.
The trigger hardware information is stored in the ADC in the form of an 8-bit
number and delivers for each event the status of the corresponding trigger. In
the present single π0 analysis, only events having the trigger status M2 only
are accepted.
Of course, also the "hardware trigger" applied in the simulations (see chapter
5.1.3) must be changed from M=3 to M=2.

We see here the θ angle of the π0 in CM, a comparison between simulations
and data. This distribution is the base of the extracted angular differential cross
section:

Figure 5.21: θ angle of the π0 in CM by the single pi0 analysis. The red shape
shows a pure γp→ π0p simulation scaled to the data integral value.
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5.4 Extraction of Polarisation Variables:

The Circular Asymmetry

Considering the sensitivity of the circular asymmetry to the magnetic moment
in the theoretical determinations and the opportunity of having circularly po-
larized photons, we also determine this asymmetry. A special beamtime setup
in January 2004 was also adapted with lower electron beam energy of 570 MeV.

The kinematics of a decay in three 4 particles like we have in the γp→ π0pγ′

channel allow the definition of two planes in the reaction and thus provide the
possibility to build an asymmetry on the opening angle between these 2 planes
[see fig. 5.23].

The circular asymmetry can be simply determined using the following for-
mula:

Acirc =
1

Pγ

·
N left

γ −N right
γ

N left
γ +N right

γ

(5.13)

Where the helicity transfer Th is determined for each event via:

Th =
Eγ(Ee− + 1

3
(Ee− − Eγ))

E2
e−

+ (Ee− − Eγ)2 − 2

3
Ee−(Ee− −Eγ)

(5.14)

With Pe the degree of polarisation of the electron beam, we obtain:

P circ
γ = Pe · Th (5.15)

The difference in the photon flux between photons with right and photons
with left circular polarisation has been studied by Dirk Krambrich. He deter-

mined a tiny value of N
left
γ

N
right
γ

≈ 1.00055, which has been neglected here.

This way to describe the asymmetry, i.e on an angle φ, as well as the nota-
tion, derives from the one of L. Roca [Roc05] applied reaction channels with two
pions. We can adapt his description to our channel by simply replacing one of
the pions by the radiative photon.

The derivation of the circular asymmetry value is reached with the follow-
ing steps and using the following parameters:

Roca’s angle definition becomes in our case:

4before the π0 decay
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Figure 5.22: Helicity Transfer Th(red) and degree of polarisation P circ
γ = Pe · Th

(green) for the 2 electron beam energies used: LEFT: 883.25 MeV, RIGHT: 570.19
MeV

cos φ =
(~k × ~q) · (~q × ~pπ0)

|~k × ~q||~q × ~pπ0 |

sin φ = −((~k × ~q) × ~q) · (~q × ~pπ0)

|~(k × ~q) × ~q||~q × ~pπ0 |
(5.16)

with ~q ≡ ~pπ0 +~pγ′ , and with all the momenta in the overall center of mass frame.

Figure 5.23: Definition of the angle φ, on which the circular asymmetry is built.
φ corresponds to the opening angle between 2 reaction planes. One plane is
defined by the beam and the outgoing proton, another plane is defined by the
outgoing pion and the radiative photon.
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5.5 Extractions of Cross Sections

5.5.1 The Components of the Cross Sections

The important cross sections of this work are two differential cross sections
based on the kinematics of the radiative photon, the latter being the key to the ∆
magnetic moment. The first differential cross section is built on θγ′ , the second
on Eγ′ , both variables being considered in the CM frame.

For the single π0 analysis only the differential cross section for the θπ0 is
needed, as this one provides a reliable feedback of the all γp→ π0p analysis and
is essential for the determination of the R distribution (see chapter 6.2.2).

Cross sections given in an area unit basically describe the surface that would
have the target if each photon reaching a target proton would induce the stu-
died reaction. They are roughly obtained by dividing the statistics of the wanted
variable by the number of protons present in the target and the number of dis-
posable photons.
Looking more in detail, the extraction of cross section requires several addi-
tional steps in comparison to asymmetries. All the needed parameters are sum-
marized in the following cross section formula:

σ =
Nevents

Ne− · ηtagg · ǫCBTAPS · Λπ0→γγ · ρt

(5.17)

• The number of events Nevents corresponds to the statistics of the wanted
variable at the end of the analysis.

• Ne− is delivered by the scalers, registering the recoil electrons in the tagger.

• The tagging efficiency ηtagg is obtained via the procedure described in
chapter 3.2.3.

• The branching ratio Λπ0→γγ of the pion decay in 2 photons is a value of
0.998

• The target area density, i.e the number of scattering centers (protons) for a
given area:
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ρt =
2ρ(LH2)NA · L

Mmol(LH2)
(5.18)

=
2 · 0.0708g/cm3 · 6.022 · 1023/mol · 4.76cm

2.01588g/mol
· 1

1024barn/cm
· 1

109nb/barn

= 2.013475 · 10−10/nb

• The experiment efficiency ǫCBTAPS is obtained by using simulated data.
The latter efficiency consists of the ratio of the distribution of raw gen-
erated events and the same distribution after having passed through the
simulated detectors and having been analysed with the analysis code de-
scribed in chapter 5.1.3. In the present work, the needed efficiencies are
the one on the azimuthal distribution θγ of the radiative photon and its
energy distribution. We see here an example for this efficiency :

Figure 5.24: Example of detector efficiencies. The left column concerns the θγ′ ,
the right column concerns the Eγ′ . The distributions on the top are the start
distribution delivered by the event generator, the ones in the middle are ob-
tained after passing through the simulated detectors and the analysis code. The
bottom distributions show the efficiencies obtained by dividing the middle dis-
tributions by the top ones. Incoming beam energy: 400 MeV.
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Figure 5.25: Detector efficiency used for the extraction of the θπ0 differential
cross section. Incoming beam energy: 400 MeV.

Practically the cross section extraction is performed via several ROOT macros
achieving the following steps:

1) The readout of the remaining statistics of the wanted variable. → Nevents

2) The readout of the scalers Ne− and the tagging efficiency ηtagg in the file
corresponding to the beamtime

3) The mutiplication of the tagging efficiency with the scalers → Ne− · ηtagg

4) The addition of the statistics obtained by 1) and 3) for all beamtimes
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5) The division of the sums obtained by 1) by the sum of 3) → Nevents

Ne− ·ηtagg

6) The readout of the detector efficiency ǫCBTAPS in the file corresponding to
the wanted energy range (325-375, 375-425, 425-475 MeV)

7) The division of 5) by the detector efficiency ǫCBTAPS → Nevents

Ne− ·ηtagg·ǫCBTAPS

8) The division of 6) by the constant factor Λπ0→γγ and ρt

5.5.2 Final Background Substraction

As seen in the chapter "Channel Identification", it is not possible to remove all
the background with the cuts. We can notice on the final plots of background
channels (see Cut Overview) an excellent removal of single γp → π0p but, how-
ever, a not negligeable remaining γp → π0π0p background. Due to this fact, the
cross section related to latter background has to be estimated and subtracted
from our γp → π0pγ′ cross sections. This is reached by determining fraction of
γp→ π0π0p events surviving the cuts and combine it with its start cross section
(known from [Zeh08]). Detailed way to proceed:

1) We build a kind of "background double π0 efficiency" ǫbg
2π0 by dividing the

final beam energy spectrum of the simulated γp → π0π0p events by its
start distribution. See figure 5.26.

2) For each energy range (350,400,450), we determine a σbg

2π0 , which is the
remaining background total cross section of the double π0 channel and ob-
tained via:

σbg

2π0 = ǫbg
2π0 · σreal

2π0 (5.19)

Where σreal
2π0 is the known total cross section of the double π0 for the wanted

energy range. The used σreal
2π0 values are taken from figure 5.12.

3) We then have to distribute our total cross section σbg

2π0 in an angular/energy
distribution. In an analysed γp → π0π0p simulation file, we register from
the Eγ′ and θγ′ the number of counts N_2π0 in each Energy/θ bin. We
then integrate these distributions to get a kind of total "Total Cross Sec-
tion" Ntot

2π0 for the wanted energy range.

Building the ratio: N tot
2π0/σtot

2π0 for the accordant energy range we obtain the
scale factor between the number of counts N_2π0 of the histogram bin and
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the corresponding γp → π0π0p differential cross section value of this. Fi-
nally multiplying this scale factor with each of the N_2π0, we obtain for
each bin (Energy or θ) of our differential cross section, the corresponding
remaining cross section of the background double π0 channel.

4) We finally subtract for each bin this background contribution.

Figure 5.26: ǫbg
2π0 : View of remaining γp→ π0π0p background depending on the

beam energy. TOP: Raw Generated γp → π0π0p events. MIDDLE: Remaining
distribution after detection and all the cuts. BOTTOM: Ratio of the first and
second distribution: Proportion of remaining background depending on the
incoming beam energy.
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5.5.3 The Empty Target Runs Substraction

As already mentioned in the Setup chapter concerning the target, an ice layer
appeared during our measurements on the surface of the target. In order to
remove the part of cross sections due to this effect and generally to remove any
cross section participation due to the kapton target window, several empty target
runs have been taken.

These runs have then been analysed and differential cross sections have been
extracted in the same way as for standard runs. The obtained empty target cross
section has been finally subtracted from the MDM and single π0 cross sections.

In order to obtain reasonable statistics, empty target runs of all the beam-
times are added and analysed . For the γp → π0pγ′ where the statistics remains
very low, the empty target differential cross sections have been fitted before the
substraction. The applied fit was a constant fit for the energy differential cross
section and an ABC - Fit for the angular distributions. The ABC - Fit is a func-
tion: A + B ·cos(θ)+C· cos2(θ) and is currently used of angle distributions.

Figure 5.27: Example of γp → π0pγ′ empty target differential cross section with
the applied fit. Energy of incoming beam: 375-425 MeV.
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5.5.4 Systematic Errors

Asymmetries

Parameters inducing systematic errors in the determination of asymmetries are
the following:

• The uncertainty on the degree of polarisation of the electrons: 5% (see
chapter 3.2.2)

• The remaining γp→ π0π0p background estimated from figure 5.26 for the
two beam energy ranges:

– Eγ = 400 MeV: 0.009 %

– Eγ = 475 MeV: 0.25 %

Multiplying this with the highest measured circular asymmetry of this
channel [Kram07]: 8 %

This leads to a total systematic error for the circular asymmetry of 6.5 %.

Differential Cross Sections

Parameters inducing systematic errors in the determination of differential cross
sections are the following:

• The tagging efficiency variation determined for each beamtime reaches it
highest value by 2% (from [Dow07])

• The error from the photon flux and the target density have been estimated
in [Dow07] with a value of 4.5 %

• The error due the tagger 4x4 structure can be rated from figure 4.22 to 7%

• The detector efficiency uncertainty can be evaluated by comparing the ef-
ficiency resulting with different start distributions and cuts combinations.
This value depends on the analyzed channel:

– Detector efficiency discrepancy in the γp→ π0pγ′ analysis: 12 %

– Detector efficiency discrepancy in the γp→ π0p analysis: 5 %

Total systematic error of the differential cross sections of γp→ π0pγ′ ana-
lysis: 15 %
Total systematic error of the differential cross sections of γp→ π0pγ′ anal-
ysis: 10 %



Chapter 6

Results and Discussion

6.1 Asymmetries

The circular asymmetries Σcirc have been determined for two different inco-
ming photon beam energy ranges. They were first extracted for Eγ = 375 − 425
MeV, this beam energy being the most appropriate range for our γp → π0pγ′

reaction. Another Σcirc has been subsequently extracted with Eγ > 450 MeV, i.e.
with a beam energy range of 450-475 MeV, as our analysis incoming beam con-
dition stops by 475 MeV. This second extraction was done in the view to have
a circular asymmetry in a region that is not disturbed by the linear polarisation
edge at 400 MeV.

The present results are based on two different polarisation setups:

1) 87 % of our data have been taken with an incoming electron beam energy
of 883 MeV and a circular polarisation degree between 20 % and 47% (in
our photon beam range of interest), see figure 5.22. For these beamtimes,
the photon linear polarisation was in priority of interest and polarisation
edge lay by Eγ = 400 MeV.

2) 13 % of our data have been taken in January 2004 with a special setup
privileging the circular polarisation with an electron beam energy of 570
MeV and thus a circular polarisation degree between 35 % and 82 % (in
our photon beam range of interest), see figure 5.22. Moreover, the photons
were not linear polarised.

Circular asymmetries have been extracted from these two data packages
separately, as due to participation of linear polarisation in the first package,
the corresponding outcoming asymmetries can not be compared. Note that the
polarisation bit by January beamtime had to be inversed [Kram07].

133
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1) Circular Asymmetry with data from "standard" setup (1):

Figure 6.1: Circular asymmetry on the φ angle between reaction planes, inco-
ming beam energy: 375-425 MeV. LEFT: No consideration of degree of polarisa-
tion. RIGHT: With degree of polarisation.

Figure 6.2: Circular asymmetry on the φ angle between reaction planes, inco-
ming beam energy: 450-475 MeV. LEFT: No consideration of degree of polarisa-
tion. RIGHT: With degree of polarisation.
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2) Circular Asymmetry with data from "special" January setup (2):

Figure 6.3: Circular asymmetry on the φ angle between reaction planes, inco-
ming beam energy: 375-425 MeV. LEFT: No consideration of degree of polarisa-
tion. RIGHT: With degree of polarisation.

Figure 6.4: Circular asymmetry on the φ angle between reaction planes, inco-
ming beam energy: 450-475 MeV. LEFT: No consideration of degree of polarisa-
tion. RIGHT: With degree of polarisation.

Apart from the lower statistics due to the narrow photon beam window of
the second asymmetries, the fluctuations observed for Eγ = 375 − 425 MeV are
mainly reproduced for Eγ = 450 − 475 MeV.
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It is difficult to distinguish a structure on the present asymmetries, especially
because of the large statistical error. The latter can be attibuted on one hand to
the fact that the high statistics part of our data (setup 1)) has a low polarisation
degree and on the other hand to the only low amount of data owning a high
polarisation degree (setup 2)).
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6.2 Cross Sections

6.2.1 The single π0 Differential Cross Sections

For this background channel, only the differential cross sections depending on
the θ angle of the π0 have been determined. They are an important cross check
for the general analysis frame and essential for the determination of the final R-
ratio cross sections shown later.
They are for this latter purpose determined for exactly the same beam energy
ranges as the MDM differential cross sections.

Figure 6.5: Angular differential cross section of the single π0 channel. Photon
beam energy range: 325-375 MeV. The green dots are from [Leu01].
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Figure 6.6: Angular differential cross section of the single π0 channel. Photon
beam energy range: 375-425 MeV. The green dots are from [Leu01].

Figure 6.7: Angular differential cross section of the single π0 channel. Photon
beam energy range: 425-475 MeV. The green dots are from [Leu01].

The present cross check analysis of the γp → π0p channel shows a good
agreement with the previous measurement of [Leu01] and thus brings a reliable
basis for the extraction of our R-ratio differential cross sections shown later.
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6.2.2 The γp→ π0pγ ′ Differential Cross Sections

The angular differential Cross Sections

The angular differential cross sections can be used for the estimation of the µ∆+ ,
but are especially an additional check of our γp → π0pγ′ analysis. Theoretical
curves from [Pas05] are shown as comparison, as well as the similar differential
cross from the pioneer measurement of M.Kotulla [Kot01].
They are produced for the usual three incoming beam energy ranges: 325-375
MeV, 375-435 MeV, 425-475 MeV

Figure 6.8: Angular differential cross section of the radiative photon γ′. Photon
beam energy range: UP: 325-375 MeV, BOTTOM: 375-425 MeV. The green dots
are from [Kot01].
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Figure 6.9: Angular differential cross section of the radiative photon γ′. Photon
beam energy range: 425-475 MeV. The green dots are from [Kot01].

We first notice the great improvement in statistics, in comparison to the pre-
vious measurement.

Moreover, we see a good agreement with the previous measurement as well
as with theoretical calculations in the low beam energy range of 325-375 MeV.
The discrepancy with the theoretical curves in the high beam ranges remains
considerables, although this may be improved with forthcoming calculations,
as this will be shown by the energy differential cross sections.
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The Energy differential Cross Sections

The differential cross sections built on the energy of the radiative photon γ′ are
part of the key for the extraction of µ∆+ , as they are the basis of our R-ratio cross
sections. They are built for the three usual energy ranges and are compared
with the previous measurement of the γp → π0pγ′ channel and theoretical cal-
culations from [Pas05]. Moreover, we own for the present variable most recent
calculations from [Pas07] showing a promising future.

Figure 6.10: Energy differential cross section of the radiative photon γ′. Photon
beam energy range: UP: 325-375 MeV, BOTTOM: 375-425 MeV. The green dots
are from [Kot01].
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Figure 6.11: Energy differential cross section of the radiative photon γ′. Photon
beam energy range: 425-475 MeV. The green dots are from [Kot01].

Consistently to the angular differential cross sections, the agreement of the
energy differential cross section with the theoretical calculations is optimal for
the low beam energy range of 325-375 MeV. The similarity with the previous
measurement is also visible, the largest discrepancy being for the middle ener-
gy range of 375-425, as it is the case for the angular DCS.

Recent published theoretical calculations involving more diagrams at NLO
in the δ expansion (fig. 5.11) and rescattering loops (fig. 5.12) show a promising
accordance evolution between the theory and our data. An example for κ = 3
is shown on the upper energy differential cross sections. As a matter of fact, we
notice a visible shift of these latest calculations towards our data, as the theory
curves remain almost unchanged for the low beam energy range and particu-
lary drop for the high energy range.
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Figure 6.12: ]
Diagrams for γp→ π0pγ′ reaction at NLO in the δ expansion considered in

[Pas07]. Double lines represent the ∆ propagators.

(a) (b) (c) (d) (e)

Figure 6.13: Chiral loop corrections considered in [Pas07], additional diagrams
are noticed in comparison to figure 2.10.
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The R differential Cross Sections

In order to obtain the best conditions for comparing our differential cross sec-
tions with the theoretical models and especially to fulfill the behavior at the soft
photon limit where Eγ′ tends to 0 and γp → π0pγ′ goes to γp → π0p , R-ratio
cross sections are produced. These differential cross sections are based on the
energy of the radiative photon and use single π0 differential cross sections (See
eq. 2.19):

Condition at the soft-photon limit:

lim
Eγ′→0

(

dσ

dEγ′

)

=
1

Eγ′

· σ0 (6.1)

R =
dσ

dEγ′

· Eγ′/σ0 (6.2)

With:

σ0 =

∫

dΩCM
π0 (

dσ

dΩπ0

)CM · 2αem

π
·W (v) (6.3)

W (v) = −1 +
v2 + 1

2v
· ln(

v + 1

v − 1
)

v =

√

1 −
4m2

p

t
,

t = (k − pπ0)2 (6.4)

dσ/dΩπ0 labels the differential cross section for π0p production, mp the pro-
ton mass, t the four momentum transfer between the initial photon and the π0

meson and αem = e2/4π ≈ 1/137. The energy differential cross section divided
by σ0/Eγ′ should be equal to 1 in the limit of zero photon energy Eγ′ .

The weight function W (v) is produced in a macro and we see here its depen-
dance on θCM

π0 for our three energy ranges:
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Figure 6.14: View of the weight function used for the σ0 determination. Note
that the factor 2αem

π
is already implemented in W (v). The applied P3 fit is used

to simplify the integration of the γp→ π0p over the solid angle Ω.
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In order to optimize the integration for the determination of σ0 (see equ.5.3),
the W (v) function has been fitted as well as the γp → π0p differential cross
sections. These 2 fits have finally been muliplied and integrated over the solid
angle Ω.

The obtained σ0 values for 3 different ways to proceed have been compared:

1) We integrate data point per data point of the differential cross sections
multiplied with w(v). Under 25 degrees, where the DCS begins to fluctu-
ate, we replace the data points by the ones produced with the fit.

2) We create new points from the fit, using the same binning as for the data
points and then sum them in the same way as for data points.

3) We create the function Final_Functwhich is a multiplication of the ABC
Fit by the P3 fit of the W (v). We then integrate this Final_Funct from
0 to 180 degrees and apply the constant factors for an integration over the
all solid angle Ω in radians.

Result of σ0 ([nb]) for the three energy ranges, using the different methods:

beam energy way 1) way 2) way 3)
350 65.957 64.930 65.761
400 42.836 43.014 43.624
450 27.835 27.961 28.372

We notice an only minimal difference between the integration methods and
thus the third way to proceed was finally chosen. Note that the fluctuations of
the DCS below 25o are not much disturbing our σ0, as the mulitplicative weight
function W (v) has its minimum in this region.
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We see here on the one side a comparison between M. Kotulla’s R-ratios and
the theoretical curves from [Pas05] and on the other side our results for the R-
ratios compared with the same theoretical calculations.

Figure 6.15: Ratio differential cross section on the ener-
gy of the radiative photon γ′. LEFT: Data from [Kot1], RIGHT: Data of the
present work. Photon beam energy range: UP: 375-425 MeV, BOTTOM: 375-
425 MeV.
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Figure 6.16: Ratio differential cross section on the energy of the radiative photon
γ′. LEFT: Data from [Kot1], RIGHT: Data of the present work. Photon beam en-
ergy range: UP: 375-425 MeV, MIDDLE: 375-425 MeV, BOTTOM: 425-475 MeV.

We first notice here the consistency of our R-ratios with the expected value of
1 at the soft photon limit. The dicrepancy of our data with [Kot01] and [Pas05]
in the beam energy range of 375-425 MeV remains considerable. However, the
R-ratio variable brings theory curves closer to the data for the higher energy
range of 425-475 MeV.

We may, for the determining variable, expect an even broader improvement
with the new calculations, as these have also been improved by the description
of the γp→ π0p (fig. 5.16) channel that takes part of this cross section.

Figure 6.17: Diagrams for γN → πN reaction at NLO in the δ expansion consi-
dered in [Pas07]. Double lines represent the ∆ propagators.
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6.3 Conclusion and Outlook

Considering the aim of this work, i.e the determination of the ∆+ dipole mo-
ment with a much higher statistics, the present results partially reached this
goal. The comparison of the present cross section with the previous ones of
[Kot01] reflects a clear improvement in the statistics, as well as a confirmation
of the previous values built on a limited amount of data. The today’s poor
agreement between the data and the theoretical calculations restrains strongly
the extraction of the µ∆+. The only weak difference between the differential
cross sections curves with the different values of the anomalous moment κ asks
for a near to perfect agreement of the data with one of the κ theoretical distribu-
tion. The expected large effect of the MDM on the circular asymmetry delivered
by the theoretical calculations presaged a much easier µ∆+ extraction via this
latter variable. The present experimental determination of Σcirc however does
not show an enough reliable structure demonstrating a real presence of circular
asymmetry in the γp→ π0pγ′ channel.

The reproduction of γp → π0pγ′ and γp → π0p cross sections in comparison
to previous measurements however shows reliability of the experimental setup
and analysis.

Possible improvements that could allow the extraction of µ∆ based on the
present data are the following:

The fact that the differential cross sections of γp → π0pγ′ and minimal of
γp → π0p tend to lie lower than the previous ones, a check on a possible data
loss could be performed. The particle identification could be improved, as on
one hand the TAPS vetos delivered a low efficiency and on the other hand some
of the PID fibers broke down during the September beamtime. The basic con-
dition for a γp→ π0pγ′ event being to own a proton, a not perfect identification
of the latter can lead to a loss of events in this channel.

The highest improvement expectations concern the evolution of the theore-
tical calculations. The last publicated results [Pas07] including more chiral loop
corrections and NLO diagrams in the δ − expansion show a clear decrease of
the differential cross sections, this decrease growing with the incoming energy,
see figure 5.9, 5.10. The latter evolution corresponds to the evolution of the
discrepancy between the results of the present work and the theoretical curves
from [Pas05].
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Meliorations for forthcoming experiments could be the following:

• Concentrate more beamtime in view of circular asymmetry, i.e., take more
data with lower beam energy ( 500 MeV), higher degree of circular polar-
isation and no linear polarisation. The short January 2004 beamtime with
a similar setup did not deliver enough statistics to extract an asymmetry
from these data only and thus avoid a possible disturbance, due to the
linear polarisation edge around 400 MeV.

• A remedy should be found against the large forward direction electromag-
netic background present in TAPS.

• The area between the two detectors TAPS and CB should be arranged in
another way to avoid rescattering background with experiment material
therein. This has already been done for the today’s running experiments
in A2.

In the view of coming research this now twice tested way of dipole moment ex-
traction using a radiative photon emission opens the door to the study of other
N∗ resonances. A proposal has already been submitted about the extraction of
the MDM of the S11 (1535) (see figure 6.16) studying the reaction:

γp→ S11 → S11γ
′ →→ ηγ′p

This study is of special interest, as it could deliver key about the contro-
versed non-qqq nature of this hadronic system.

Figure 6.18: N∗ excitations in the ∆ resonance region
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Appendix

Determination of the theoretical weight function "W(v)"

t = (pbeam − pπ0) = m2
beam − 2EbeamE2 + 2 ~pbeam ~pπ0 +m2

π0

in CM :

t = (ECM
beam −ECM

π0 )2 − (pCM
beam − pCM

π0 )2 − 4pCM
beamp

CM
π0 sin2(θCM/2)

With θ, angle between beam and π0 i.e θCM
π0

ECM
beam =

s+m2
beam −m2

target

2
√
s

=
s−m2

target

2
√
s

With s = m2
p + 2ELab

beam ·mp

ECM
beam =

2ELab
beam ·mp

2 ·
√

m2
p + 2ELab

beammp

ECM
π0 =

s+m2
π0 −m2

p

2
√
s

With the determination of t, we have all the needed informations to obtain v
and subsequently the weight function w(v).
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Tables

Circular Asymmetries

Data With Standard Setup, Electron Beam = 883 MeV

Incoming Photon Beam Energy:375-425 MeV

Angle φ Asymmetry No Pol.Deg. Error No. Pol. Asymmetry with Pol.Deg. Error with Pol.
-172.5 0.025210 0.279287 0.047729 0.528762
-157.5 -0.065217 0.212130 -0.123473 0.401617
-142.5 0.035144 0.144710 0.066536 0.273973
-127.5 0.027624 0.213810 0.052300 0.404797
-112.5 -0.343511 0.180518 -0.650355 0.341767
-97.5 0.094650 0.184870 0.179197 0.350006
-82.5 -0.149701 0.232343 -0.283422 0.439884
-67.5 -0.055838 0.198618 -0.105715 0.376036
-52.5 0.142857 0.192354 0.270465 0.364175
-37.5 0.269461 0.238647 0.510159 0.451821
-22.5 -0.196078 0.317159 -0.371227 0.600463
-7.5 0.089109 0.303964 0.168706 0.575483
7.5 -0.008696 0.267369 -0.016463 0.506197

22.5 0.381443 0.354389 0.722170 0.670950
37.5 0.101266 0.231724 0.191722 0.438713
52.5 -0.145833 0.205783 -0.276100 0.389601
67.5 0.093525 0.251933 0.177067 0.476974
82.5 0.239583 0.212863 0.453593 0.403004
97.5 -0.262500 0.263804 -0.496980 0.499448

112.5 -0.148325 0.200910 -0.280818 0.380374
127.5 0.054393 0.186720 0.102980 0.353510
142.5 -0.185185 0.238479 -0.350603 0.451502
157.5 0.160221 0.213792 0.303339 0.404763
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Incoming Photon Beam Energy: 450-475 MeV

Angle φ Asymmetry No Pol.Deg. Error No. Pol. Asymmetry with Pol.Deg. Error with Pol.
-172.5 -0.209877 0.319231 -0.338717 0.515202
-157.5 0.208333 0.279085 0.336227 0.450412
-142.5 0.011494 0.315043 0.018550 0.508444
-127.5 -0.066667 0.310440 -0.107593 0.501016
-112.5 0.338462 0.244750 0.546239 0.395000
-97.5 -0.163265 0.280319 -0.263492 0.452404
-82.5 -0.152174 0.299428 -0.245592 0.483243
-67.5 0.448276 0.518100 0.723467 0.836156
-52.5 0.186441 0.405470 0.300894 0.654383
-37.5 0.093333 0.320023 0.150630 0.516481
-22.5 -0.446154 0.397804 -0.720042 0.642011
-7.5 0.365854 0.446173 0.590447 0.720073
7.5 -0.375000 0.490192 -0.605208 0.791116
22.5 -0.413793 0.388409 -0.667816 0.626849
37.5 -0.021277 0.274937 -0.034338 0.443718
52.5 0.074380 0.232421 0.120041 0.375101
67.5 -0.035971 0.210839 -0.058054 0.340270
82.5 0.108911 0.273453 0.175770 0.441323
97.5 -0.196262 0.268589 -0.316744 0.433473

112.5 0.252525 0.286183 0.407548 0.461868
127.5 -0.320755 0.455630 -0.517662 0.735336
142.5 0.290323 0.316056 0.468548 0.510080
157.5 0.398230 0.281534 0.642699 0.454364
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January Data With special Setup, Electron Beam = 570 MeV

Incoming Photon Beam Energy:375-425 MeV

Angle φ Asymmetry No Pol.Deg. Error No. Pol. Asymmetry with Pol.Deg. Error with Pol.
-172.5 -0.104854 0.078220 -0.366878 0.273686
-157.5 0.030970 0.065796 0.108363 0.230217
-142.5 -0.031802 0.059345 -0.111273 0.207643
-127.5 0.017971 0.060348 0.062879 0.211152
-112.5 0.100251 0.064084 0.350770 0.224225
-97.5 -0.059155 0.070227 -0.206979 0.245718
-82.5 0.063891 0.071843 0.223550 0.251373
-67.5 0.024823 0.084547 0.086853 0.295823
-52.5 0.085194 0.082263 0.298089 0.287832
-37.5 0.013198 0.098761 0.046179 0.345558
-22.5 -0.054054 0.123103 -0.189131 0.430728
-7.5 0.193694 0.091819 0.677721 0.321269
7.5 -0.032040 0.128264 -0.112107 0.448786

22.5 -0.038095 0.131101 -0.133293 0.458713
37.5 -0.143558 0.116363 -0.502300 0.407146
52.5 -0.014419 0.084607 -0.050451 0.296033
67.5 -0.120060 0.074189 -0.420080 0.259584
82.5 0.078313 0.075465 0.274013 0.264047
97.5 0.041514 0.063110 0.145255 0.220817

112.5 -0.077987 0.064183 -0.272873 0.224571
127.5 -0.018727 0.062356 -0.065523 0.218179
142.5 0.052921 0.066946 0.185167 0.234239
157.5 0.025388 0.066622 0.088830 0.233105
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Incoming Photon Beam Energy: 450-475 MeV

Angle φ Asymmetry No Pol.Deg. Error No. Pol. Asymmetry with Pol.Deg. Error with Pol.
-172.5 -0.150358 0.122717 -0.446497 0.364417
-157.5 -0.098398 0.125372 -0.292199 0.372300
-142.5 0.026270 0.104287 0.078009 0.309686
-127.5 -0.086116 0.105123 -0.255726 0.312169
-112.5 0.159370 0.110396 0.473257 0.327827
-97.5 -0.012469 0.149172 -0.037027 0.442975
-82.5 0.197368 0.108326 0.586097 0.321682
-67.5 -0.120163 0.127859 -0.356831 0.379685
-52.5 -0.075885 0.111474 -0.225346 0.331029
-37.5 -0.013477 0.161495 -0.040021 0.479570
-22.5 -0.260188 0.171538 -0.772644 0.509391
-7.5 -0.121495 0.216543 -0.360787 0.643036
7.5 0.069652 0.132137 0.206835 0.392389

22.5 -0.150000 0.182744 -0.445434 0.542669
37.5 -0.290466 0.140648 -0.862555 0.417663
52.5 -0.056940 0.119421 -0.169085 0.354629
67.5 0.007843 0.127210 0.023291 0.377759
82.5 0.060543 0.129653 0.179785 0.385012
97.5 -0.020258 0.114119 -0.060157 0.338882
112.5 -0.026230 0.102278 -0.077890 0.303721
127.5 0.082426 0.099878 0.244769 0.296593
142.5 -0.076443 0.097661 -0.227002 0.290009
157.5 -0.426945 0.106099 -1.267838 0.315067
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6.3.1 Degree of Polarisation for Electron Incoming Beam En-

ergy of 570.19

Photon Beam Energy Transfer 570.19 Degree Pola 570.10 Transfer 883.25 Degree Pol 883.25
300.0 0.429663 0.352323 0.236519 0.193946
310.0 0.449979 0.368983 0.246952 0.202501
320.0 0.470610 0.385900 0.257559 0.211198
330.0 0.491533 0.403057 0.268337 0.220037
340.0 0.512728 0.420437 0.279288 0.229016
350.0 0.534171 0.438020 0.290410 0.238136
360.0 0.555836 0.455786 0.301702 0.247396
370.0 0.577696 0.473711 0.313162 0.256793
380.0 0.599720 0.491770 0.324790 0.266328
390.0 0.621877 0.509940 0.336583 0.275998
400.0 0.644135 0.528190 0.348539 0.285802
410.0 0.666456 0.546494 0.360655 0.295737
420.0 0.688806 0.564821 0.372930 0.305803
430.0 0.711146 0.583140 0.385360 0.315995
440.0 0.733436 0.601418 0.397941 0.326312
450.0 0.755636 0.619622 0.410671 0.336750
460.0 0.777704 0.637718 0.423546 0.347307
470.0 0.799599 0.655671 0.436560 0.357979
480.0 0.821277 0.673447 0.449710 0.368762
490.0 0.842695 0.691010 0.462991 0.379652
500.0 0.863811 0.708325 0.476397 0.390645
510.0 0.884582 0.725357 0.489923 0.401737
520.0 0.904965 0.742071 0.503563 0.412921
530.0 0.924920 0.758434 0.517310 0.424195
540.0 0.944405 0.774412 0.531159 0.435551
550.0 0.963383 0.789974 0.545102 0.446984
560.0 0.981815 0.805088 0.559132 0.458488
570.0 0.999667 0.819727 0.573241 0.470058
580.0 0.587421 0.481686
590.0 0.601665 0.493365
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6.4 The γp→ π0p Differential Cross Sections

6.4.1 Incoming Photon Beam Energy: 325-375 MeV

θπ0 dσ/dΩ [nb/sr] Error
14.0 4.219555 1.339238
18.0 8.269921 0.706522
22.0 7.250696 0.446053
26.0 8.851669 0.368855
30.0 10.698201 0.322902
34.0 13.185893 0.321991
38.0 13.562691 0.281621
42.0 14.461419 0.250245
46.0 15.727849 0.238029
50.0 17.430991 0.233679
54.0 18.170647 0.222949
58.0 19.905174 0.226717
62.0 21.272425 0.223391
66.0 22.215375 0.222326
70.0 23.336893 0.222348
74.0 24.475875 0.225883
78.0 25.853423 0.232291
82.0 26.188547 0.230064
86.0 26.760114 0.231069
90.0 26.792012 0.232043
94.0 26.450263 0.230202
98.0 25.837564 0.226527

102.0 24.772328 0.224951
106.0 24.073707 0.220663
110.0 23.655876 0.222880
114.0 21.781319 0.214381
118.0 21.336088 0.219254
122.0 18.886778 0.206109
126.0 18.823269 0.215330
130.0 16.632865 0.207610
134.0 14.973145 0.200802
138.0 13.274019 0.195164
142.0 12.145340 0.197187
146.0 10.879886 0.198725
150.0 10.476883 0.210443
154.0 9.771180 0.234382
158.0 9.502463 0.264144
162.0 7.837374 0.260860
166.0 7.069278 0.283062
170.0 6.944869 0.376778
174.0 7.237125 0.461660
178.0 6.293695 0.775669
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6.4.2 Incoming Photon Beam Energy: 375-425 MeV

θπ0 dσ/dΩ [nb/sr] Error
18.0 -3.158555 2.461388
22.0 3.829901 0.649180
26.0 6.352371 0.359806
30.0 6.925347 0.270157
34.0 8.665576 0.251786
38.0 8.816647 0.212124
42.0 9.102090 0.183004
46.0 9.792498 0.170316
50.0 10.806607 0.168195
54.0 11.487394 0.159660
58.0 11.808391 0.154082
62.0 13.042291 0.157657
66.0 13.425307 0.154754
70.0 14.163608 0.157547
74.0 13.953354 0.154054
78.0 14.543733 0.155743
82.0 14.405385 0.151030
86.0 14.793108 0.154199
90.0 14.707913 0.151707
94.0 14.914462 0.154710
98.0 14.248819 0.153387
102.0 14.071208 0.153681
106.0 13.275181 0.149994
110.0 12.803766 0.147412
114.0 12.141401 0.147263
118.0 10.684770 0.138061
122.0 10.279558 0.138775
126.0 9.925456 0.140902
130.0 8.413100 0.132539
134.0 8.157009 0.137479
138.0 6.770568 0.127755
142.0 5.943742 0.126419
146.0 5.511180 0.129227
150.0 5.253549 0.143523
154.0 4.352528 0.146299
158.0 3.698416 0.148770
162.0 3.718930 0.173392
166.0 2.986003 0.191659
170.0 2.317463 0.224354
174.0 2.344242 0.293492
178.0 2.106594 0.486152
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6.4.3 Incoming Photon Beam Energy: 425-475 MeV

θπ0 dσ/dΩ [nb/sr] Error
26.0 2.847045 0.609818
30.0 4.664948 0.328244
34.0 5.023357 0.237729
38.0 4.922780 0.198619
42.0 5.359921 0.166728
46.0 5.456799 0.147099
50.0 6.234809 0.146478
54.0 6.728998 0.141172
58.0 6.888905 0.135623
62.0 7.187350 0.134337
66.0 7.427698 0.132229
70.0 7.507149 0.129384
74.0 8.351537 0.134566
78.0 8.221821 0.132559
82.0 8.276936 0.130275
86.0 8.435212 0.132149
90.0 8.558666 0.133397
94.0 8.465711 0.135064
98.0 8.103614 0.132332

102.0 7.611805 0.126440
106.0 7.339770 0.126237
110.0 7.289553 0.128378
114.0 6.734951 0.123949
118.0 6.286826 0.124896
122.0 6.193163 0.125114
126.0 5.065037 0.117051
130.0 4.907217 0.119565
134.0 4.339602 0.116911
138.0 3.547098 0.110175
142.0 3.195859 0.108707
146.0 2.674951 0.107182
150.0 2.323723 0.108653
154.0 1.951913 0.115538
158.0 1.731569 0.127802
162.0 1.100516 0.128833
166.0 1.064340 0.144189
170.0 0.924818 0.153055
174.0 1.136666 0.246956
178.0 0.388504 0.474774
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6.5 The γp → π0pγ′ Angular Differential Cross Sec-

tions

6.5.1 Incoming Photon Beam Energy: 325-375 MeV

θγ′ dσ/dΩ [nb/sr] Error
22.0 0.342665 0.405447
26.0 0.937029 0.536751
30.0 - -
34.0 2.956564 0.447766
38.0 3.137693 0.406921
42.0 2.439045 0.427289
46.0 2.368673 0.379937
50.0 2.659284 0.392482
54.0 3.846711 0.475738
58.0 3.746019 0.402385
62.0 3.252911 0.396046
66.0 4.175306 0.465387
70.0 3.082943 0.382913
74.0 3.465259 0.431933
78.0 4.331956 0.405744
82.0 3.883583 0.381958
86.0 4.140391 0.460344
90.0 4.664680 0.397561
94.0 5.126211 0.406323
98.0 5.467396 0.474585
102.0 4.570306 0.362850
106.0 4.770404 0.385682
110.0 4.728652 0.372396
114.0 5.290533 0.405339
118.0 4.764798 0.373949
122.0 4.612568 0.362443
126.0 5.104189 0.404748
130.0 4.085971 0.355017
134.0 4.805500 0.412999
138.0 3.336971 0.328387
142.0 3.354429 0.401098
146.0 3.043403 0.363188
150.0 4.830089 0.512004
154.0 2.734231 0.388642
158.0 3.140617 0.450919
162.0 4.616192 0.704183
166.0 0.955086 0.757853
170.0 0.000000 0.000000
174.0 0.000000 0.000000
178.0 0.000000 0.000000
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6.5.2 Incoming Photon Beam Energy: 375-425 MeV

θγ′ dσ/dΩ [nb/sr] Error
18.0 0.000000 0.0
22.0 0.066747 0.290945
26.0 - -
30.0 - -
34.0 4.103082 0.657644
38.0 2.844495 0.343652
42.0 2.353740 0.444009
46.0 3.833827 0.430165
50.0 3.761008 0.362944
54.0 4.515597 0.463739
58.0 4.335626 0.380796
62.0 4.575809 0.333364
66.0 4.950734 0.407410
70.0 5.601154 0.359848
74.0 5.218860 0.378806
78.0 5.214504 0.352810
82.0 5.341051 0.334877
86.0 5.610169 0.363125
90.0 6.494011 0.366246
94.0 5.527290 0.345822
98.0 7.526270 0.432533

102.0 6.660925 0.339532
106.0 7.603405 0.402338
110.0 6.755700 0.393003
114.0 6.844010 0.356613
118.0 6.569590 0.406446
122.0 7.078671 0.359243
126.0 6.467384 0.376168
130.0 6.186337 0.335322
134.0 6.452903 0.351091
138.0 5.648019 0.310455
142.0 5.690062 0.345332
146.0 5.737855 0.282160
150.0 6.466969 0.344047
154.0 4.180969 0.268828
158.0 4.383939 0.294447
162.0 3.028747 0.260368
166.0 0.103356 0.450517
170.0 0.000000 0.000000
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6.5.3 Incoming Photon Beam Energy: 425-475 MeV

θγ′ dσ/dΩ [nb/sr] Error
30.0 1.327688 1.128918
34.0 4.812112 0.924487
38.0 2.732079 0.318673
42.0 3.599528 0.432757
46.0 3.457452 0.485618
50.0 3.389864 0.396961
54.0 3.731428 0.517524
58.0 5.276358 0.510997
62.0 5.344331 0.463564
66.0 4.732671 0.503896
70.0 5.286328 0.525402
74.0 5.967266 0.463872
78.0 7.667381 0.567339
82.0 7.487016 0.508010
86.0 6.246807 0.466218
90.0 8.723881 0.614183
94.0 7.308816 0.499222
98.0 6.655214 0.488351
102.0 8.213705 0.539976
106.0 6.911283 0.480535
110.0 7.176756 0.505894
114.0 7.392661 0.458979
118.0 8.478398 0.581115
122.0 7.345364 0.486114
126.0 6.772181 0.506912
130.0 6.741456 0.468556
134.0 6.527283 0.486282
138.0 6.195521 0.499766
142.0 7.007532 0.566042
146.0 5.554235 0.491251
150.0 6.402558 0.591633
154.0 4.306798 0.472012
158.0 3.540533 0.543183
162.0 2.456278 0.435763
166.0 0.722116 0.854420
170.0 2.012064 1.422744
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6.6 The γp → π0pγ′ Energy Differential Cross Sec-

tions

6.6.1 Incoming Photon Beam Energy: 325-375 MeV

Eγ′ dσ/dE [nb/MeV] Error
37.5 1.356463 0.051641
42.5 0.954500 0.046719
47.5 0.801079 0.044735
52.5 0.644821 0.042974
57.5 0.480296 0.039803
62.5 0.424020 0.039500
67.5 0.378791 0.038046
72.5 0.387241 0.037702
77.5 0.272812 0.034051
82.5 0.294254 0.036168
87.5 0.214358 0.033473
92.5 0.208411 0.032246
97.5 0.173140 0.030493
102.5 0.168138 0.028874
107.5 0.147158 0.028886
112.5 0.124573 0.026481
117.5 0.151932 0.027407
122.5 0.050992 0.022500
127.5 0.042663 0.019923
132.5 0.042988 0.017709
137.5 0.048168 0.017366
142.5 0.026240 0.013438
147.5 0.039099 0.012802
152.5 0.015436 0.010055
157.5 0.001305 0.006439
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6.6.2 Incoming Photon Beam Energy: 375-425 MeV

Eγ′ dσ/dE [nb/MeV] Error
37.5 1.251278 0.046906
42.5 1.095760 0.044712
47.5 0.887160 0.043213
52.5 0.831951 0.042248
57.5 0.743927 0.041238
62.5 0.757536 0.041426
67.5 0.685032 0.040961
72.5 0.581954 0.040293
77.5 0.434724 0.036528
82.5 0.443156 0.036782
87.5 0.417448 0.036958
92.5 0.392706 0.035610
97.5 0.319222 0.033738

102.5 0.346225 0.033148
107.5 0.211326 0.030137
112.5 0.255329 0.029236
117.5 0.201003 0.027149
122.5 0.226978 0.026892
127.5 0.169161 0.024736
132.5 0.166340 0.023388
137.5 0.130811 0.020757
142.5 0.133301 0.019981
147.5 0.114851 0.018154
152.5 0.101684 0.016342
157.5 0.076847 0.014055
162.5 0.056765 0.012157
167.5 0.052982 0.011221
172.5 0.044165 0.009812
177.5 0.022643 0.008034
182.5 0.019522 0.005695
187.5 0.010016 0.004524
192.5 0.002551 0.002777
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6.6.3 Incoming Photon Beam Energy: 425-475 MeV

Eγ′ dσ/dE [nb/MeV] Error
37.5 0.780766 0.041035
42.5 0.666932 0.040353
47.5 0.505991 0.037122
52.5 0.627103 0.040220
57.5 0.629121 0.040270
62.5 0.627586 0.040607
67.5 0.601110 0.042039
72.5 0.629429 0.042545
77.5 0.484723 0.041110
82.5 0.582818 0.044268
87.5 0.555984 0.044199
92.5 0.438363 0.043610
97.5 0.474608 0.044025
102.5 0.387331 0.042760
107.5 0.439319 0.046211
112.5 0.414838 0.043573
117.5 0.393788 0.043099
122.5 0.383504 0.042447
127.5 0.345849 0.040116
132.5 0.285202 0.038247
137.5 0.293756 0.036358
142.5 0.243904 0.033963
147.5 0.243820 0.031904
152.5 0.209003 0.030214
157.5 0.228682 0.028334
162.5 0.185423 0.025494
167.5 0.173495 0.023429
172.5 0.109389 0.019768
177.5 0.092240 0.018576
182.5 0.093962 0.017611
187.5 0.072775 0.015687
192.5 0.067432 0.013494
197.5 0.056363 0.012129
202.5 0.032626 0.010352
207.5 0.033822 0.008933
212.5 0.005181 0.006699
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6.7 The R-ratio Differential Cross Sections

6.7.1 Incoming Photon Beam Energy: 325-375 MeV

Eγ′ R Error
37.5 0.965176 0.036745
42.5 0.770943 0.037735
47.5 0.724052 0.040434
52.5 0.644821 0.042974
57.5 0.526478 0.043630
62.5 0.505562 0.047096
67.5 0.488058 0.049021
72.5 0.536180 0.052202
77.5 0.403972 0.050421
82.5 0.464016 0.057034
87.5 0.358637 0.056002
92.5 0.368727 0.057050
97.5 0.322973 0.056881
102.5 0.329809 0.056638
107.5 0.302805 0.059439
112.5 0.268310 0.057037
117.5 0.341848 0.061665
122.5 0.119635 0.052789
127.5 0.104196 0.048658
132.5 0.109124 0.044953
137.5 0.126905 0.045752
142.5 0.071655 0.036697
147.5 0.110531 0.036191
152.5 0.045119 0.029392
157.5 0.003940 0.019440
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6.7.2 Incoming Photon Beam Energy: 375-425 MeV

Eγ′ R Error
37.5 1.286035 0.048209
42.5 1.278386 0.052164
47.5 1.158236 0.056417
52.5 1.201707 0.061025
57.5 1.177885 0.065294
62.5 1.304645 0.071345
67.5 1.274921 0.076233
72.5 1.163908 0.080586
77.5 0.929826 0.078129
82.5 1.009411 0.083780
87.5 1.008832 0.089315
92.5 1.003582 0.091005
97.5 0.860125 0.090904

102.5 0.980971 0.093920
107.5 0.628108 0.089575
112.5 0.794356 0.090956
117.5 0.653261 0.088234
122.5 0.769204 0.091134
127.5 0.596764 0.087262
132.5 0.609914 0.085755
137.5 0.497807 0.078992
142.5 0.525797 0.078814
147.5 0.468976 0.074130
152.5 0.429332 0.069000
157.5 0.335138 0.061294
162.5 0.255444 0.054708
167.5 0.245778 0.052051
172.5 0.211009 0.046877
177.5 0.111330 0.039498
182.5 0.098692 0.028792
187.5 0.052026 0.023500
192.5 0.013605 0.014810
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6.7.3 Incoming Photon Beam Energy: 425-475 MeV

Eγ′ R Error
37.5 1.241974 0.065276
42.5 1.204262 0.072864
47.5 1.022424 0.075010
52.5 1.401949 0.089916
57.5 1.541698 0.098683
62.5 1.672843 0.108239
67.5 1.731487 0.121091
72.5 1.948361 0.131695
77.5 1.604630 0.136091
82.5 2.054648 0.156061
87.5 2.079563 0.165317
92.5 1.733850 0.172489
97.5 1.979233 0.183594
102.5 1.698527 0.187512
107.5 2.020944 0.212577
112.5 1.997500 0.209810
117.5 1.980789 0.216792
122.5 2.011499 0.222637
127.5 1.888343 0.219032
132.5 1.618513 0.217048
137.5 1.730204 0.214147
142.5 1.489010 0.207340
147.5 1.540907 0.201629
152.5 1.365799 0.197443
157.5 1.543553 0.191247
162.5 1.291421 0.177561
167.5 1.245645 0.168215
172.5 0.808895 0.146181
177.5 0.701911 0.141357
182.5 0.735217 0.137795
187.5 0.585080 0.126119
192.5 0.556620 0.111390
197.5 0.477363 0.102724
202.5 0.283340 0.089903
207.5 0.300997 0.079502
212.5 0.047217 0.061056
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