
GW in Magnetism: where it succeeds, where not	

Mark van Schilfgaarde,  King’s College London 

Classic ARPES study: Himpsel, 
Knapp, Eastman PRB 19, 2919 
Exchange splitting:   
ΔEx = L3↓− L3↑ ≈ 0.3 eV 
                               0.6 eV in LDA 
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LDA description of Ni, Fermi liquid regime 



Properties of the GW Approximation	

✔ ω-dependent W and Σ – outside one-electron picture. 
✔ Nonlocal W and Σ --- very important. 
✔ Van der Waals interactions      
    lie within the theory 
✔  “exact” in the limit of weak correlations.  

❌  W screens v in the charge channel only  …  its dynamical 
fluctuations are plasmons. 
 Σ knows about spin because through the Fock exchange  
no fluctuations in the spin channel. 

❌  Other interactions (particle-particle) are missing 
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GW Approximation and self-consistency 
Neglect vertex … vastly simpler ( )1,2 ,     = − Σ =P iGG iGW

G and Σ are usually generated from 
some effective noninteracting one-
body hamiltonian H0, usu. H0=HLDA 
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Often problematic … 

FeTe 

Nonsensical FS 

Patrick Rinke, CECAM 
(Toulouse, 2013) 

NiO 

Severe errors 



Problems with self-consistency 
Iterate G to self-consistency: 
GW is problematic even for the 
homogeneous gas 
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DOS in real materials 
often worse than LDA 

From Belashchenko et al, 
 PRB 73, 073105 



Quasiparticle Self-Consistency 
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If the GWA is meaningful,  G0 ≈ G 

( )0    ( ( )) ( ) ( ')H V Gω ω ω δ− +Δ = −r r

Partition H into H0 + ΔV and (noninteracting + residual)       
in such a way as to minimize ΔV : 

We seek the G0(ω) that most closely satisfies Eqn. of motion 

Q:  How to find G0 that minimizes  ΔV G0 ? 
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Optimal G0 

   

H0 =
−1
2m

∇2 +V ext (r) +V H (r) +V xc (r, ′r )

H0ψ i = Eiψ i ⎯→⎯ G0 (r, ′r ,ω ) =
ψ i (r)ψ i

*( ′r )
ω − Ei

i∑

Start with some trial Vxc  (e.g. from LDA, or …).  Defines G0 : 

GWA determines ΔV  and thus  H : 

   G0
RPA⎯ →⎯⎯ ε(iG0G0 ) GWA⎯ →⎯⎯ Σ(r, ′r ,ω ) = iG0W ;       ΔV = Σ −V xc

( )xc 1 |Re ( ) ( ) |
2 i i j j

ij
V E Eψ ψ= 〈 Σ +Σ 〉∑

Find a new Vxc that minimizes norm M, a measure of ΔV G0. 

(approximate) result 
of min M 

Iterate to self-consistency.  
At self-consistency, Ei of G matches Ei of G0 (real part).   



Residual of this pole (loss of QP weight) is reduced by Z	

Write G as 

Z-factor cancellation 
Exact Σ=iGWΓ  .  Suppose W is exact.   Then 

( ) ( ) ( )
0

0 0 0

1
/xc
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H V iωω ω ω ω ω δ

=
⎡ ⎤− − − +Σ + ∂Σ ∂ − +⎣ ⎦

0 (incoherent part)G ZG= +
1     for ', ' 0Z q ω−Γ→ →0 (incoherent part)GW G WΓ ≈ +

( ) 11 /Z ω −= − ∂Σ ∂

Similar argument for W.  Ishii et al (arxiv 1003.3342) 
reversed argument: postulate Γ that satisfies Ward Identity 

∴ 
Ward identity 

Results from GW ΓWI 
similar to G0W0. 



Formal Justification of QSGW 

Our justification for QSGW:  find the G0 which miminizes the 
difference 〈G−G0〉, according to some definition of 〈…〉, 
within the GW approximation. 

Justifying quasiparticle self-consistent schemes via gradient optimization in

Luttinger-Ward theory
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The question of which non-interacting Green’s function “best” describes an interacting many-body
electronic system is both of fundamental interest as well as of practical importance in describing
electronic properties of materials in a realistic manner. Here, we study this question within the
framework of Luttinger-Ward theory, an approach where one extremizes a total energy functional
of the one-particle Green’s function in order to find the total ground-state energy as well as all
one-particle properties such as the density matrix, chemical potential, or the quasiparticle energy
spectrum and quasiparticle wave functions. Our basic finding is that minimizing the length of the
gradient of the total energy functional over non-interacting Green’s functions yields a set of self-
consistent equations for quasiparticles that is identical to those of the Quasiparticle Self-Consistent
GW (QSGW ) [1] approach, thereby providing an a priori justification for such an approach to
electronic structure calculations. In fact, this result is general, applies to any self-energy operator,
and is not restricted to any particular approximation, e.g. the GW approximation for the self-energy.
The approach also naturally shows why solving the diagonal part of the self-consistent equations
is of primary importance while the o↵-diagonals are of secondary importance, a common prior
observation in the literature of electronic structure calculations based on self-energy calculations.

PACS numbers: 71.15.-m,71.15.Qe,71.15.Mb,71.15.Nc

1. INTRODUCTION

Single-particle approaches for computing the electronic
structure of materials have proven very useful in prac-
tice for understanding and predicting the properties of
materials, particularly when they are ab initio methods
such as Density Functional Theory (DFT) [2, 3]. The
local density (LDA) or generalized gradient (GGA) ap-
proximations [3–5] for DFT provide practical computa-
tional approaches that are the de facto workhorses for
obtaining total energies, atomic geometries, vibrational
modes, thermodynamic data, chemical properties, kinetic
barriers, etc. of a great variety of materials. Aside
from practical usefulness, the single-particle nature of
these approaches permits one to straightforwardly an-
alyze the link between the atomic-scale structure of the
material and the resulting electronic structure, e.g., via
tight-binding or nearly free-electron models. The rela-
tive straightforwardness of a single-particle framework
permits one to then propose materials design principles
whereby one can tune or engineer desirable materials
properties. Nevertheless, there are some shortcomings to
such a general approach. One can categorize the main
drawbacks of single-particle schemes such as DFT for
electronic structure predictions into two broad categories.

The first is fundamental to the single-particle approach
itself when it is applied to strongly correlated electronic
systems. When the basic behavior of electrons is deter-
mined by strong and localized electronic repulsions, it
is essentially di�cult to properly describe such a situ-
ation using single-particle approaches where each parti-

cle moves separately in an e↵ective potential [6, 7]. A
number of methods have been proposed to date to deal
with such situations, and at present Dynamical Mean
Field Theory [6, 7] represents a workable scheme with
the requisite compromise between reasonable computa-
tional complexity (obtained by approximating the many-
body correlated problem in certain ways) and realistic
description of actual materials. Even in such cases, how-
ever, building a many-body description of the correlated
system in a method such as DMFT requires inclusion
of important single-particle terms that reflect the struc-
ture and local chemistry and bonding, and the strong
interactions are added on top of this, as exemplified by
the canonical Hubbard model and its various extensions.
Thus one needs a high-quality or in some sense “optimal”
single-particle description to begin the process.
A second drawback is due to the ground-state nature

of DFT approaches and the use of a local e↵ective poten-
tial: even without strong correlations, a theory designed
to describe the ground state with a local potential will
have a di�cult time predicting excited state properties
such as band energies and band gaps [8–10]. In a num-
ber of cases, one can correct the main faults with self-
interaction corrected approaches [4] or explicit inclusion
of a degree of Fock exchange in hybrid approaches [11–
13]. The widely popular LDA+U approach [14] falls into
this category where Fock-type corrections are included
for a subspace of states spanned by pre-chosen localized
atomic-like orbitals. The main idea in all these methods
is to add more complexity to the e↵ective potential in or-
der to better incorporate the important physics of Fock
exchange and to remove the closely related problem of
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A different justification (Ismail-Beigi) 
Minimize square of gradient of 
Luttinger Ward energy 

Why not just find G0 that 
minimizes the RPA total 
energy ERPA ?   

δ ERPA

δG0

= 0
Not possible … there 
is no lower bound 
(PRB76, 165106). 

Vxc 

Σ−Vxc 

  
D

2
→ min   where    D =

δ F[G0]
δΣ
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atomic-like orbitals. The main idea in all these methods
is to add more complexity to the e↵ective potential in or-
der to better incorporate the important physics of Fock
exchange and to remove the closely related problem of

ar
X

iv
:1

40
6.

07
72

v1
  [

co
nd

-m
at

.m
trl

-s
ci

]  
3 

Ju
n 

20
14

arXiv:1406.0772 



Quasiparticle Self-Consistency for NiO	

NiO looks good.  Gaps a little 
too big (explain later)  
Universal property of QSGW 

Spin waves in MnO and NiO 
very well described.  
Nothing adjustable, all 
electrons on same footing. 

BIS 

QSGW 
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J. Phys. Cond. Matt. 20, 95214 



Fermi Surface for Archetypal d system: Fe	
Lonzarich Interpretation: “Electrons at the Fermi Surface” 

1.  Estimate QSGW  ∆EQP~∆EF       
assuming band shifts rigidly 

Compare to de Haas-van Alphen data: 
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Band �-H �-N �-P†
QSGW ARPES QSGW ARPES QSGW ARPES

I 2.2 1.1 1.6 1.2 3.7 2.4‡
II 0.7 0.7
V† 1.1 1.1 4.1 2.3‡
VI 0.8 0.7 1.2 0.8 1.3 0.9

†Along �-H, the two V bands are averaged. For the V band,
the “�-P” column designates the H-P line. ‡Estimated from
Figs. 10 and 13 in Ref.[1].

FIG. 2: (a): The �-H line of Fig. 1 in high resolution. Labels
correspond to traditional assignments of Fermi surface pockets
[1, 15]. (b): Dashed line is QSGW spectral function A(k,!) for
various points on �-H line, with k=0 and k=1 denoting � and H.
Solid line is A(!) modified according to Eq. (2). (c): the analog
of (b) at k=0.77⇥H where the II" band crosses E

F

. EQP

indicates the QSGW QP level, and EARPES the experimental
ARPES peak at 0.77H. (d): dispersion in the QSGW II" band on
a line k? + [0,0,0.77H] normal to the film surface. Table compares
Fermi velocities h̄v

F

to ARPES measurements [1] (eV-Å).

To more precisely pin down the errors in QSGW, we
turn to de Haas-van Alphen (dHvA) measurements. Ex-
tremal areas of Fermi surface (FS) cross sections can be
extracted to high precision from frequencies observed in
dHvA and magnetoresistance experiments. The FS can
be deduced when interpreted with band structure cal-
culations. Fig. 1(b)) shows the QSGW FS: it closely
resembles the one inferred by Lonzarich (version B) [16].
The tiny VIII# pocket at N is very sensitive to compu-
tational details, and is not reliably calculated; there is
similarly di�culty in resolving it experimentally [16].
Areas normal to [110] and [111] are given in Table I. To

make the comparison between dHvA and QSGW more
meaningful, we determine the change �E

F

in Fermi level
needed make the two areas agree. This is the error in
QSGW QP levels (averaged over a pocket), assuming
that the bands shift rigidly. Discrepancies are ⇠0.05 eV,
except for pocket VI#. For this pocket �E

F

is not a
meaningful estimate for the error in QP levels because
the electron-phonon (E-P) interaction strongly a↵ects it

TABLE I: de Haas-van Alphen measurements of extremal areas

A on the [110] and [111] Fermi surfaces, in Å�2. �E
F

is an

estimate of the error in the QP level (eV), as described in the

text. Bottom panel: cyclotron mass, m⇤/m=(h̄2/2⇡m) @A/@E.

FS dHvA [110] dHvA [111]
pocket QSGW expt[15] �E

F

QSGW expt[15] �E
F

I 3.355 3.334 0.01 3.63 3.5342 0.04
II 3.694
III 0.214 0.319 0.05 0.1627 0.2579 0.06
IV 0.090 0.118 0.04 0.0846 0.1089 0.02
VI 0.318 0.556 -0.13 0.2799 0.4986 -0.14
VII 0.015 0.041 0.04

m*/m [110] m*/m [111]
QSGW LDA expt[17] QSGW LDA expt[17]

I 2.5 xxx 2.6
V -1.7 xxx -1.7
VI 2.0 xxx 2.8

By taking the E-P interaction into account, ARPES, cy-
clotron, and QSGW can be reconciled, as we now show.
Comparing QSGW cyclotron mass to actual cyclotron

data (Table I), good agreement is found for the large I
and V pockets, but not for the small VI pocket. This is
true even while dHvA, ARPES and QSGW are consis-
tent for both pockets (Fig. 1). VI is di↵erent because of
the E-P interaction, which is largest for smaller pockets
where hv

F

i is small, significantly renormalizes the bands
in a window E

F

± 50meV. It can be roughly estimated
from a Thomas-Fermi model of the electron gas; follow-
ing Eq. 26.29 in Ref. [18], v

F

is renormalized by a factor
1+�. Approximating pocket VI# as being spherical, the
integral, in Ref. [18] can be evaluated analytically. The
result is

� =
e2

h̄v
F



1

2
ln

k2
TF

k2
TF

+ k2
F

+
k
F

k
TF

arctan
k
F

k
TF

�

(3)

Assuming k
F

=1.71Å�1 as would apply for the electron
gas with 8 electrons/cell, we obtain 1+�=1.6, renormal-
izing v

F

for pocket VI# by a factor similar to, but larger
than the ratio m⇤(expt)/m⇤(QSGW ). Indeed we would ex-
pect the estimate for � to be slightly too large because
the e↵ective k

TF

should be smaller than k
TF

for the elec-
tron gas with 8 electrons. For bands I" and V#, this ra-
tio is unity, within the resolution of experiment. These
pockets are large, so the phonon renormalization should
be small, and we conclude that QSGW agrees very well
with available cyclotron data, when the electron-phonon
interaction is taken into account.
We are now in a position to compare Fermi veloci-

ties to ARPES data in Ref. [1], extracted from the k-
dependence of ARPES peaks near E

F

. Agreement is
mostly good, considering the large uncertainty in the
ARPES estimate, but there is a large discrepancy for the
I" band. Cyclotron data measure the average velocity:

2. Agreement ~0.05 eV except for VI pocket (next slide)  

3. LDA (---) mostly similar except for VIII pocket at N. 



Electron-Phonon Renormalization	

The electron-phonon interaction 
renormalizes vF in a window EF±50 meV. 
Customary to write as  vF = (1+λ) vF

0  
λ scales as ~ 1/vF  in e.g. Thomas –Fermi 
model for a spherical surface: 

   
λTF = e2
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turn to de Haas-van Alphen (dHvA) measurements. Ex-
tremal areas of Fermi surface (FS) cross sections can be
extracted to high precision from frequencies observed in
dHvA and magnetoresistance experiments. The FS can
be deduced when interpreted with band structure cal-
culations. Fig. 1(b)) shows the QSGW FS: it closely
resembles the one inferred by Lonzarich (version B) [16].
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By taking the E-P interaction into account, ARPES, cy-
clotron, and QSGW can be reconciled, as we now show.
Comparing QSGW cyclotron mass to actual cyclotron

data (Table I), good agreement is found for the large I
and V pockets, but not for the small VI pocket. This is
true even while dHvA, ARPES and QSGW are consis-
tent for both pockets (Fig. 1). VI is di↵erent because of
the E-P interaction, which is largest for smaller pockets
where hv
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=1.71Å�1 as would apply for the electron
gas with 8 electrons/cell, we obtain 1+�=1.6, renormal-
izing v
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for pocket VI# by a factor similar to, but larger
than the ratio m⇤(expt)/m⇤(QSGW ). Indeed we would ex-
pect the estimate for � to be slightly too large because
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should be smaller than k
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for the elec-
tron gas with 8 electrons. For bands I" and V#, this ra-
tio is unity, within the resolution of experiment. These
pockets are large, so the phonon renormalization should
be small, and we conclude that QSGW agrees very well
with available cyclotron data, when the electron-phonon
interaction is taken into account.
We are now in a position to compare Fermi veloci-

ties to ARPES data in Ref. [1], extracted from the k-
dependence of ARPES peaks near E

F

. Agreement is
mostly good, considering the large uncertainty in the
ARPES estimate, but there is a large discrepancy for the
I" band. Cyclotron data measure the average velocity:

Compare to experimental cyclotron m*  

m*,GW/m*,cyc  ≈ 1 except 
for pocket VI … λTF 

explains discrepancy 

 λ≈λTF=0.6 for pocket 
VI, small for others 



Compare to ARPES measurement of Fe	
ARPES expt by Schafer et al, PRB72, 155115 (2005): 

1. High quality sample : thin film of Fe (few dislocations) 
2. High photon energy (139eV) – final states nearly parabolic 

and long penetration depth 
Few systems with comparable experimental conditions 



Compare ARPES to QSGW  E(k)  
QSGW E(k) match to ARPES and inverse PE (Santoni & 
Himpsel, Phys. Rev. B 1991) very well, but … 

Much better than LDA.  But discrepancies at sub 0.1 eV scale:   
the VI↓ dispersion is different near k=0 
the II↑ crosses EF at a slightly different point (*).  



Simulation of ARPES Measurement 

Pendry: e− scatter as they propagate to the surface, 
smearing out the final state kf.  
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Strocov (J. Elec. Spect. and  
Rel. Phenomena, 2003):  kf  ⊥ surface is broadened into a 
Lorentzian distribution.  Extract Δk⊥ from measurement.  
For ωphoto~100-130eV, Δk⊥ ≈ 0.2Å−1 (Feibelman PRB 1974). 

Model for ARPES: 
QS QS( , ) ( ) ( , )GW GW

fI dk A Aω ω⊥ ⊥ ⊥+∝ +∫k k kkk

QSGW spectral function: 
ω-broadened QP 

k-broadened final 
state 



Effect of Δkf  on Apparent FS at k=0.77H    

k=(0,0,0.77) is the minimum point on line 
k=(k⊥/√2, k⊥ /√2 ,0.77). 
A measurement that averages over k⊥ 
biases the peak closer towards EF. 
Conclusion: ARPES I(ω) not a direct 
measure of A(ω).  Suitably interpreted, 
excellent agreement with QSGW A(ω). 

A(ω) 
I(ω) 



Effect of Δkf  on minority V,VI for k<0.3H    

Conclusion:  most of the discrepancy with PES data is an 
artifact of broadening of the excited final state by 
scattering. 

At the Γ-point, peaks in 
A(ω) and I(ω) coincide. 
QSGW closely matches 
PES at Γ. 

As k increases the peaks 
separate, and then merge 
back together. 

A(ω) I(ω) 

VI V 

skip 



cross section may be considered responsible for this behav-
ior, yet correlation effects can furthermore lead to a consid-
erable broadening.

!b" Band map N-!: In Fig. 11 a band map scan along the
!-N direction is plotted. In this display one can again see
two Fermi level crossings corresponding to the minority
sheet VI and majority sheet I, however, the intensity is gen-
erally suppressed along this direction. Yet the intensity is
rather high at the ! point, and one can easily identify the
minority band at Emin=0.19 eV binding energy. The majority
band, in contrast, loses intensity as it disperses downward,
and cannot be followed to its minimum. Very close to N, two
more crossings !minority sheet VIII, majority sheet II" are
expected, but are not observed as the photoemission cross
section turns out to be so weak here.

!c" Band map !-H: ARPES data for the !-H direction are
reproduced in Fig. 12. From the band calculation, six Fermi
level crossings are expected. The pair of bands for minority
FS sheet VI and majority FS sheet I that disperse upward
from the ! point are seen clearly. At k# marginally larger than
Fermi level crossing I, there is a crossing that we ascribe to
both sheets V and VII which have a degenerate kF here. Note
that in the FS data of Fig. 5 we find the spherical sheet VII to

be larger than calculated, and penetrating sheet I. The sphere
VII is intersected twice by the !-H line, yet photoemission
intensity is obtained only for that kF closer to H.

Concerning the remaining two crossings, intensity is seen
near the H point that must be ascribed to the two majority
bands rising above the Fermi level there. While one of these
bands is identifiable !sheet II", the second one !which along
!-H is a degenerate band derived from sheets III and IV"
cannot be extrapolated clearly towards EF. In particular, both
bands lose intensity rather rapidly for higher binding ener-
gies near $0.5 eV and beyond.

!d" Band map H-P: The band dispersion along the H-P
direction is shown in Fig. 13. Well away from H towards P at
kF=0.68 Å−1 a band is seen which, from comparison with
the DFT calculation, we relate to minority FS sheet V. Rather
close to H, a band is observed which matches the shape of an
inverted parabola with a maximum very close to EF. It re-
lates to the band of majority sheet IV forming a very small
surface. Due to the increasing deviation of k! for large
angles which begins to play a role at H, the true Fermi level

FIG. 10. !Color online" ARPES band map along !-P !h"
=139 eV". In addition to the two Fermi vectors of sheets I and VI,
two band minima at ! and P are identified.

FIG. 11. !Color online" ARPES band map along N-! !h"
=139 eV". The intensity at EF is rather suppressed for this direc-
tion. Fermi vectors for sheets I and VI are still seen.

FIG. 12. !Color online" ARPES band map along !-H !h"
=139 eV". In addition to the Fermi vector for minority FS sheet VI,
two Fermi vectors for majority sheets I and II are observed. The
splitting of the band for I relates to the minority FS VII !see also FS
data Fig. 5".

FIG. 13. !Color online" ARPES band map along H-P !h"
=139 eV". The Fermi vector of FS sheet V is seen. Close to H, high
intensity stems from two majority bands which are not expected to
reach EF on the curved k path probed by ARPES.
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Fermi velocities in Fe    

Main point of discrepancy:  band I. 
This is a very dispersive sp band. 

Compare QSGW vF  to ARPES 
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V† 1.1 1.1 4.1 2.3‡
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†Along �-H, the two V bands are averaged. For the V band,
the “�-P” column designates the H-P line. ‡Estimated from
Figs. 10 and 13 in Ref.[1].

FIG. 2: (a): The �-H line of Fig. 1 in high resolution. Labels
correspond to traditional assignments of Fermi surface pockets
[1, 15]. (b): Dashed line is QSGW spectral function A(k,!) for
various points on �-H line, with k=0 and k=1 denoting � and H.
Solid line is A(!) modified according to Eq. (2). (c): the analog
of (b) at k=0.77⇥H where the II" band crosses E

F

. EQP

indicates the QSGW QP level, and EARPES the experimental
ARPES peak at 0.77H. (d): dispersion in the QSGW II" band on
a line k? + [0,0,0.77H] normal to the film surface. Table compares
Fermi velocities h̄v

F

to ARPES measurements [1] (eV-Å).

To more precisely pin down the errors in QSGW, we
turn to de Haas-van Alphen (dHvA) measurements. Ex-
tremal areas of Fermi surface (FS) cross sections can be
extracted to high precision from frequencies observed in
dHvA and magnetoresistance experiments. The FS can
be deduced when interpreted with band structure cal-
culations. Fig. 1(b)) shows the QSGW FS: it closely
resembles the one inferred by Lonzarich (version B) [16].
The tiny VIII# pocket at N is very sensitive to compu-
tational details, and is not reliably calculated; there is
similarly di�culty in resolving it experimentally [16].

Areas normal to [110] and [111] are given in Table I. To
make the comparison between dHvA and QSGW more
meaningful, we determine the change �E

F

in Fermi level
needed make the two areas agree. This is the error in
QSGW QP levels (averaged over a pocket), assuming
that the bands shift rigidly. Discrepancies are ⇠0.05 eV,
except for pocket VI#. For this pocket �E

F

is not a
meaningful estimate for the error in QP levels because
the electron-phonon (E-P) interaction strongly a↵ects it

TABLE I: de Haas-van Alphen measurements of extremal areas

A on the [110] and [111] Fermi surfaces, in Å�2. �E
F

is an

estimate of the error in the QP level (eV), as described in the

text. Bottom panel: cyclotron mass, m⇤/m=(h̄2/2⇡m) @A/@E.

FS dHvA [110] dHvA [111]
pocket QSGW expt[15] �E

F

QSGW expt[15] �E
F

I 3.355 3.334 0.01 3.63 3.5342 0.04
II 3.694
III 0.214 0.319 0.05 0.1627 0.2579 0.06
IV 0.090 0.118 0.04 0.0846 0.1089 0.02
VI 0.318 0.556 -0.13 0.2799 0.4986 -0.14
VII 0.015 0.041 0.04

m*/m [110] m*/m [111]
QSGW LDA expt[17] QSGW LDA expt[17]

I 2.5 xxx 2.6
V -1.7 xxx -1.7
VI 2.0 xxx 2.8

By taking the E-P interaction into account, ARPES, cy-
clotron, and QSGW can be reconciled, as we now show.
Comparing QSGW cyclotron mass to actual cyclotron

data (Table I), good agreement is found for the large I
and V pockets, but not for the small VI pocket. This is
true even while dHvA, ARPES and QSGW are consis-
tent for both pockets (Fig. 1). VI is di↵erent because of
the E-P interaction, which is largest for smaller pockets
where hv

F

i is small, significantly renormalizes the bands
in a window E

F

± 50meV. It can be roughly estimated
from a Thomas-Fermi model of the electron gas; follow-
ing Eq. 26.29 in Ref. [18], v

F

is renormalized by a factor
1+�. Approximating pocket VI# as being spherical, the
integral, in Ref. [18] can be evaluated analytically. The
result is

� =
e2

h̄v
F
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Assuming k
F

=1.71Å�1 as would apply for the electron
gas with 8 electrons/cell, we obtain 1+�=1.6, renormal-
izing v

F

for pocket VI# by a factor similar to, but larger
than the ratio m⇤(expt)/m⇤(QSGW ). Indeed we would ex-
pect the estimate for � to be slightly too large because
the e↵ective k

TF

should be smaller than k
TF

for the elec-
tron gas with 8 electrons. For bands I" and V#, this ra-
tio is unity, within the resolution of experiment. These
pockets are large, so the phonon renormalization should
be small, and we conclude that QSGW agrees very well
with available cyclotron data, when the electron-phonon
interaction is taken into account.

We are now in a position to compare Fermi veloci-
ties to ARPES data in Ref. [1], extracted from the k-
dependence of ARPES peaks near E

F

. Agreement is
mostly good, considering the large uncertainty in the
ARPES estimate, but there is a large discrepancy for the
I" band. Cyclotron data measure the average velocity:
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FIG. 2: (a): The �-H line of Fig. 1 in high resolution. Labels
correspond to traditional assignments of Fermi surface pockets
[1, 15]. (b): Dashed line is QSGW spectral function A(k,!) for
various points on �-H line, with k=0 and k=1 denoting � and H.
Solid line is A(!) modified according to Eq. (2). (c): the analog
of (b) at k=0.77⇥H where the II" band crosses E

F

. EQP

indicates the QSGW QP level, and EARPES the experimental
ARPES peak at 0.77H. (d): dispersion in the QSGW II" band on
a line k? + [0,0,0.77H] normal to the film surface. Table compares
Fermi velocities h̄v

F

to ARPES measurements [1] (eV-Å).

To more precisely pin down the errors in QSGW, we
turn to de Haas-van Alphen (dHvA) measurements. Ex-
tremal areas of Fermi surface (FS) cross sections can be
extracted to high precision from frequencies observed in
dHvA and magnetoresistance experiments. The FS can
be deduced when interpreted with band structure cal-
culations. Fig. 1(b)) shows the QSGW FS: it closely
resembles the one inferred by Lonzarich (version B) [16].
The tiny VIII# pocket at N is very sensitive to compu-
tational details, and is not reliably calculated; there is
similarly di�culty in resolving it experimentally [16].
Areas normal to [110] and [111] are given in Table I. To

make the comparison between dHvA and QSGW more
meaningful, we determine the change �E

F

in Fermi level
needed make the two areas agree. This is the error in
QSGW QP levels (averaged over a pocket), assuming
that the bands shift rigidly. Discrepancies are ⇠0.05 eV,
except for pocket VI#. For this pocket �E

F

is not a
meaningful estimate for the error in QP levels because
the electron-phonon (E-P) interaction strongly a↵ects it

TABLE I: de Haas-van Alphen measurements of extremal areas

A on the [110] and [111] Fermi surfaces, in Å�2. �E
F

is an

estimate of the error in the QP level (eV), as described in the

text. Bottom panel: cyclotron mass, m⇤/m=(h̄2/2⇡m) @A/@E.

FS dHvA [110] dHvA [111]
pocket QSGW expt[15] �E

F

QSGW expt[15] �E
F

I 3.355 3.334 0.01 3.63 3.5342 0.04
II 3.694
III 0.214 0.319 0.05 0.1627 0.2579 0.06
IV 0.090 0.118 0.04 0.0846 0.1089 0.02
VI 0.318 0.556 -0.13 0.2799 0.4986 -0.14
VII 0.015 0.041 0.04

m*/m [110] m*/m [111]
QSGW LDA expt[17] QSGW LDA expt[17]

I 2.5 xxx 2.6
V -1.7 xxx -1.7
VI 2.0 xxx 2.8

By taking the E-P interaction into account, ARPES, cy-
clotron, and QSGW can be reconciled, as we now show.
Comparing QSGW cyclotron mass to actual cyclotron

data (Table I), good agreement is found for the large I
and V pockets, but not for the small VI pocket. This is
true even while dHvA, ARPES and QSGW are consis-
tent for both pockets (Fig. 1). VI is di↵erent because of
the E-P interaction, which is largest for smaller pockets
where hv

F

i is small, significantly renormalizes the bands
in a window E

F

± 50meV. It can be roughly estimated
from a Thomas-Fermi model of the electron gas; follow-
ing Eq. 26.29 in Ref. [18], v

F

is renormalized by a factor
1+�. Approximating pocket VI# as being spherical, the
integral, in Ref. [18] can be evaluated analytically. The
result is
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Assuming k
F

=1.71Å�1 as would apply for the electron
gas with 8 electrons/cell, we obtain 1+�=1.6, renormal-
izing v

F

for pocket VI# by a factor similar to, but larger
than the ratio m⇤(expt)/m⇤(QSGW ). Indeed we would ex-
pect the estimate for � to be slightly too large because
the e↵ective k

TF

should be smaller than k
TF

for the elec-
tron gas with 8 electrons. For bands I" and V#, this ra-
tio is unity, within the resolution of experiment. These
pockets are large, so the phonon renormalization should
be small, and we conclude that QSGW agrees very well
with available cyclotron data, when the electron-phonon
interaction is taken into account.
We are now in a position to compare Fermi veloci-

ties to ARPES data in Ref. [1], extracted from the k-
dependence of ARPES peaks near E

F

. Agreement is
mostly good, considering the large uncertainty in the
ARPES estimate, but there is a large discrepancy for the
I" band. Cyclotron data measure the average velocity:

… But QSGW matches cyclotron m* … 

Conclusion:  QSGW vF  is more 
reliable than ARPES measurement 



ARPES Measurements of Ni	

L3  

Trends in 3d series 

WRPA is screened 
in the charge 
channel only … no 
spin fluctuations. 

QSGW : vast 
improvement 
over LDA for 
TM in general.  
But for Ni, 
problems 
appear 
Calculated ΔEx : 
QSGW   LDA 
   0.76       0.71 
Calculated M : 
QSGW   LDA 
   0.76       0.60 



Spin Fluctuations 	
In Ni spin fluctuations are important (Nolting et al, 1989) 
Quite generally, QSGW appears to:  

•  predict M in local-moment systems very well  
•  overestimate M in itinerant systems. 

Spin fluctuations reduce 〈M〉.  Moriya estimated 〈∆M〉 from FD 
theorem.  Requires ∫dω Imχ   (Mazin et al PRL 2004). 
… Better fluctuations are built into higher order diagrams. 

LDA has two distinct errors:  
〈M〉 is too large in itinerant 
materials. 
〈M〉 is too small in local-
moment systems (CoPt, MnAs) 
In Ni the errors cancel …  
〈M〉 is fortuitously good! 



Renormalization of ΔEx	

• If Ni is reasonably described by a QP picture, fluctuations 
will modify the static (QSGW) 1-body Bsf. 

• Simulate (for now) by adding an external static Bsf to the 
QSGW potential, iterate  QSGW + Bsf to self-consistency. 

Bsf at 〈M〉=〈Mexpt〉 Bsf=0 



Failings of LDA:   
• La 4f  states much too low. 
• O 2p ~1.3 eV too shallow 
 Too much O 2p admixes 
into Cu x2−y2 . 

• Ordered antiferro state 
is still a metal 

La2CuO4	

LSCO : antiferromagnetic insulator, gap ~2 eV 
Nonmagnetic calculation: LSCO is metal with Cu x2−y2 at EF. 

Significant intermixing of 
O 2p with Cu 3d. 

LDA+DMFT:   
Opens a gap of order 2 eV  

La f 

x2−y2 

Cu 3d 

O 2p 



Results:   
• Lowest CB is Cu x2−y2 with 
significant O 2p admixed. 

• VBM is O 2p. 
• Cu x2−y2 ↑and ↓ split by 
~10eV 

• Remaining Cu d  pushed 
below O 2p. 

• Magnetic moment M~0.8. 

QSGW  La2CuO4 ordered antiferromagnetic state	
Low To phase: AFM with (π, π) ordering 
QSGW: insulating state with Eg~4eV. 

Failings:   
• Gap ~4eV  >> expt (2 eV) 
• Disorder is expensive 

La f 

x2−y2 

Cu 3d 

O 2p 



CoO shows a pattern very similar to La2CuO4 ….	

LDA QSGW 
EG 0 4.5 
M 2.4 2.8 

Co↓ 

Co↑ 

AFM II spin configuration:   
The 5 Co↑ states are filled   
The 5 Co↓ states split into 3(occ)+2(unocc) separated by a gap.   
The QSGW gap (4.4 eV) is 2 eV too big (experiment ~2.4 eV). 

LDA: a stable AFM state with no gap (TR symmetry). 
The O(2p) – Cu (3d) alignment is ~2 eV  different from GW 

LDA QSGW 



… where NiO does not	

Expt 

QSGW 

The BIS spectra show 3 
distinct peaks: 
• 1 near 4.5 eV (Ni d) 
• 2 near 10 eV (O sp) 
• 3 near 14 eV (mixed) 
QSGW overestimates : 
• 1 by ~1.1 eV (similar to SrTiO3 
and many nonmagnetic TM 
oxides) 
• 2 by 0.3 eV (similar to sp 
semiconductors) 
• 3 by 0.5 eV. All of this can be explained 

by the ladder diagrams  
missing from the RPA polarizability … (next slide) 



Why the NiO Bandgap is too large	

ε∞ is universally 20% too 
small in insulators (missing 
ladders) 

+ + + … 
0G

0G
W 

Plasmon peaks 
in Im ε(ω) are 
too high 

This makes 
ε∞=Re ε(0) 
too small 



Better screening in the charge channel fixes much	

Expt 

QSGW 

Estimate error  
W ~ [ε∞−1(expt)/ε∞−1(QSGW)] WRPA 

Γ→Γ 

SrTiO3 

Result: spectra aligns almost exactly with BIS.  Peaks 1, 2, 3 
shift different amounts 
Seen in most TM oxides and universally seen in sp systems 



A different kind screening for CoO and La2CuO4 

For CoO and La2CuO4 similar renormalization of W is not 
enough. 

( )
1,1 2,3 12,1 3
ph G Wσ σ σσ′ ′
′ ′Σ =

W should be screened in spin 
channels too.  Adds a new W↑↓   

and modifies W↑↑ , W↓↓ 

(Katsnelson and Lichtenstein, J. 
Phys C 11, 1037) 

d dd d m mm m

d dm m m dm d

U UW
U U U U
U Uσσ χ χ

χ χ
= +
± ±

m mW U Uσ σ σ σχ′ ′≠ ≠=

… but is hard to do and other terms may also matter 
(See Antropov’s talk tomorrow) 



Nonperturbative Additions to GW diagrams	
GW+DMFT: Alternative to low-order diagrammatic theory 

First-Principles Approach to the Electronic Structure of Strongly Correlated Systems:
Combining the GW Approximation and Dynamical Mean-Field Theory
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We propose a dynamical mean-field approach for calculating the electronic structure of strongly
correlated materials from first principles. The scheme combines the GW method with dynamical mean-
field theory, which enables one to treat strong interaction effects. It avoids the conceptual problems
inherent to conventional ‘‘LDA! DMFT,’’ such as Hubbard interaction parameters and double-
counting terms. We apply a simplified version of the approach to the electronic structure of nickel
and find encouraging results.
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For systems with weak or moderate Coulomb correla-
tions such as sp metals and semiconductors the GW
method [1–3] is the tool of choice for the determination
of excited states properties from first principles. In this
method the effective screened interaction is treated at the
RPA level and used to construct an approximation to the
electronic self-energy. Applications to more strongly cor-
related systems with localized orbitals, however, indicate
a need to go beyond the GW approximation (GWA). For
example, in ferromagnetic nickel, the GWA [4] is suc-
cessful at predicting the quasiparticle band narrowing,
but neither improves the (too large) exchange splitting
found in density-functional theory (DFT) within the
local-density approximation (LDA) nor reproduces the
6 eV photoemission satellite [5].

Recently, a new approach to the electronic structure of
strongly correlated materials has been developed. This
approach, dubbed ‘‘LDA! DMFT,’’ combines the dy-
namical mean-field theory (DMFT) [6] of correlated
electron models with DFT-LDA calculations [7]. It is
also a Green’s function technique, but —unlike GWA—
it does not treat the Coulomb interaction from first prin-
ciples. Instead, an effective Hamiltonian involving
Hubbard-like interaction parameters is used, as well as
a ‘‘double-counting’’ correction term. The strength of
DMFT is that the on-site electronic interactions are
treated to all orders, by using a mapping onto a self-
consistent quantum impurity problem. DMFT has led to
remarkable success with materials in which the Mott
phenomenon or the formation of local moments plays a
key role, e.g., for the satellite structure in Ni [8].

The aim of this Letter is to propose a first-principles
scheme for strongly correlated materials in which theGW
treatment of the screened Coulomb interaction and self-
energy is combined with an extended DMFT [9–12]
calculation in a self-consistent manner [13]. This com-
bined GW ! "E#DMFT scheme does not make use of
Hubbard interaction parameters and bypasses the need

for a double-counting correction when implemented
in a self-consistent dynamical manner (in fact, using
LDA is in principle no longer necessary then). In this
work however, we implement a simplified version of
this scheme for ferromagnetic nickel, which serves as a
test for the feasibility of realistic calculations using this
approach.

We consider the Hamiltonian for electrons in a solid
interacting via the Coulomb potential V"r$ r0# % e2=
jr$ r0j. The general strategy of our approach is to
construct a functional of the one-electron Green’s func-
tion G"r; r0; !$ !0# & $hT!  "r; !# y"r0; !0#i and the
screened Coulomb interaction W [14,15]. The screened
Coulomb interaction is defined using the (connected)
density-density response function: ""r; r0; !$ !0# &
hT!'#̂#"r; !# $ n"r#('#̂#"r0; !0# $ n"r0#(i as W % V $ V )
" ) V where the dots denote spatial convolutions.
Following [14,15] we introduce the free-energy func-
tional

!'G;W( % Tr lnG$ Tr'"G$1
H $G$1#G( $ 1

2
Tr lnW

! 1
2
Tr'"V$1 $W$1#W( !"'G;W(: (1)

In this expression G$1
H % i!n !$!r2=2$ vc $ vH is

the bare Green’s function of the solid including the
Hartree potential vH"r# &

R

dr0V"r$ r0#n"r0#. " con-
tains all contributions beyond Hartree. It is the sum of
skeleton diagrams, irreducible with respect to both one-
electron and interaction lines. A formal construction of
this functional can be given (following [15]) by making a
Hubbard-Stratonovich transformation and a Legendre
transformation with respect to both G and W. " can
be expressed as "'G;W( % i

R
1
0 d%

R

drd!h&"r; !# *
' y"r; !# "r; !# $ n"r#(i, where &"r; !# is an auxiliary
bosonic field conjugate to the density fluctuation
' y"r; !# "r; !# $ n"r#(. Stationarity of ! (corresponding

P H Y S I C A L R E V I E W L E T T E R S week ending
28 FEBRUARY 2003VOLUME 90, NUMBER 8

086402-1 0031-9007=03=90(8)=086402(4)$20.00  2003 The American Physical Society 086402-1

Formulate theory in terms of free energy functional  Γ(G,W).  
With Dyson equation, solve for (G,W) in terms of (G0,v) in a 2-
step process 

(1) (0) (0) (1) (1)

(2) (1) (1) (2) (2)

G G G G
G G G G

= + Σ
= + Σ

(1) (1) (1)

(2) (1) (1) (2) (2)

W v vP W
W W W P W

= +
= +

Do stage (1) at GW level for whole system;  
Do stage (2) at high level for a subsystem you select. 



A QPGW+DMFT study of La2CuO4	

• QPGW is intermediate between COHSEX and  QSGW 
 Σ(ω) is linearized: Σlin(ω)   =  Σ(0)   +  ω Σ’(0) 

Quasiparticlize Σlin(ω) →[Σlin(ωi) +Σlin(ωj)]/2 

QSGW scGW QPGW 

EG 4.0 4.0 3.5 
M 0.8 0.8 0.8 

COHSEX Linear term 

Σlin increases without bound ⇒ QPGW should underestimate 
gaps , while COHSEX should overestimate them 

• New QPGW+DMFT performed at Rutgers (Choi, Kutepov, 
Kotliar, Haule) See arXiv: 1504.07569 

Σlin 

ΣGW 

ω 



On the QPGW+DMFT Implementation 
1.  carry out a QPGW calculation to self-consistency on the 
Matsubara axis and obtain a quasiparticlized G0 

2.  Choose a set of local orbitals from maximally localized 
Wannier functions {i} taken from a wide energy window. 
3.  Use the quasiparticlized G0 to calculate Uijkl within 
constrained RPA and extract a static U and J. 
4. Project G onto Gloc (initially G is the quasiparticlized G0).  
Use Gloc, U, J as inputs to generate Σloc from DMFT  
--- Steps 5 and 6 are iterated to self-consistency  
5.  From Σloc calculate ΣDC. 
6.  Embed (Σloc − ΣDC) into the quasiparticlized G0 to construct 
a new G. 

skip 



Novel features of QPGW+DMFT 
1.  The sole input is the projector to the set 

of localized orbitals. 
2. Use a wide energy window (20 eV) so : 

•  the orbitals are highly localized (>90% 
overlap with Cu atomic d orbital)   

•  The screening from the bath is greatly 
reduced so the effective interaction 
U(ω) becomes weakly ω-dependent.  
Replace with U(ω) with U(0) for the 
DMFT solver (CTQMC)  

•  The hybridization function  
   has an additional contribution  
   (mostly O 2p) which substitutes  
   for the missing screening of U 

2 2Re
x y−

Δ
Cu d 

O p 

skip 



La2CuO4 within QPGW+DMFT 

QPGW(A) QPGW(A)+DMFT QPGW(N)+DMFT Expt 

EG 3.5 1.6 1.5 ~2 
M 0.7 0.8 0.8 0.4-0.8 



Conclusions	
1.  GW provides an ab initio framework for optimal G0, through 

QSGW.  QSGW dramatically improves the consistency and 
reliability of G0 and is universally applicable. 

2.  QSGW  alone sometimes sufficient.  (ARPES in Fe, SW in 
NiO, MnO).   But spin fluctuations are missing and they can 
be important (Ni, CoO, La2CuO4) 

3.  LDA+DMFT has been highly successful 
… but LDA is has serious weaknesses.   
Results should be much better using 
QSGW (optimal G0) for bath. 

4.  A new QPGW+DMFT approach was 
developed and applied to La2CuO4 . 
Sums all local graphs, has no empirical 
input except choice of projector.  
Reasonable agreement with experiment 



QPGW+DMFT(RPA) 
3

Figure 3. (color online) (a) Electronic bandstructures within LSDA and spectral functions from (b) non spin-polarized
MQSGW+DMFT (c) and spin-polarized MQSGW+DMFT calculations along the path shown in Fig. 1(b). The Dashed lines
in (b) and (c) represent electronic bandstructures within non spin-polarized MQSGW and spin-polarized MQSGW, respectively

in which there are ∼82 bands at each k point, where
EF is the Fermi level. Then we confirmed that absolute
value of its overlap to the muffin-tin orbital (of which
radial function is determined to maximize electron oc-
cupation in it) is more than 95%. Our choice of energy
window is justified by the Cu-3d spectra being entirely
contained in this window. Using constructed MLWFs
in large energy window, we defined our local-projector
Pi,n(k) =

∑

R 〈WRi|ψnk〉 e−ik·R/
√
Nk, where WRi(r) is

MLWF with an index i, ψnk(r) is quasiparticle wavefunc-
tion with an index n, and Nk is the number of k points
in the first Brillouin zone.

Static Ud and JH are evaluated by a modification of
the constrained RPA method [40], which avoids screen-
ing by the strongly hybridized bands. This screening
by hybridization is included in our large energy window
DMFT. For details, see Supplemental Material [38]. We
divide dynamic polarizability within MQSGW approxi-
mation χQP into two parts, χQP = χlow

QP + χhigh
QP . Here,

χlow
QP is defined by all transitions between the states in

the energy window accounted for by the DMFT method
(EF ±10eV ). Using χhigh

QP , we evaluate partially screened

Coulomb interaction U−1(r, r′,k, iωn) = V −1(r, r′,k) −
χhigh
QP (r, r′,k, iωn) and parametrize static Ud and JH by

Slater’s integrals [41, 42], where V is bare Coulomb in-
teraction.

The Feynman graphs included in both MQSGW and
DMFT (double-counting) are the local Hartree and the
local GW diagram. They are computed using the lo-
cal projection of the MQSGW Green’s function (ĜQP )

Ĝloc
QP (iωn) = 1

Nk

∑

k
P̂ (k)ĜQP (k, iωn)P̂ †(k) and the lo-

cal Coulomb matrix Uiklj=
∫

drdr′W ∗
R=0,i(r)W

∗
R=0,k(r

′)
WR=0,l(r′)WR=0,j(r)U(r, r′,R=0, iωn=0):

ΣDC
i,j (iωn) =

∑

k,l=Cu-d

2Gloc
QP,l,k(τ = 0−)Uiklj

−
∑

k,l=Cu-d

∫

dτGloc
QP,l,k(τ)W

loc
ikjl(τ)e

iωnτ ,
(3)

computed by W loc
ikjl(iωn)=Uikjl +

∑

mnpq=Cu-d Uimnlχloc
mpqn(iωn)W loc

pkjq(iωn) and

χloc
mpqn(iωn) = 2

∫

dτGloc
QP,n,p(τ)G

loc
QP,q,m(−τ)eiωτ .

Finally, for the stable numerics, we approximated
Σ̂DC(iωn) & Σ̂DC(iωn = 0) since these low order dia-
grams are dominated by the Hartree-Fock contribution.

Results. Fig. 2(a) shows the frequency dependence
of real and imaginary parts of Ud. It is calculated on
an imaginary frequency axis and analytically continued
using a Pade approximant [44]. We also plot the fully
screened Coulomb interaction Wd for comparison. Static
Ud is 12.5 eV and Ud remains almost constant up to
10 eV. In contrast, in Wd, there are several peaks due
to low-energy collective excitations below 10 eV. At very
high energy, Ud approaches the bare coulomb interac-
tion of 28 eV. Calculated JH is 1.4 eV and has negli-
gible frequency dependence. By contrast, conventional
constrained-RPA, in which 10 bands of mostly Cu-3d
character are excluded from screening, results in static
Ud = 7.6 eV, which is too small to open the Mott gap,
and which is also inconsistent with photoemission exper-
iments on CuO charge transfer insulators [45].

We also computed the static Ud and JH by
requiring that the calculated excitation spectra of
MQSGW+DMFT with (local) GW as the impurity solver
matches the spin-polarized MQSGW spectra. Here we
used non spin-polarized MQSGW band structure and
allowed spontaneous magnetic long range order by em-
bedding impurity self energy, which is function Ud and
JH , within spin-polarized GW approximation. In Fig.
2(b), we allowed Ud to vary between 8-13 eV (at fixed
JH = 1.4 eV) and we plot the size of the indirect gap. The
gap size of this method matches the gap of spin-polarized
MQSGW when Ud ≈ 12 eV. If the choice of Ud and JH is
correct, the resulting spectra must be similar to the pre-
diction of spin-polarized MQSGWmethod. We show this
comparison in Fig. 2(c) to confirm a good match. In ad-
dition, the relative position of Cu-d band (the lowest en-
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value of its overlap to the muffin-tin orbital (of which
radial function is determined to maximize electron oc-
cupation in it) is more than 95%. Our choice of energy
window is justified by the Cu-3d spectra being entirely
contained in this window. Using constructed MLWFs
in large energy window, we defined our local-projector
Pi,n(k) =

∑

R 〈WRi|ψnk〉 e−ik·R/
√
Nk, where WRi(r) is

MLWF with an index i, ψnk(r) is quasiparticle wavefunc-
tion with an index n, and Nk is the number of k points
in the first Brillouin zone.
Static Ud and JH are evaluated by a modification of

the constrained RPA method [40], which avoids screen-
ing by the strongly hybridized bands. This screening
by hybridization is included in our large energy window
DMFT. For details, see Supplemental Material [38]. We
divide dynamic polarizability within MQSGW approxi-
mation χQP into two parts, χQP = χlow

QP + χhigh
QP . Here,

χlow
QP is defined by all transitions between the states in

the energy window accounted for by the DMFT method
(EF ±10eV ). Using χhigh

QP , we evaluate partially screened

Coulomb interaction U−1(r, r′,k, iωn) = V −1(r, r′,k) −
χhigh
QP (r, r′,k, iωn) and parametrize static Ud and JH by

Slater’s integrals [41, 42], where V is bare Coulomb in-
teraction.
The Feynman graphs included in both MQSGW and

DMFT (double-counting) are the local Hartree and the
local GW diagram. They are computed using the lo-
cal projection of the MQSGW Green’s function (ĜQP )

Ĝloc
QP (iωn) = 1
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k
P̂ (k)ĜQP (k, iωn)P̂ †(k) and the lo-

cal Coulomb matrix Uiklj=
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R=0,k(r
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−
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pkjq(iωn) and

χloc
mpqn(iωn) = 2
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QP,n,p(τ)G
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Finally, for the stable numerics, we approximated
Σ̂DC(iωn) & Σ̂DC(iωn = 0) since these low order dia-
grams are dominated by the Hartree-Fock contribution.

Results. Fig. 2(a) shows the frequency dependence
of real and imaginary parts of Ud. It is calculated on
an imaginary frequency axis and analytically continued
using a Pade approximant [44]. We also plot the fully
screened Coulomb interaction Wd for comparison. Static
Ud is 12.5 eV and Ud remains almost constant up to
10 eV. In contrast, in Wd, there are several peaks due
to low-energy collective excitations below 10 eV. At very
high energy, Ud approaches the bare coulomb interac-
tion of 28 eV. Calculated JH is 1.4 eV and has negli-
gible frequency dependence. By contrast, conventional
constrained-RPA, in which 10 bands of mostly Cu-3d
character are excluded from screening, results in static
Ud = 7.6 eV, which is too small to open the Mott gap,
and which is also inconsistent with photoemission exper-
iments on CuO charge transfer insulators [45].

We also computed the static Ud and JH by
requiring that the calculated excitation spectra of
MQSGW+DMFT with (local) GW as the impurity solver
matches the spin-polarized MQSGW spectra. Here we
used non spin-polarized MQSGW band structure and
allowed spontaneous magnetic long range order by em-
bedding impurity self energy, which is function Ud and
JH , within spin-polarized GW approximation. In Fig.
2(b), we allowed Ud to vary between 8-13 eV (at fixed
JH = 1.4 eV) and we plot the size of the indirect gap. The
gap size of this method matches the gap of spin-polarized
MQSGW when Ud ≈ 12 eV. If the choice of Ud and JH is
correct, the resulting spectra must be similar to the pre-
diction of spin-polarized MQSGWmethod. We show this
comparison in Fig. 2(c) to confirm a good match. In ad-
dition, the relative position of Cu-d band (the lowest en-
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