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Fig. 5.4 Electronic phase
diagram of Fe1CyTe1!xSex
with a spin-glass (SG) region
in underdoped compounds
[67]
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Fig. 5.5 Electronic phase diagrams of (a) BaFe(As1!xPx)2 [77], (b) BaFe2!xNixAs2 [64], and (c)
Ba(Fe1!xCox)2As2 [82]. (d) The schematic phase diagram of electron doped Ba-122 compound
with an avoid QCP induced by magnetic order [82]

several possible magnetic and structure QCPs associated with the suppression of
TN and and Ts respectively are proposed [78–80]. However, neutron scattering and
muon spin rotation (!SR) experiments reveal short ranged AF order approaching
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Ba(Fe1−xCox)2As2

  x  

FIG. 44: (Color online) In-plane resistivity ρ versus temper-
ature T of Ba(Fe1−xCox)2As2 crystals for various values of x
as indicated on the right edge of the figure. Reprinted with
permission from Ref. 285. Copyright (2009) by the American
Physical Society.

becomes

σ =
ne2ℓ

m∗vF
=

ne2ℓ

h̄kF
. (61)

For nband equally conducting bands with the same kF, the
two expressions on the right would each be multiplied by
nband.

Here we will make an estimate of the product kFℓ for
a two-dimensional (2D) band with a cylindrical Fermi
surface, because the expression obtained is simple with
only two clearly defined parameters contained in it, as
opposed to the 3D case. In this 2D case one obtains n =
k2F/(2π∆c), where ∆c is the distance between conducting
layers, yielding170 from Eq. (61)

kFℓ =
h∆c

ρabe2
= 0.258

∆c

ρab
, (2D conduction) (62)

where the second equality on the right is for ∆c in Å and
the electrical resistivity ρab (= 1/σab) in mΩ cm. Re-
markably, this expression only contains two easily mea-
sured and unambiguous quantities ρab and ∆c. For nband

equally conducting bands with the same kF, the value of
kFℓ from Eq. (62) would be divided by nband.
A typical range of in-plane resistivity values for the

FeAs-based systems is shown for the Ba(Fe1−xCox)2As2
system in Fig. 44 for x values from the undoped value
x = 0 to the optimum doping x ∼ 0.08 to heavily over-
doped x = 0.3.285 Note that the ab-plane resistivity at
300 K for x = 0 is about 30% larger than in the different
crystal in the bottom panel of Fig. 4 above, indicating
the variability between different crystals and measure-
ments of nominally the same material. For the opti-
mum superconducting composition with x = 0.08, the
normal state resistivity at low temperatures is seen to
be ρab ≈ 0.12 mΩ cm. Then utilizing Eq. (62) with

∆c = 6.5 Å gives kFℓ ≈ 14. According to the Hall coeffi-
cient data in Refs. 212 and 285, in a two-band model with
one band an electron band and the other a hole band, the
electron band contributes most strongly to the conductiv-
ity in this system. The same conclusion was reached from
resistivity and Hall coefficient measurements on single
crystals of BaFe2(As1−xPx)2.286 Therefore the one-band
estimate kFℓ ≈ 14 ≫ 1 appears to be reasonable and in-
dicates that the Ba(Fe1−xCox)2As2 system is a coherent
metal, i.e., not a “bad metal.”
Equation (62) is identical to the equation Si and Abra-

hams used early on to prove that the iron arsenides are
bad metals, using LaFeAsO as an example.77 They used
∆c = 8.7 Å and ρ(300 K) = 5 mΩ cm to obtain kFℓ ≈ 0.5
from Eq. (62), and thus claimed that this compound is a
bad metal. However, those resistivity measurements were
for a polycrystalline sample, and it is now clear that their
ρ(300 K) value for the in-plane resistivity that they used
for the calculation of kFℓ was at least an order of mag-
nitude too large, and that the actual value is kFℓ >∼ 5 at
room temperature. The value of kFℓ would further in-
crease on cooling because the resistivity decreases. The
other criterion used in Ref. 77 to claim that LaFeAsO is
a bad metal was that there was no Drude peak in the
in-plane optical conductivity of LaFeAsO, which we now
know is not correct from more recent optical measure-
ments on single crystals.177

3. Quantum Oscillation Experiments

Quantum oscillations in the magnetization (de Haas
van Alphen effect) and/or in the resistivity (Shubnikov-
de Haas effect) versus applied magnetic field have been
observed for single crystals of superconducting LaFePO
with Tc = 6 K (Ref. 287) and nonsuperconducting
SrFe2As2,205 BaFe2As2,206 CaFe2P2,288 and SrFe2P2.289

The quantum oscillations cannot be observed unless the
conduction electron states are coherent. In the cases
of SrFe2As2 and BaFe2As2, the low-temperature Fermi
surfaces (below the SDW transition temperatures) are
in general agreement with LDA band structure calcula-
tions of the reconstructed Fermi surfaces arising from a
nested-Fermi-surface driven SDW. The mean-free-paths
for three bands observed in CaFe2P2 were found to be
1900, 710, and 860 Å, respectively, much larger than
a lattice parameter.288 These quantum oscillation mea-
surements and large mean-free paths for these five com-
pounds indicate that these compounds are coherent met-
als. The many-body conduction carrier mass enhance-
ments found in the measurements are rather small, of
order 1 to 2 times the LDA band structure values.
de Haas-van Alphen (dHvA) magnetization oscillation

measurements versus applied magnetic field were also
carried out on superconducting KFe2As2 crystals with
Tc = 3 K.157 These measurements are important be-
cause, as for LaFePO above, there is no intrinsic crys-
tallographic disorder in this superconducting compound.
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Box 2 | Electronic band structure and pairing symmetry.

Themanner inwhich electrons in a solid behave, in the presence of
one another and the surrounding ionic lattice, is well captured by
one of the staples of condensed-matter physics known as band the-
ory. A metal’s band structure can convey a simple yet quantitative
description of its electronic, optical and structural properties, and
is the basis for understanding many exotic phenomena. In metals,
the energy states that participate in determining most properties
of a material lie in close proximity to the Fermi energy, EF, the
level below which available energy states are filled (and therefore
unavailable) owing to Pauli exclusion.

The band structures of the iron-based superconducting ma-
terials have been calculated using first-principles DFT, finding
good general agreement with experimental measurements (see
main text). The dominant contribution to the electronic density of
states at EF derives from metallic bonding of the iron d-electron
orbitals in the iron–pnictogen (or chalcogen) layer. These form
several bands that cross EF, both electron- and hole-like, resulting
in a multiband system dominated by iron d character. As shown
in Fig. B2a for the case of Co-doped BaFe2As2, the electronic
structure is visualized as several distinct sheets of FSs within the
BZ, each corresponding to a different band that crosses EF.

Instabilities of this electronic structure to bothmagnetic order-
ing and superconducting pairing are widely believed to be at the
heart of the exotic properties of the iron-based superconducting
materials. For instance, in Fig. B2a we can see that a magnetic
ordering vector that spans from the centre of the BZ at k= (0,0)
(0 point) to the corner at k= (⇡,⇡) (M point) will easily nest a
circle of points on each of two different FS sheets (for example,
purple and red sheets), resulting in a spin-density wave order that
is driven by properties of the band structure.

Superconductivity is another very well known phenomenon
that also results in an ‘ordered’ state that has a strong tie to the
band structure. The superconducting order parameter (OP) 1,
or ‘gap function’, is a complex function with both amplitude and
phase that describes the macroscopic quantum state of Cooper
pairs. Its amplitude can in general depend on momentum direc-
tion and can change sign through its phase component, but in the
simplest case is isotropic (s-wave symmetry) and therefore has a
constant value for all momenta. Details of the pairing potential
can instil a less simple case that involves a variation of amplitude
as a function of k, or even a variation in phase that results in a
change in the sign of 1 that necessitates the presence of zeroes
or ‘nodes’ that can take on lower symmetries (d wave, f wave,
and so on).

Figure B2b presents three possible scenarios for the super-
conducting OP symmetry in the iron-based superconductors.
With the simplest s-wave gap symmetry (that is, with constant
phase), widely ruled out by experimental evidence (see main
text), more complicated scenarios are required to explain all
observed properties. In particular, circumstantial evidence sup-
ports a picture where a change in the sign of 1 must occur
somewhere in the BZ. With multiple FSs, which is the case
for FeAs-based materials, this can be realized by positioning
a node either away from the Fermi energy (so-called s±) or
directly at the Fermi energy (d wave or lower symmetry).
Moreover, a modulation of the gap amplitude can occur such
that, even in the s-wave case, so-called accidental nodes are
present on at least some FSs, enabling low-energy excitations
to flourish even at temperatures much below the energy of
the gap.
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Figure B2 | Fermiology and superconducting OP symmetry of 122-type iron-based superconductors. a, FSs of BaFe2As2 with 10% substitution of
Co, calculated using DFT using experimental atomic positions and drawn using the folded BZ representation with two Fe per unit cell (from ref. 49).
The hole-like FS pockets (purple and blue) are centred on the 0 point [k= (0,0)] and the electron-like surfaces are at theM point ([k= (⇡,⇡)).
b, Schematic of the two-dimensional (kx–ky) projection of the BZ of superconducting FeAs-based materials, with multiple bands reduced to single
hole (h) and electron (e) pockets. The proposed multiband pairing gap symmetries, drawn as shaded regions on hole (red) and electron (blue)
pockets, are shown for an s± structure with isotropic gaps (left) and anisotropic gaps with accidental nodes on the electron pocket (middle), and for
a d-wave symmetry (right).

From the itinerant side, most models focus on a spin-density
wave (SDW) instability of the FS. Although there are not many
direct observations of an SDW energy gap, optical studies of
BaFe2As2 and SrFe2As2 have indeed shown evidence for gapping
of the FS below TN (ref. 54). It is widely thought that the SDW
instability arises from the nesting of two FS pockets by a large
Q = (⇡,⇡) vector that is commensurate with the structure. This
vector corresponds to the magnetic ordering vector measured
throughout the FeAs-based parent compounds as well as that
for magnetic fluctuations in the superconducting compounds51,52.

There is varied, but good, evidence for (⇡,⇡) FS nesting across
the entire FeSC family, as indicated by ARPES measurements
of BaFe2�xCoxAs2 (refs 38,55) and Ba1�xKxFe2As2 (refs 31,37)
and quantum oscillation measurements in LaFePO (ref. 56)
and overdoped BaFe2As2�xPx (ref. 57). In addition, the closely
related material FeTe also exhibits nesting in the same (⇡,⇡)
direction, even though its magnetic ordering vector is shifted by
45⇥ at (⇡,0) (ref. 58).

In the parent compounds, there are differing results regarding
the change in band structure through the magnetic transition as

NATURE PHYSICS | VOL 6 | SEPTEMBER 2010 | www.nature.com/naturephysics 649

Mazin	
  and	
  Schmalian,	
  Physica	
  C	
  2009	
  

120 Y. Zhang et al.

NC4.5 NC14.6NC10 NC32

BK23 BK65BK40 BK86

hole dopinga

b electron doping

SSSS
Γ Μ Γ Μ Γ Μ Γ Μ

Γ Μ Γ Μ Γ Μ Γ Μ

Lifshitz transition at Μ

Lifshitz transition at Γ

Fig. 4.3 (a) The doping dependence of Fermi surface topology taken in Ba1!xKxFe2As2. The
upper panels are the photoemission intensity distribution at EF . The low panels are the obtained
Fermi surface. SS is the abbreviation of surface state. The red and blue lines illustrate the hole
pockets and electron pockets, respectively. (b) is the same as panel (a), but taken in NaFe1!xCoxAs

4.2.2 The Effect of Carrier Doping

Similar to the cuprates, the superconductivity in iron-based superconductors could
be induced by doping carriers. It is thus crucial to study how the carrier doping
would effect the electronic structure. We took two systems as examples, the
hole doped Ba1!xKxFe2As2 and the electron doped NaFe1!xCoxAs. As shown in
Fig. 4.3a, with hole doping, as expected in a rigid band shift picture, the center
hole pockets expand, while the corner electron pockets shrink. A Lifshitz transition
occurs when the electron pockets disappear at the zone corner and four propeller-
like hole pockets develop. Things reverse for the electron doped side (Fig. 4.3b).
In NaFe1!xCoxAs, the center hole pockets shrink and the corner electron pockets
expand with the increase of electron doping. When the central hole pocket sinks
below the Fermi level, a Lifshitz transition occurs and an electron pocket emerges
at the zone center.

Since the electrons form Cooper pairs in a small energy window very close
to EF , the change of Fermi surface topology or Lifshitz transition could have
strong influence on the superconductivity. Early theoretical studies all pointed out

260 A. Chubukov

Fig. 8.3 A comparison of the pairing state from spin-fluctuation exchange in cuprate SCs and in
FeSCs. In the cuprates (left panel) the FS is large, and antiferromagnetic Q D .!;!/ connects
points on the same FS. Because spin-mediated interaction is positive (repulsive), the gap must
change sign between FS points separated by Q. As the consequences, the gap changes sign twice
along the FS. This implies a d -wave gap symmetry. In FeSCs (left panel) scattering by Q moves
fermions from one FS to the other. In this situation, the gap must change sign between different
FS, but to first approximation remains a constant on a given FS. By symmetry, such a gap is an
s-wave gap. It is called sC! because it changes sign between different FSs

of low-energy fermionic excitations in FeSCs. It turns out that both the symmetry
and the structure of the pairing gap result from rather non-trivial interplay between
spin-fluctuation exchange, intraband Coulomb repulsion, and momentum structure
of the interactions. In particular, an s˙ gap can be with or without nodes, depending
on the orbital content of low-energy excitations. Besides, the structure of low-energy
spin fluctuations evolves with doping, and the same spin-fluctuationmechanism that
gives rise to sC! gap at small/moderate doping in a particular material can give rise
to a d -wave gap at strong hole or electron doping.

There is more uncertainly on the theory side. In addition to spin fluctuations,
FeSCs also possess charge fluctuations whose strength is the subject of debates.
There are proposals [134, 194] that in multi-orbital FeSCs charge fluctuations are
strongly enhanced because the system is reasonably close to a transition into a
state with an orbital order, e.g., a spontaneous symmetry breaking between the
occupation of different orbitals. [A counter-argument is that orbital order does not
develop on its own but is induced by a magnetic order [47].] If charge fluctuations
are relevant, one should consider, in addition to spin-mediated pairing interaction,
also the pairing interaction mediated by charge fluctuations. The last interaction
gives rise to a conventional, sign-preserving s-wave pairing [134]. A “p-wave” gap
scenario (a gap belonging to E2g representation) has also been put forward [93].

From experimental side, s-wave gap symmetry is consistent with ARPES data
on moderately doped B1!xKx Fe2As2 and BaFe2(As1!xPx)2, which detected only
a small variation of the gap along the FSs centered at .0; 0/ [199], and with
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FIG. S1: Atomic histogram The atomic histogram of the
Fe-3d shell for (a) FeTe and (b) LaFeAsO in the paramag-
netic state and magnetic states. The 1024 possible atomic
configurations are sorted by the number of 3d electrons of the
individual configuration.

the high spin atomic states gain even more weight, as
seen in Fig. S1.

The valence histogram of a Hund’s metal is fundamen-
tally different from that of an oxide. While only a few
atomic states have a significant probability in an oxide,
Hund’s metals visit a large number of atomic states over
time, resulting in a dramatic (40%) reduction of the mag-
netic moment due to valence fluctuations. A monovalent
histogram with only the atomic ground state would give
iron magnetic moment of 4 µB .

Another interesting feature of Hund’s metals is that
very large number of atomic states has finite probability.
For comparison, in transition metal oxides or in heavy
fermion materials with similar mass enhancement as in
iron pnictides and chalcogenides, the atomic histogram
would contain only a small number of states with signifi-
cant probability [S23]. Since the Hund’s rule coupling J
is equal to 0.8 eV, the energy spread of atomic states at

FIG. S2: Fe 3d DOS Atomic-like Fe 3d DOS for FeTe con-
trasted with actual Fe 3d DOS of LaFeAsO and FeTe com-
puted by DFT+DMFT.

constant N = 5 or N = 6 is very large, of the order of
6−7 eV. Because there are many atomic states with finite
probability that contribute to the one electron spectral
function, and because those states are extended over a
wide energy range, the spectral function does not have a
very well defined atomic like excitations. To demonstrate
this effect, we plot in Fig. S2(a) an atomic spectral func-
tion of Fe 3d orbitals, obtained from the corresponding
atomic Green’s function defined by

G(ω) =
∑

α,m,n

|⟨n|d†α|m⟩|2(Pn + Pm)
ω − En + Em

(1)

where n, m run over all atomic states, and α runs over
Fe 3d orbitals, and Pn are atomic probabilities displayed
in Fig. S1. Clearly, the atomic spectral weight is dis-
tributed over a very large energy range. For comparison,
a typical heavy fermion would have one sharp peak (a
delta function) below the Fermi level, and another peak
above the Fermi level, i.e., a lower and an upper Hubbard
band.[S23]

In Fig. S2(a) we also show the full DFT+DMFT spec-
tral function of the iron atom in the solid for FeTe and
LaFeAsO. One can notice that these spectral functions
have a sharp quasiparticle peak close to the Fermi level.
Due to larger mass enhancement in FeTe, the quasipar-
ticle peak in this compound is substantially smaller than
in LaFeAsO. The rest of the spectral weight does not
have a well defined Hubbard like bands, not because the
rest of the spectra would be coherent, but because of
the unusual atomic histograms of the Hund’s metals. A
small feature around −2 to −1 eV is however noticeably
enhanced in FeTe compared to LaFeAsO. This peak was
identified in Ref. S24 as an atomic-like excitation, which
is found in atomic spectral function at −2.2 eV , and is
related to the excitation from atomic ground state of d6

3

to atomic ground state of d5.

FIG. S3: DOS and magnetic moment: (a) Total density
of states at the Fermi level in the PM phase computed by DFT
and DFT+DMFT. (b) The magnetic moment calculated by
DFT with both LSDA and GGA exchange-correlation func-
tionals in both the SDW phase and DSDW phase. The fluc-
tuating moment in the PM phase calculated by DFT+DMFT
and the experimental magnetic moment in the magnetic states
which are shown in Fig1(a) in the manuscript and reproduced
here for easier comparison.

In the manuscript, we showed that one important fac-
tor in determining the size of the magnetic moment is
the quasiparticle mass enhancement. Clearly the heavier
quasiparticles with smaller quasiparticle effective width
are more prone to ordering. It is interesting to inspect
also the ”quasiparticle height”, i.e., the value of the one-
electron spectral function at the Fermi level. In Stoner
theory, this value plays a crucial role in determining the
critical temperature and the size of the ordered moment.
In Fig. S3(a) we show the value of the density of states
at the Fermi level in the paramagnetic state as obtained
by both DFT and DFT+DMFT. Clearly, large density
of states at the Fermi level is more compatible with
the small moment rather than large moment (shown in

Fig. S3(b)), which disfavors Stoner theory for explanation
of the trends in magnetic states across iron pnictides and
chalcogenides.

We also show in Fig. S3(b) the magnetic moment in
the SDW and DSDW phases calculated by DFT with
both the local spin density approximation (LSDA[S25])
and generalized gradient approximation (GGA[S26]) ex-
change correlation functionals. We also repeat the para-
magnetic fluctuating moment and the experimental static
ordered moments from the manuscript for better compar-
ison. It is clear from Fig. S3(b) that the DFT calculated
magnetic moments roughly follows the trend of the fluc-
tuating moment in the PM state, but is very different
from the static ordered moment, as already pointed out
by Ref. S27.

Optical properties

FIG. S4: Plasma frequency. The PM in-plane plasma
frequency ωab and out-of-plane plasma frequency ωc for
various iron pnictides and iron chalcogenides calculated by
both DFT+DMFT and DFT. The experimental PM in-plane
plasma frequencies are taken from Ref. S28–31.

Now we turn to the plasma frequencies in the para-
magnetic state of iron pnictide and chalchogenide com-
pounds, shown in Fig. S4. We show separately the
in-plane and c-axis values, as obtained by both the
DFT+DMFT and DFT calculations. We also plot the ex-
perimentally determined in-plane values from Refs. [S28]
for Na1−δFeAs, [S29] for BaFe2As2 and SrFe2As2, [S30]
for LaFeAsO, and [S31] for LaFePO. The DFT+DMFT
calculated in-plane plasma frequencies agree well with
existing optical measurements, but are significantly re-
duced from the DFT values, showing the important of
correlation effect. The extracted plasma frequencies in
the DFT+DMFT calculation for FeTe are most strongly
reduced from DFT values, and bear bigger error bars due
to the fact that the scattering rate in FeTe is so large that
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induced spin-state crossover which arises due to the compe-
tition between!CF and JH. Our findings seem to suggest that
spin-state degeneracy could be important for the understand-
ing of iron pnictides, as recently proposed by Chaloupka and
Khaliullin [27].

The XES measurement was performed at the Advanced
Photon Source on the undulator beam line 9ID-B using an
identical setup as in Ref. [28]. The XANES spectra in the
partial fluorescence yield mode (PFY-XANES) was mea-
sured by monitoring the Fe K! emission line across the Fe
K edge. X-ray diffraction measurements were performed
using a Cu tube source with a graphite (002) monochro-
mator, and a four-circle diffractometer. For all temperature
dependence studies, closed-cycle refrigerators were used.
Details of the growths and characterization of the single-
crystal samples have been reported in earlier publications
[23,29].

The local moment sensitivity of the FeK! emission line
(3p ! 1s) originates from a large overlap between the 3p
and 3d orbitals. This interaction is mainly driven by the
presence of a net magnetic moment (") in the 3d valence
shell [30,31] and causes theK! emission line to split into a
main peak K!1;3 and a low-energy satellite K!0. A sche-
matic diagram of the Fe K! emission process is shown in
the Fig. 1(a) inset for both nonmagnetic (red, left) and
magnetic (blue, right) Fe2þ in the atomic limit. Filled
and empty circles represent electrons and holes, respec-
tively, and !E represents the splitting of K!1;3 and K!0.
Information on the local moment of Fe can be extracted
using the overall shape of the Fe K! emission spectra by
applying the integrated absolute difference (IAD) analysis
[32]. In Fig. 1(a) we demonstrate how this method works
by showing Fe K! XES data for the Nd-doped sample
taken at T ¼ 300 K along with a nonmagnetic FeCrAs
reference spectrum [28,33,34]. Relative to the main line

in FeCrAs, we see that the Nd-doped K!1;3 peak shifts
towards higher energy, while the intensity and the width of
this peak also change; a contribution from K!0 on the
lower energy side becomes visible now. These changes
are all attributed to the existence of a local moment. To
follow the IAD procedure from Ref. [32], the area under-
neath each spectrum was normalized to unity. The refer-
ence spectrum was then subtracted from the sample
spectrum, and the resulting difference plotted. For display
purpose, the difference was magnified by a factor of 4. The
IAD value can be extracted by integrating the absolute
value of the difference spectrum. This quantity is found
to be linearly proportional to the local spin magnetic
moment of the Fe atom [32]. This method has recently
been applied to study various iron-based superconductors
[28,35,36].
Fe K! emission lines obtained at different temperatures

are shown in Figs. 1(b)–1(e)for both the Pr- and La-doped
samples. At T ¼ 300 K the samples show the same char-
acteristics as the Nd-doped samples. However, at T ¼ 45 K
significant changes can be observed, the K!1;3 shifts
towards lower energy and the contribution from K!0 is
suppressed. This is well captured in the difference spectra
and provides evidence for a decreased local moment. The
change is much larger for the Pr- than for the La-doped
sample; in fact a complete suppression of the difference
spectra is observed for the Pr-doped sample. It should be
noted that such a strong thermally induced change is sur-
prising given that neither the presence of long-range order
nor carrier doping had any affect on the local magnetic
moment in other iron-based superconductors [28].
In order to extract quantitative information about the

evolution of the local moment in these samples we have
studied detailed temperature dependence of the IAD values.
The results are plotted in Fig. 2(b), in which the right-hand
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FIG. 1 (color online). (a) Comparison of the K! emission line for the Nd-doped sample and FeCrAs taken at room temperature. The
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that the superconducting pairing in iron-based superconductors is mediated by the
inter-pocket scattering between the central hole and the corner electron pockets
[9, 10]. In this scenario, TC only could be optimized when both central hole and
corner electron pockets are present. The doping dependence of the Fermi surface in
iron-pnictides show positive support for this scenario. For the electron doped side,
the disappearance of central hole pockets was proposed to be responsible for the
suppression of superconductivity in Ba(Fe1!xCox)2As2 and NaFe1!xCoxAs [22].
It was also pointed out that the gap anisotropy and pairing symmetry would change
in the heavily hole doped compounds in Ba1!xKxFe2As2, due to the change for
Fermi surface topology at the zone corner [23].

However, the discovery of high-TC superconductivity in heavily electron doped
iron-chalcogenide strongly challenges the existing scenarios about the supercon-
ducting pairing in iron-based superconductors [24, 25]. As shown in Fig. 4.4, only
electron pockets exist in the Brillouin zone without any center hole pockets [26–28].
There is thus no inter-pocket scattering from ! toM . Such Fermi surface topology
is similar to the heavily electron doped Ba(Fe1!xCox)2As2 and NaFe1!xCoxAs,
where there is no superconductivity. However, for the electron doped iron-selenide,
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Fig. 5.7 Schematic diagram
of magnetic exchange
couplings in the parent
compounds of high-Tc

superconductors: (a)
La2CuO4 [92], (b) BaFe2As2
[93], (c) Fe1:05Te [94], (d)
Rb2Fe4Se5 [95]
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waves emerge from the zone center with AF wave vector QAF D .˙1; 0/ and
.0;˙1/ due to the two 90ı twinned domains as shown in Fig. 5.8a. Upon increasing
energy, spin waves become transversely (along Œ˙1;K! or ŒH;˙1! directions)
elongated ellipses [Fig. 5.8b]. Above 100meV, they start to split away from the AF
ordering wave vectors and finally form an anisotropic and asymmetric ring around
Q D .˙1;˙1/ [Fig. 5.8c–e]. The energy dependence of spin waves in Fig. 5.8f
shows three clear plumes of scattering arising from the in-plane AF zone centers
Q D (1, !2), (1, 0), and (1, 2) extending up to about 220meV and a clear spin
gap at the zone center. Such behavior is different with that in CaFe2As2, where
spin waves have ring like excitations. To fully describe the spin waves in BaFe2As2,
anisotropic spin wave damping parameters are used in the Heisenberg Hamiltonian
[93]. This model produces an energy dependence of the spin wave patterns and
dispersion consistent with the raw data [Fig. 5.8g, h]. Surprisingly, by warming up
to the paramagnetic tetragonal phase above TN D 138K, spin excitations are weaker
and broader than the spin waves at low temperature, but high-energy spin excitations
are hardly changed, suggesting anisotropic exchange couplings and the presence of
an electronic nematic phase [93]. Alternatively, the anisotropic paramagnetic spin
excitations can be understood by using dynamic meanfield theory or a biquadratic
spin-spin interactions [102–104]. As a function of increasing temperature, the total
fluctuating magnetic moments of BaFe2As2 are essentially unchanged on warming
from 7 to 290K, suggesting strong electron correlation effects [105, 106]. We note
that temperature dependence of the local moments changes dramatically in spin
waves of Fe1:1Te [107].

152 P. Dai et al.

ba

Electronic 
nematicity

Hole dopedHole doped Electron doped

AF AF
AFAF

SC SC SC
SC

Pseudogap

Electron doped

Fig. 5.1 Electronic phase diagrams of cuprates and pnictides high-Tc superconductors

many theorists believe that the magnetic excitations play an important role in the
mechanism of high-Tc superconductivity [6]. To test if this is indeed the case,
systematic investigation on the magnetic order and spin excitations throughout the
phase diagram of different families of iron-based superconductors is essential.

Over the past 28 years, much progress has been made in characterizing the
magnetism in cuprates [7–9]. It is well known that the parent compounds of copper
oxide superconductors are Mott insulators [10]. Superconductivity can be induced
by charge carrier doping within the Cu–O plane or away from it, resulting many
competing phases to superconductivity [10]. Due to the difficulty in single crystal
growth for cuprates, there are few inelastic neutron scattering experiments studying
spin excitations in the entire phase diagram from the undoped parent compounds to
heavily overdoped non-superconducting samples [11, 12].

Compared with copper oxide superconductors, a systematic investigation of
spin dynamics in iron pnictide superconductors has some unique advantages. For
example, superconductivity in the prototypical BaFe2As2 compound can be induced
by ionic substitution at any element, such as Ba by K/Na in hole doped system
[13, 14], Fe by Co or Ni in electron doped compounds [15, 16], as by P in the iso-
valent doped compounds [17]. Since large sized single crystals can be grown by
the self-flux method [18–20], doped BaFe2As2 provides an excellent opportunity
to study the evolution of spin excitations and its connection with superconductivity.
Moreover, for the available single crystals of parent compounds of the iron pnictides,
neutron scattering experiments reveal similar spin wave band-top around 220meV
[21]. This is easily accessible in the modern neutron time-of-flight spectrometers.

In this chapter, we review recent neutron scattering results on iron-based
superconductors, mainly focusing on the common features in spin dynamics of iron
pnictides. The rest of this chapter is organized as follows. We first present the results
on the static AF order and the detailed phase diagrams in Sect. 5.2, and then discuss
spin waves in the parent compounds for each system in Sect. 5.3. For the doped
compounds with superconductivity, we discuss the magnetic excitation spectra in
Sect. 5.4. The polarized neutron scattering results will be presented in Sect. 5.5.
Finally, we present a short summary in Sect. 5.6.
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Figure 1 |Ordered magnetic moments and mass enhancements in
iron-based compounds. a, The DFT+DMFT calculated and
experimental6–13 iron magnetic moments in the SDW and DSDW states.
Also shown is the calculated fluctuating moment in the paramagnetic (PM)
state. b, The DFT+DMFT-calculated mass enhancementm⇥/mband of the
iron 3d orbitals in the paramagnetic state and the low-energy effective
mass enhancement obtained from optical spectroscopy experiments16–19

and (angle-resolved) photoemission spectroscopy experiments20–24.

and Fermi-surface shape, which together conspire to produce the
magnetic orderings shown in Fig. 1a.

The quasiparticle mass shown in Fig. 1b is quite moderate in
the phosphorus 1111 compound on the right-hand side of Fig. 1b,
but correlations are significantly enhanced in arsenic 122 and
1111 compounds. Note, however, that enhancement is not equal
in all orbitals, but it is significantly stronger in the t2g orbitals,
that is, xz , yz , and xy . The correlations get even stronger in
111 compounds, such as LiFeAs and NaFeAs, and finally jump
to significantly larger values of the order of five in selenides
KFe2Se2 and CsFe2Se2. Finally, the mass enhancement of the xy
orbital in FeTe exceeds a factor of seven when compared with
the band mass, which is typical for heavy-fermion materials,
but is rarely found in transition-metal compounds. We showed
only a lower bound for this mass as the end point of an arrow
in Fig. 1b, because the quasiparticles are not yet well formed
at the studied temperature T = 116K. Note the strong orbital
differentiation in FeTe, with an xz/yz mass of five and an eg
mass enhancement of only three. This orbital differentiation signals
that the material is in the vicinity of an orbital-selective Mott
transition, as proposed previously for other iron pnictides15, where
the xy orbital is effectively insulating while other orbitals remain
metallic. In Fig. 1b we also show the mass enhancement extracted
from optics16–19 and angle-resolved photoemission spectroscopy
(ARPES) (refs 20–24) measurements, and find a good agreement
between our theory and experiment when available. The effective
mass extracted from ARPES and optics should be compared with
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Figure 2 | Structure, orbital occupation and probability of selected atomic
states of iron. a, The Fe–X (X= P, As, Se and Te) distance and X–Fe–X
angle in iron-based compounds, where the two X atoms are in the same ab
plane. Note this angle is different from the X–Fe–X angle where the two X
atoms are in different ab planes. b, The orbital occupation of the xy orbital
and the average values for the eg orbitals and all five orbitals. c, The
probability of selected atomic configurations of iron where N(S) is the total
number (spin) of iron 3d electrons in the atomic configuration.

that of the t2g orbitals, which contribute most of the spectral
weight at low energy.

The large mass enhancement in Hund’s metals is due to an
orbital blocking mechanism. If the Hund’s coupling is very large,
only the high-spin states have a finite probability in the atomic
histogram. The atomic high-spin ground state has a maximum
possible spin S = 2, and is orbitally a singlet, which does not
allow mixing of the orbitals and leads to orbital blocking, that is,
⇧gs|d�

†d⇥ |gs⌃= 0 when � ⌅=⇥, where |gs⌃ is the atomic ground state
in the 3d6 configuration and � is the iron orbital index. In the
localized limit and in the absence of crystal-field effects, it is possible
to derive a low-energy effective Kondo model, which has Kondo
coupling for a factor of (2S+ 1)2 smaller than a model without
Hund’s coupling25. As the Kondo temperature TK depends on the
Kondo coupling I0 exponentially (TK ⇤ exp(�1/I0)), this results
in an enormous mass enhancement of the order of exp(((2S+
1)2�1)/I0) when compared with the systemwith negligible Hund’s
coupling (see also Supplementary Information).

Having established why heavy quasiparticles form in iron
pnictides and chalcogenides, we can now study how the key
parameters of the crystal structure control the strength of
correlations and other physical properties, keeping the same on-site
Coulomb interaction matrix. The Fe–pnictogen distance, shown in
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waves emerge from the zone center with AF wave vector QAF D .˙1; 0/ and
.0;˙1/ due to the two 90ı twinned domains as shown in Fig. 5.8a. Upon increasing
energy, spin waves become transversely (along Œ˙1;K! or ŒH;˙1! directions)
elongated ellipses [Fig. 5.8b]. Above 100meV, they start to split away from the AF
ordering wave vectors and finally form an anisotropic and asymmetric ring around
Q D .˙1;˙1/ [Fig. 5.8c–e]. The energy dependence of spin waves in Fig. 5.8f
shows three clear plumes of scattering arising from the in-plane AF zone centers
Q D (1, !2), (1, 0), and (1, 2) extending up to about 220meV and a clear spin
gap at the zone center. Such behavior is different with that in CaFe2As2, where
spin waves have ring like excitations. To fully describe the spin waves in BaFe2As2,
anisotropic spin wave damping parameters are used in the Heisenberg Hamiltonian
[93]. This model produces an energy dependence of the spin wave patterns and
dispersion consistent with the raw data [Fig. 5.8g, h]. Surprisingly, by warming up
to the paramagnetic tetragonal phase above TN D 138K, spin excitations are weaker
and broader than the spin waves at low temperature, but high-energy spin excitations
are hardly changed, suggesting anisotropic exchange couplings and the presence of
an electronic nematic phase [93]. Alternatively, the anisotropic paramagnetic spin
excitations can be understood by using dynamic meanfield theory or a biquadratic
spin-spin interactions [102–104]. As a function of increasing temperature, the total
fluctuating magnetic moments of BaFe2As2 are essentially unchanged on warming
from 7 to 290K, suggesting strong electron correlation effects [105, 106]. We note
that temperature dependence of the local moments changes dramatically in spin
waves of Fe1:1Te [107].
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many theorists believe that the magnetic excitations play an important role in the
mechanism of high-Tc superconductivity [6]. To test if this is indeed the case,
systematic investigation on the magnetic order and spin excitations throughout the
phase diagram of different families of iron-based superconductors is essential.

Over the past 28 years, much progress has been made in characterizing the
magnetism in cuprates [7–9]. It is well known that the parent compounds of copper
oxide superconductors are Mott insulators [10]. Superconductivity can be induced
by charge carrier doping within the Cu–O plane or away from it, resulting many
competing phases to superconductivity [10]. Due to the difficulty in single crystal
growth for cuprates, there are few inelastic neutron scattering experiments studying
spin excitations in the entire phase diagram from the undoped parent compounds to
heavily overdoped non-superconducting samples [11, 12].

Compared with copper oxide superconductors, a systematic investigation of
spin dynamics in iron pnictide superconductors has some unique advantages. For
example, superconductivity in the prototypical BaFe2As2 compound can be induced
by ionic substitution at any element, such as Ba by K/Na in hole doped system
[13, 14], Fe by Co or Ni in electron doped compounds [15, 16], as by P in the iso-
valent doped compounds [17]. Since large sized single crystals can be grown by
the self-flux method [18–20], doped BaFe2As2 provides an excellent opportunity
to study the evolution of spin excitations and its connection with superconductivity.
Moreover, for the available single crystals of parent compounds of the iron pnictides,
neutron scattering experiments reveal similar spin wave band-top around 220meV
[21]. This is easily accessible in the modern neutron time-of-flight spectrometers.

In this chapter, we review recent neutron scattering results on iron-based
superconductors, mainly focusing on the common features in spin dynamics of iron
pnictides. The rest of this chapter is organized as follows. We first present the results
on the static AF order and the detailed phase diagrams in Sect. 5.2, and then discuss
spin waves in the parent compounds for each system in Sect. 5.3. For the doped
compounds with superconductivity, we discuss the magnetic excitation spectra in
Sect. 5.4. The polarized neutron scattering results will be presented in Sect. 5.5.
Finally, we present a short summary in Sect. 5.6.
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We outline a general mechanism for orbital-selective Mott transition, the coexistence of both itinerant

and localized conduction electrons, and show how it can take place in a wide range of realistic situations,

even for bands of identical width and correlation, provided a crystal field splits the energy levels in

manifolds with different degeneracies and the exchange coupling is large enough to reduce orbital

fluctuations. The mechanism relies on the different kinetic energy in manifolds with different degeneracy.

This phase has Curie-Weiss susceptibility and non-Fermi-liquid behavior, which disappear at a critical

doping, all of which is reminiscent of the physics of the pnictides.
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The localization of electrons in partially filled bands due
to their mutual Coulomb repulsion, or Mott metal-insulator
transition, is perhaps the most striking effect of electron-
electron interaction and it escapes a proper description in
the standard one-body theory of solids. Only the develop-
ment of many-body methods like slave-particle mean fields
and dynamical mean-field theory [1] (DMFT) allowed to
draw a coherent picture at least for the single-band
Hubbard model, which accounts for many properties of
three-dimensional oxides [2].

In multiband systems the Mott physics is richer and still
lacks a complete understanding. The orbital-selective mott
transition (OSMT) (i.e., the possibility of localization of
part of the conduction electrons while the rest remains
itinerant) is a most interesting and unique feature. OSMT
has been evoked [3] as a possible explanation of the
seemingly mixed itinerant (metallic resistance) and local-
ized (Curie-Weiss magnetic susceptibility) character of
the conduction bands in the triplet-superconductor
Sr2!xCaxRuO4. This idea has attracted considerable atten-
tion and sparked a good deal of theoretical investigation
[4–7], uncovering a rich physics in which the Hund’s
coupling plays an important role [5,6] and non-Fermi-
liquid behavior is found in the metallic component [8].
Even if the occurrence of an OSMT in Sr2!xCaxRuO4

is still under debate [9–13], it is suggestive that other
anomalous superconductors like the K-BEDT organics
and the iron oxypnictides [14] have been considered as
possible realization of this physics [15], and that a k-space
selectivity has been evoked even for the high-Tc cuprates
[8,16].

Several distinct mechanisms that can lead to an OSMT
have been identified. The original and most obvious is that
the conduction electrons lie in separate nonhybridized cor-
related bands of different bandwidths [3], or that bands of

similar bandwidth have different intraband Coulomb re-
pulsion [17]. In Ref. [18] the crystal-field splitting of two
bands of equal bandwidth has been identified as a source of
the OSMT. By lightly doping the Mott insulator, electrons
populate the lower band, while the higher one will remain
half-filled and insulating, leading to an OSMT driven by
doping at incommensurate fillings. Unfortunately all these
situations, in which the OSMT arises, are quite specific.
In this Letter we identify and study a newmechanism for

the OSMT which brings it from a rare to a much more
plausible phenomenon. We consider a system in which a
crystal-field splitting divides the original degenerate mani-
fold in subsets with different degeneracy, the simplest
example being three levels split so that one level has
different energy with respect to the other two, that remain
degenerate (or nearly degenerate). In this case an OSMT
can take place even in the case of equal bandwidth and
Coulomb repulsion for all bands, and for commensurate
fillings. This phenomenon can be understood on the basis
our knowledge about Mott transitions for degenerate
bands. The critical interaction strength Uc for the Mott
transition is indeed larger for manifolds of bands with
larger degeneracy due to their increased kinetic energy
[19,20]. For example, in the SUðNÞ-orbital Hubbard model
Uc scales with N at large N, while, for fixed number of
bands, a Mott transition occurs at any integer filling [21,22]
and Uc is largest at half-filling and decreases moving away
from it. Therefore if the split manifolds were composed by
different number of levels and completely decoupled they
would definitely undergo Mott transitions at distinct values
of U. Here we show how this survives when the manifolds
are coupled by an interband Coulomb repulsion and a spin-
spin exchange interaction, identifying the role of the latter
and of the crystal field to suppress orbital fluctuations,
leading to an effective orbital decoupling.
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The localization of electrons in partially filled bands due
to their mutual Coulomb repulsion, or Mott metal-insulator
transition, is perhaps the most striking effect of electron-
electron interaction and it escapes a proper description in
the standard one-body theory of solids. Only the develop-
ment of many-body methods like slave-particle mean fields
and dynamical mean-field theory [1] (DMFT) allowed to
draw a coherent picture at least for the single-band
Hubbard model, which accounts for many properties of
three-dimensional oxides [2].

In multiband systems the Mott physics is richer and still
lacks a complete understanding. The orbital-selective mott
transition (OSMT) (i.e., the possibility of localization of
part of the conduction electrons while the rest remains
itinerant) is a most interesting and unique feature. OSMT
has been evoked [3] as a possible explanation of the
seemingly mixed itinerant (metallic resistance) and local-
ized (Curie-Weiss magnetic susceptibility) character of
the conduction bands in the triplet-superconductor
Sr2!xCaxRuO4. This idea has attracted considerable atten-
tion and sparked a good deal of theoretical investigation
[4–7], uncovering a rich physics in which the Hund’s
coupling plays an important role [5,6] and non-Fermi-
liquid behavior is found in the metallic component [8].
Even if the occurrence of an OSMT in Sr2!xCaxRuO4

is still under debate [9–13], it is suggestive that other
anomalous superconductors like the K-BEDT organics
and the iron oxypnictides [14] have been considered as
possible realization of this physics [15], and that a k-space
selectivity has been evoked even for the high-Tc cuprates
[8,16].

Several distinct mechanisms that can lead to an OSMT
have been identified. The original and most obvious is that
the conduction electrons lie in separate nonhybridized cor-
related bands of different bandwidths [3], or that bands of

similar bandwidth have different intraband Coulomb re-
pulsion [17]. In Ref. [18] the crystal-field splitting of two
bands of equal bandwidth has been identified as a source of
the OSMT. By lightly doping the Mott insulator, electrons
populate the lower band, while the higher one will remain
half-filled and insulating, leading to an OSMT driven by
doping at incommensurate fillings. Unfortunately all these
situations, in which the OSMT arises, are quite specific.
In this Letter we identify and study a newmechanism for

the OSMT which brings it from a rare to a much more
plausible phenomenon. We consider a system in which a
crystal-field splitting divides the original degenerate mani-
fold in subsets with different degeneracy, the simplest
example being three levels split so that one level has
different energy with respect to the other two, that remain
degenerate (or nearly degenerate). In this case an OSMT
can take place even in the case of equal bandwidth and
Coulomb repulsion for all bands, and for commensurate
fillings. This phenomenon can be understood on the basis
our knowledge about Mott transitions for degenerate
bands. The critical interaction strength Uc for the Mott
transition is indeed larger for manifolds of bands with
larger degeneracy due to their increased kinetic energy
[19,20]. For example, in the SUðNÞ-orbital Hubbard model
Uc scales with N at large N, while, for fixed number of
bands, a Mott transition occurs at any integer filling [21,22]
and Uc is largest at half-filling and decreases moving away
from it. Therefore if the split manifolds were composed by
different number of levels and completely decoupled they
would definitely undergo Mott transitions at distinct values
of U. Here we show how this survives when the manifolds
are coupled by an interband Coulomb repulsion and a spin-
spin exchange interaction, identifying the role of the latter
and of the crystal field to suppress orbital fluctuations,
leading to an effective orbital decoupling.
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The localization of electrons in partially filled bands due
to their mutual Coulomb repulsion, or Mott metal-insulator
transition, is perhaps the most striking effect of electron-
electron interaction and it escapes a proper description in
the standard one-body theory of solids. Only the develop-
ment of many-body methods like slave-particle mean fields
and dynamical mean-field theory [1] (DMFT) allowed to
draw a coherent picture at least for the single-band
Hubbard model, which accounts for many properties of
three-dimensional oxides [2].

In multiband systems the Mott physics is richer and still
lacks a complete understanding. The orbital-selective mott
transition (OSMT) (i.e., the possibility of localization of
part of the conduction electrons while the rest remains
itinerant) is a most interesting and unique feature. OSMT
has been evoked [3] as a possible explanation of the
seemingly mixed itinerant (metallic resistance) and local-
ized (Curie-Weiss magnetic susceptibility) character of
the conduction bands in the triplet-superconductor
Sr2!xCaxRuO4. This idea has attracted considerable atten-
tion and sparked a good deal of theoretical investigation
[4–7], uncovering a rich physics in which the Hund’s
coupling plays an important role [5,6] and non-Fermi-
liquid behavior is found in the metallic component [8].
Even if the occurrence of an OSMT in Sr2!xCaxRuO4

is still under debate [9–13], it is suggestive that other
anomalous superconductors like the K-BEDT organics
and the iron oxypnictides [14] have been considered as
possible realization of this physics [15], and that a k-space
selectivity has been evoked even for the high-Tc cuprates
[8,16].

Several distinct mechanisms that can lead to an OSMT
have been identified. The original and most obvious is that
the conduction electrons lie in separate nonhybridized cor-
related bands of different bandwidths [3], or that bands of

similar bandwidth have different intraband Coulomb re-
pulsion [17]. In Ref. [18] the crystal-field splitting of two
bands of equal bandwidth has been identified as a source of
the OSMT. By lightly doping the Mott insulator, electrons
populate the lower band, while the higher one will remain
half-filled and insulating, leading to an OSMT driven by
doping at incommensurate fillings. Unfortunately all these
situations, in which the OSMT arises, are quite specific.
In this Letter we identify and study a newmechanism for

the OSMT which brings it from a rare to a much more
plausible phenomenon. We consider a system in which a
crystal-field splitting divides the original degenerate mani-
fold in subsets with different degeneracy, the simplest
example being three levels split so that one level has
different energy with respect to the other two, that remain
degenerate (or nearly degenerate). In this case an OSMT
can take place even in the case of equal bandwidth and
Coulomb repulsion for all bands, and for commensurate
fillings. This phenomenon can be understood on the basis
our knowledge about Mott transitions for degenerate
bands. The critical interaction strength Uc for the Mott
transition is indeed larger for manifolds of bands with
larger degeneracy due to their increased kinetic energy
[19,20]. For example, in the SUðNÞ-orbital Hubbard model
Uc scales with N at large N, while, for fixed number of
bands, a Mott transition occurs at any integer filling [21,22]
and Uc is largest at half-filling and decreases moving away
from it. Therefore if the split manifolds were composed by
different number of levels and completely decoupled they
would definitely undergo Mott transitions at distinct values
of U. Here we show how this survives when the manifolds
are coupled by an interband Coulomb repulsion and a spin-
spin exchange interaction, identifying the role of the latter
and of the crystal field to suppress orbital fluctuations,
leading to an effective orbital decoupling.
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half-filled and insulating, leading to an OSMT driven by
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example being three levels split so that one level has
different energy with respect to the other two, that remain
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can take place even in the case of equal bandwidth and
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our knowledge about Mott transitions for degenerate
bands. The critical interaction strength Uc for the Mott
transition is indeed larger for manifolds of bands with
larger degeneracy due to their increased kinetic energy
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Uc scales with N at large N, while, for fixed number of
bands, a Mott transition occurs at any integer filling [21,22]
and Uc is largest at half-filling and decreases moving away
from it. Therefore if the split manifolds were composed by
different number of levels and completely decoupled they
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transition, is perhaps the most striking effect of electron-
electron interaction and it escapes a proper description in
the standard one-body theory of solids. Only the develop-
ment of many-body methods like slave-particle mean fields
and dynamical mean-field theory [1] (DMFT) allowed to
draw a coherent picture at least for the single-band
Hubbard model, which accounts for many properties of
three-dimensional oxides [2].

In multiband systems the Mott physics is richer and still
lacks a complete understanding. The orbital-selective mott
transition (OSMT) (i.e., the possibility of localization of
part of the conduction electrons while the rest remains
itinerant) is a most interesting and unique feature. OSMT
has been evoked [3] as a possible explanation of the
seemingly mixed itinerant (metallic resistance) and local-
ized (Curie-Weiss magnetic susceptibility) character of
the conduction bands in the triplet-superconductor
Sr2!xCaxRuO4. This idea has attracted considerable atten-
tion and sparked a good deal of theoretical investigation
[4–7], uncovering a rich physics in which the Hund’s
coupling plays an important role [5,6] and non-Fermi-
liquid behavior is found in the metallic component [8].
Even if the occurrence of an OSMT in Sr2!xCaxRuO4

is still under debate [9–13], it is suggestive that other
anomalous superconductors like the K-BEDT organics
and the iron oxypnictides [14] have been considered as
possible realization of this physics [15], and that a k-space
selectivity has been evoked even for the high-Tc cuprates
[8,16].

Several distinct mechanisms that can lead to an OSMT
have been identified. The original and most obvious is that
the conduction electrons lie in separate nonhybridized cor-
related bands of different bandwidths [3], or that bands of

similar bandwidth have different intraband Coulomb re-
pulsion [17]. In Ref. [18] the crystal-field splitting of two
bands of equal bandwidth has been identified as a source of
the OSMT. By lightly doping the Mott insulator, electrons
populate the lower band, while the higher one will remain
half-filled and insulating, leading to an OSMT driven by
doping at incommensurate fillings. Unfortunately all these
situations, in which the OSMT arises, are quite specific.
In this Letter we identify and study a newmechanism for

the OSMT which brings it from a rare to a much more
plausible phenomenon. We consider a system in which a
crystal-field splitting divides the original degenerate mani-
fold in subsets with different degeneracy, the simplest
example being three levels split so that one level has
different energy with respect to the other two, that remain
degenerate (or nearly degenerate). In this case an OSMT
can take place even in the case of equal bandwidth and
Coulomb repulsion for all bands, and for commensurate
fillings. This phenomenon can be understood on the basis
our knowledge about Mott transitions for degenerate
bands. The critical interaction strength Uc for the Mott
transition is indeed larger for manifolds of bands with
larger degeneracy due to their increased kinetic energy
[19,20]. For example, in the SUðNÞ-orbital Hubbard model
Uc scales with N at large N, while, for fixed number of
bands, a Mott transition occurs at any integer filling [21,22]
and Uc is largest at half-filling and decreases moving away
from it. Therefore if the split manifolds were composed by
different number of levels and completely decoupled they
would definitely undergo Mott transitions at distinct values
of U. Here we show how this survives when the manifolds
are coupled by an interband Coulomb repulsion and a spin-
spin exchange interaction, identifying the role of the latter
and of the crystal field to suppress orbital fluctuations,
leading to an effective orbital decoupling.
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The localization of electrons in partially filled bands due
to their mutual Coulomb repulsion, or Mott metal-insulator
transition, is perhaps the most striking effect of electron-
electron interaction and it escapes a proper description in
the standard one-body theory of solids. Only the develop-
ment of many-body methods like slave-particle mean fields
and dynamical mean-field theory [1] (DMFT) allowed to
draw a coherent picture at least for the single-band
Hubbard model, which accounts for many properties of
three-dimensional oxides [2].

In multiband systems the Mott physics is richer and still
lacks a complete understanding. The orbital-selective mott
transition (OSMT) (i.e., the possibility of localization of
part of the conduction electrons while the rest remains
itinerant) is a most interesting and unique feature. OSMT
has been evoked [3] as a possible explanation of the
seemingly mixed itinerant (metallic resistance) and local-
ized (Curie-Weiss magnetic susceptibility) character of
the conduction bands in the triplet-superconductor
Sr2!xCaxRuO4. This idea has attracted considerable atten-
tion and sparked a good deal of theoretical investigation
[4–7], uncovering a rich physics in which the Hund’s
coupling plays an important role [5,6] and non-Fermi-
liquid behavior is found in the metallic component [8].
Even if the occurrence of an OSMT in Sr2!xCaxRuO4

is still under debate [9–13], it is suggestive that other
anomalous superconductors like the K-BEDT organics
and the iron oxypnictides [14] have been considered as
possible realization of this physics [15], and that a k-space
selectivity has been evoked even for the high-Tc cuprates
[8,16].

Several distinct mechanisms that can lead to an OSMT
have been identified. The original and most obvious is that
the conduction electrons lie in separate nonhybridized cor-
related bands of different bandwidths [3], or that bands of

similar bandwidth have different intraband Coulomb re-
pulsion [17]. In Ref. [18] the crystal-field splitting of two
bands of equal bandwidth has been identified as a source of
the OSMT. By lightly doping the Mott insulator, electrons
populate the lower band, while the higher one will remain
half-filled and insulating, leading to an OSMT driven by
doping at incommensurate fillings. Unfortunately all these
situations, in which the OSMT arises, are quite specific.
In this Letter we identify and study a newmechanism for

the OSMT which brings it from a rare to a much more
plausible phenomenon. We consider a system in which a
crystal-field splitting divides the original degenerate mani-
fold in subsets with different degeneracy, the simplest
example being three levels split so that one level has
different energy with respect to the other two, that remain
degenerate (or nearly degenerate). In this case an OSMT
can take place even in the case of equal bandwidth and
Coulomb repulsion for all bands, and for commensurate
fillings. This phenomenon can be understood on the basis
our knowledge about Mott transitions for degenerate
bands. The critical interaction strength Uc for the Mott
transition is indeed larger for manifolds of bands with
larger degeneracy due to their increased kinetic energy
[19,20]. For example, in the SUðNÞ-orbital Hubbard model
Uc scales with N at large N, while, for fixed number of
bands, a Mott transition occurs at any integer filling [21,22]
and Uc is largest at half-filling and decreases moving away
from it. Therefore if the split manifolds were composed by
different number of levels and completely decoupled they
would definitely undergo Mott transitions at distinct values
of U. Here we show how this survives when the manifolds
are coupled by an interband Coulomb repulsion and a spin-
spin exchange interaction, identifying the role of the latter
and of the crystal field to suppress orbital fluctuations,
leading to an effective orbital decoupling.
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The localization of electrons in partially filled bands due
to their mutual Coulomb repulsion, or Mott metal-insulator
transition, is perhaps the most striking effect of electron-
electron interaction and it escapes a proper description in
the standard one-body theory of solids. Only the develop-
ment of many-body methods like slave-particle mean fields
and dynamical mean-field theory [1] (DMFT) allowed to
draw a coherent picture at least for the single-band
Hubbard model, which accounts for many properties of
three-dimensional oxides [2].

In multiband systems the Mott physics is richer and still
lacks a complete understanding. The orbital-selective mott
transition (OSMT) (i.e., the possibility of localization of
part of the conduction electrons while the rest remains
itinerant) is a most interesting and unique feature. OSMT
has been evoked [3] as a possible explanation of the
seemingly mixed itinerant (metallic resistance) and local-
ized (Curie-Weiss magnetic susceptibility) character of
the conduction bands in the triplet-superconductor
Sr2!xCaxRuO4. This idea has attracted considerable atten-
tion and sparked a good deal of theoretical investigation
[4–7], uncovering a rich physics in which the Hund’s
coupling plays an important role [5,6] and non-Fermi-
liquid behavior is found in the metallic component [8].
Even if the occurrence of an OSMT in Sr2!xCaxRuO4

is still under debate [9–13], it is suggestive that other
anomalous superconductors like the K-BEDT organics
and the iron oxypnictides [14] have been considered as
possible realization of this physics [15], and that a k-space
selectivity has been evoked even for the high-Tc cuprates
[8,16].

Several distinct mechanisms that can lead to an OSMT
have been identified. The original and most obvious is that
the conduction electrons lie in separate nonhybridized cor-
related bands of different bandwidths [3], or that bands of

similar bandwidth have different intraband Coulomb re-
pulsion [17]. In Ref. [18] the crystal-field splitting of two
bands of equal bandwidth has been identified as a source of
the OSMT. By lightly doping the Mott insulator, electrons
populate the lower band, while the higher one will remain
half-filled and insulating, leading to an OSMT driven by
doping at incommensurate fillings. Unfortunately all these
situations, in which the OSMT arises, are quite specific.
In this Letter we identify and study a newmechanism for

the OSMT which brings it from a rare to a much more
plausible phenomenon. We consider a system in which a
crystal-field splitting divides the original degenerate mani-
fold in subsets with different degeneracy, the simplest
example being three levels split so that one level has
different energy with respect to the other two, that remain
degenerate (or nearly degenerate). In this case an OSMT
can take place even in the case of equal bandwidth and
Coulomb repulsion for all bands, and for commensurate
fillings. This phenomenon can be understood on the basis
our knowledge about Mott transitions for degenerate
bands. The critical interaction strength Uc for the Mott
transition is indeed larger for manifolds of bands with
larger degeneracy due to their increased kinetic energy
[19,20]. For example, in the SUðNÞ-orbital Hubbard model
Uc scales with N at large N, while, for fixed number of
bands, a Mott transition occurs at any integer filling [21,22]
and Uc is largest at half-filling and decreases moving away
from it. Therefore if the split manifolds were composed by
different number of levels and completely decoupled they
would definitely undergo Mott transitions at distinct values
of U. Here we show how this survives when the manifolds
are coupled by an interband Coulomb repulsion and a spin-
spin exchange interaction, identifying the role of the latter
and of the crystal field to suppress orbital fluctuations,
leading to an effective orbital decoupling.
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The localization of electrons in partially filled bands due
to their mutual Coulomb repulsion, or Mott metal-insulator
transition, is perhaps the most striking effect of electron-
electron interaction and it escapes a proper description in
the standard one-body theory of solids. Only the develop-
ment of many-body methods like slave-particle mean fields
and dynamical mean-field theory [1] (DMFT) allowed to
draw a coherent picture at least for the single-band
Hubbard model, which accounts for many properties of
three-dimensional oxides [2].

In multiband systems the Mott physics is richer and still
lacks a complete understanding. The orbital-selective mott
transition (OSMT) (i.e., the possibility of localization of
part of the conduction electrons while the rest remains
itinerant) is a most interesting and unique feature. OSMT
has been evoked [3] as a possible explanation of the
seemingly mixed itinerant (metallic resistance) and local-
ized (Curie-Weiss magnetic susceptibility) character of
the conduction bands in the triplet-superconductor
Sr2!xCaxRuO4. This idea has attracted considerable atten-
tion and sparked a good deal of theoretical investigation
[4–7], uncovering a rich physics in which the Hund’s
coupling plays an important role [5,6] and non-Fermi-
liquid behavior is found in the metallic component [8].
Even if the occurrence of an OSMT in Sr2!xCaxRuO4

is still under debate [9–13], it is suggestive that other
anomalous superconductors like the K-BEDT organics
and the iron oxypnictides [14] have been considered as
possible realization of this physics [15], and that a k-space
selectivity has been evoked even for the high-Tc cuprates
[8,16].

Several distinct mechanisms that can lead to an OSMT
have been identified. The original and most obvious is that
the conduction electrons lie in separate nonhybridized cor-
related bands of different bandwidths [3], or that bands of

similar bandwidth have different intraband Coulomb re-
pulsion [17]. In Ref. [18] the crystal-field splitting of two
bands of equal bandwidth has been identified as a source of
the OSMT. By lightly doping the Mott insulator, electrons
populate the lower band, while the higher one will remain
half-filled and insulating, leading to an OSMT driven by
doping at incommensurate fillings. Unfortunately all these
situations, in which the OSMT arises, are quite specific.
In this Letter we identify and study a newmechanism for

the OSMT which brings it from a rare to a much more
plausible phenomenon. We consider a system in which a
crystal-field splitting divides the original degenerate mani-
fold in subsets with different degeneracy, the simplest
example being three levels split so that one level has
different energy with respect to the other two, that remain
degenerate (or nearly degenerate). In this case an OSMT
can take place even in the case of equal bandwidth and
Coulomb repulsion for all bands, and for commensurate
fillings. This phenomenon can be understood on the basis
our knowledge about Mott transitions for degenerate
bands. The critical interaction strength Uc for the Mott
transition is indeed larger for manifolds of bands with
larger degeneracy due to their increased kinetic energy
[19,20]. For example, in the SUðNÞ-orbital Hubbard model
Uc scales with N at large N, while, for fixed number of
bands, a Mott transition occurs at any integer filling [21,22]
and Uc is largest at half-filling and decreases moving away
from it. Therefore if the split manifolds were composed by
different number of levels and completely decoupled they
would definitely undergo Mott transitions at distinct values
of U. Here we show how this survives when the manifolds
are coupled by an interband Coulomb repulsion and a spin-
spin exchange interaction, identifying the role of the latter
and of the crystal field to suppress orbital fluctuations,
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even for bands of identical width and correlation, provided a crystal field splits the energy levels in

manifolds with different degeneracies and the exchange coupling is large enough to reduce orbital

fluctuations. The mechanism relies on the different kinetic energy in manifolds with different degeneracy.
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The localization of electrons in partially filled bands due
to their mutual Coulomb repulsion, or Mott metal-insulator
transition, is perhaps the most striking effect of electron-
electron interaction and it escapes a proper description in
the standard one-body theory of solids. Only the develop-
ment of many-body methods like slave-particle mean fields
and dynamical mean-field theory [1] (DMFT) allowed to
draw a coherent picture at least for the single-band
Hubbard model, which accounts for many properties of
three-dimensional oxides [2].

In multiband systems the Mott physics is richer and still
lacks a complete understanding. The orbital-selective mott
transition (OSMT) (i.e., the possibility of localization of
part of the conduction electrons while the rest remains
itinerant) is a most interesting and unique feature. OSMT
has been evoked [3] as a possible explanation of the
seemingly mixed itinerant (metallic resistance) and local-
ized (Curie-Weiss magnetic susceptibility) character of
the conduction bands in the triplet-superconductor
Sr2!xCaxRuO4. This idea has attracted considerable atten-
tion and sparked a good deal of theoretical investigation
[4–7], uncovering a rich physics in which the Hund’s
coupling plays an important role [5,6] and non-Fermi-
liquid behavior is found in the metallic component [8].
Even if the occurrence of an OSMT in Sr2!xCaxRuO4

is still under debate [9–13], it is suggestive that other
anomalous superconductors like the K-BEDT organics
and the iron oxypnictides [14] have been considered as
possible realization of this physics [15], and that a k-space
selectivity has been evoked even for the high-Tc cuprates
[8,16].

Several distinct mechanisms that can lead to an OSMT
have been identified. The original and most obvious is that
the conduction electrons lie in separate nonhybridized cor-
related bands of different bandwidths [3], or that bands of

similar bandwidth have different intraband Coulomb re-
pulsion [17]. In Ref. [18] the crystal-field splitting of two
bands of equal bandwidth has been identified as a source of
the OSMT. By lightly doping the Mott insulator, electrons
populate the lower band, while the higher one will remain
half-filled and insulating, leading to an OSMT driven by
doping at incommensurate fillings. Unfortunately all these
situations, in which the OSMT arises, are quite specific.
In this Letter we identify and study a newmechanism for

the OSMT which brings it from a rare to a much more
plausible phenomenon. We consider a system in which a
crystal-field splitting divides the original degenerate mani-
fold in subsets with different degeneracy, the simplest
example being three levels split so that one level has
different energy with respect to the other two, that remain
degenerate (or nearly degenerate). In this case an OSMT
can take place even in the case of equal bandwidth and
Coulomb repulsion for all bands, and for commensurate
fillings. This phenomenon can be understood on the basis
our knowledge about Mott transitions for degenerate
bands. The critical interaction strength Uc for the Mott
transition is indeed larger for manifolds of bands with
larger degeneracy due to their increased kinetic energy
[19,20]. For example, in the SUðNÞ-orbital Hubbard model
Uc scales with N at large N, while, for fixed number of
bands, a Mott transition occurs at any integer filling [21,22]
and Uc is largest at half-filling and decreases moving away
from it. Therefore if the split manifolds were composed by
different number of levels and completely decoupled they
would definitely undergo Mott transitions at distinct values
of U. Here we show how this survives when the manifolds
are coupled by an interband Coulomb repulsion and a spin-
spin exchange interaction, identifying the role of the latter
and of the crystal field to suppress orbital fluctuations,
leading to an effective orbital decoupling.
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transition, is perhaps the most striking effect of electron-
electron interaction and it escapes a proper description in
the standard one-body theory of solids. Only the develop-
ment of many-body methods like slave-particle mean fields
and dynamical mean-field theory [1] (DMFT) allowed to
draw a coherent picture at least for the single-band
Hubbard model, which accounts for many properties of
three-dimensional oxides [2].

In multiband systems the Mott physics is richer and still
lacks a complete understanding. The orbital-selective mott
transition (OSMT) (i.e., the possibility of localization of
part of the conduction electrons while the rest remains
itinerant) is a most interesting and unique feature. OSMT
has been evoked [3] as a possible explanation of the
seemingly mixed itinerant (metallic resistance) and local-
ized (Curie-Weiss magnetic susceptibility) character of
the conduction bands in the triplet-superconductor
Sr2!xCaxRuO4. This idea has attracted considerable atten-
tion and sparked a good deal of theoretical investigation
[4–7], uncovering a rich physics in which the Hund’s
coupling plays an important role [5,6] and non-Fermi-
liquid behavior is found in the metallic component [8].
Even if the occurrence of an OSMT in Sr2!xCaxRuO4

is still under debate [9–13], it is suggestive that other
anomalous superconductors like the K-BEDT organics
and the iron oxypnictides [14] have been considered as
possible realization of this physics [15], and that a k-space
selectivity has been evoked even for the high-Tc cuprates
[8,16].

Several distinct mechanisms that can lead to an OSMT
have been identified. The original and most obvious is that
the conduction electrons lie in separate nonhybridized cor-
related bands of different bandwidths [3], or that bands of

similar bandwidth have different intraband Coulomb re-
pulsion [17]. In Ref. [18] the crystal-field splitting of two
bands of equal bandwidth has been identified as a source of
the OSMT. By lightly doping the Mott insulator, electrons
populate the lower band, while the higher one will remain
half-filled and insulating, leading to an OSMT driven by
doping at incommensurate fillings. Unfortunately all these
situations, in which the OSMT arises, are quite specific.
In this Letter we identify and study a newmechanism for

the OSMT which brings it from a rare to a much more
plausible phenomenon. We consider a system in which a
crystal-field splitting divides the original degenerate mani-
fold in subsets with different degeneracy, the simplest
example being three levels split so that one level has
different energy with respect to the other two, that remain
degenerate (or nearly degenerate). In this case an OSMT
can take place even in the case of equal bandwidth and
Coulomb repulsion for all bands, and for commensurate
fillings. This phenomenon can be understood on the basis
our knowledge about Mott transitions for degenerate
bands. The critical interaction strength Uc for the Mott
transition is indeed larger for manifolds of bands with
larger degeneracy due to their increased kinetic energy
[19,20]. For example, in the SUðNÞ-orbital Hubbard model
Uc scales with N at large N, while, for fixed number of
bands, a Mott transition occurs at any integer filling [21,22]
and Uc is largest at half-filling and decreases moving away
from it. Therefore if the split manifolds were composed by
different number of levels and completely decoupled they
would definitely undergo Mott transitions at distinct values
of U. Here we show how this survives when the manifolds
are coupled by an interband Coulomb repulsion and a spin-
spin exchange interaction, identifying the role of the latter
and of the crystal field to suppress orbital fluctuations,
leading to an effective orbital decoupling.
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Using angle-resolved photoemission spectroscopy, we observe the low-temperature state of the

AxFe2-ySe2 (A ¼ K, Rb) superconductors to exhibit an orbital-dependent renormalization of the bands

near the Fermi level—the dxy bands heavily renormalized compared to the dxz=dyz bands. Upon raising

the temperature to above 150 K, the system evolves into a state in which the dxy bands have depleted

spectral weight while the dxz=dyz bands remain metallic. Combined with theoretical calculations, our

observations can be consistently understood as a temperature-induced crossover from a metallic state at

low temperatures to an orbital-selective Mott phase at high temperatures. Moreover, the fact that the

superconducting state of AxFe2-ySe2 is near the boundary of such an orbital-selective Mott phase

constrains the system to have sufficiently strong on-site Coulomb interactions and Hund’s coupling,

highlighting the nontrivial role of electron correlation in this family of iron-based superconductors.

DOI: 10.1103/PhysRevLett.110.067003 PACS numbers: 74.70.Xa, 71.30.+h, 74.25.Jb, 79.60."i

Electron correlation remains a central focus in the study
of high-temperature superconductors. The strongly corre-
lated cuprate superconductors are understood as doped
Mott insulators (MI) [1], while the iron-based supercon-
ductors (FeSCs) have been found to be moderately corre-
lated [2–4]. While the different FeSC families share the
common Fe 3d low energy electronic structure, they vary
in physical properties such as ordered magnetic moment
and effective mass [5]. Electron correlation systematically
varies from weak to moderate from the phosphides to the
arsenides and to the Fe(Te,Se) chalcogenides, where heavy
band renormalization [6,7] and polaronic behaviors [8]
have been observed. However, even in the Fe(Te,Se)
family, resistivity remains metallic [9]. The newest chal-
cogenide superconductors, AxFe2-ySe2 (A ¼ alkali metal)
[10–14] (AFS), with a large moment of 3:3!B [15], is the
first FeSC family to exhibit insulating behavior in its
phase diagram, which may suggest stronger correlation
for certain doping regime.

Another important factor for understanding the FeSCs
is their multiorbital nature. In such a system, orbital-
dependent behavior as well as competition between inter-
and intraorbital interactions could play a critical role in
determining their physical properties. Theoretical models
have considered correlation effects in the bad metal regime
in terms of an incipient Mott picture [5,16–18], and the

proximity to the Mott transition may be orbital dependent
even for orbitally independent Coulomb interactions
[19,20]. What arises from the model is an orbital-selective
Mott phase (OSMP), in which some orbitals are Mott
localized while others remain itinerant. First introduced
in the context of the Ca2"xSrxRuO4 system [21], an OSMP
may result from both the orbital-dependent kinetic energy
and the combined effects of the Hund’s coupling and
crystal level splittings [22,23]. An OSMP links naturally
with models of coexisting itinerant and localized electrons
that have been proposed to compensate for the shortcom-
ings of both strong coupling and weak coupling approaches
[24,25]. However, to date, there has been no experimental
evidence for OSMP in any FeSC.
In this Letter, we present angle-resolved photoemission

spectroscopy (ARPES) data from two superconducting
AFSs, KxFe2-ySe2 (KFS), and RbxFe2-ySe2 (RFS), with
TC of 32 and 31 K, respectively, as well as insulating
and intermediate AFSs (see Supplemental Material [26]).
We observe the superconducting AFSs undergoing a
temperature-induced crossover from a metallic state in
which all three t2g orbitals (dxy, dxz and dyz) are present
near the Fermi level (EF) to a state in which the dxy bands
have diminished spectral weight while the dxz=dyz bands
remain metallic. In addition, the intermediate doping
shows stronger correlation than the superconducting
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temperatures, which clearly has a deeper band bottom than
the shallower dxy band. In addition, we have artificially
introduced a 210 K thermal broadening to the 30 K spectra
as shown in the last column of Fig. 2. The clear contrast to
the 210 K data rules out a trivial thermal broadening as an
origin for the observed diminishing of dxy spectral weight.

To evaluate this behavior quantitatively, we analyze
the temperature dependence of the EDCs at the X-point
[Fig. 3(c)]. At all temperatures, there is a large hump
background corresponding to the holelike dispersion at
!" 0:12 eV. At low temperatures, there is another peak
around "0:05 eV corresponding to the dxy band bottom.
We fit these EDCs with a Gaussian for the hump back-
ground and a Lorentzian for the dxy band. The integrated
spectral weight for the fitted dxy peak is plotted in Fig. 3(d),
which decreases toward zero with increasing temperature,
seen as a nontrivial drop between 100 and 200 K. As an
independent check against trivial thermal effect, we
choose small regions in the spectral image [marked in
Figs. 3(a) and 3(b)] dominated by dxy (blue), dyz (green),
mixed dxy=dxz (magenta), and mixed dxy=dyz (cyan)
characters and plot their integrated intensities as a function
of temperature [Fig. 3(e)]. The spectral weight from
dxy-dominated region rapidly decreases, consistent with
the fitted result in Fig. 3(d), while that of dyz-dominated
region does not drop in a similar manner. The regions of
mixed orbitals show a slower diminishing spectral weight
compared to that for dxy, reflecting the contributions from
both dxz=dyz and dxy orbitals. Although this method has the

uncertainty of small leakage of other orbitals into the chosen
regions, which is the likely cause of the finite residual value
for the dxy curve, the contrasting behavior of the dxy versus
dxz=dyz orbitals is clearly demonstrated. A temperature
cycle test was performed to exclude the possibility of sam-
ple aging (see Supplemental Material [26]). Measurements
on the sister compound RFS reveal similar behavior
(Supplemental Material [26]), suggesting the generality of
this phenomenon in this family of superconductors. This
observation of a selected orbital that loses coherent spectral
weight while the others remain metallic is reminiscent of a
crossover into an OSMP in which selected orbitals become
Mott localized while others remain metallic.
To further understand this phenomenon, we perform

theoretical calculations based on a five-orbital Hubbard
model to study the metal-to-insulator transition in the
paramagnetic phase using a slave-spin mean-field method
[33,34]. At commensurate electron filling n ¼ 6 per Fe
(corresponding to Fe2þ of the parent FeSC), we find the
ground state of the system to be a metal, an OSMP, or a MI
depending on the intraorbital repulsion U and the Hund’s
coupling J. Furthermore, the metal-to-insulator transition
can be triggered by increasing temperature [Fig. 4(a)] due
to the larger entropy of the insulating phase. At a fixed
interaction strength [within a certain range, Fig. 4(a)], the
system goes from a metal to an OSMP and then to a MI
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(d) The integrated Lorentzian spectral weight is plotted against
temperature. (e) Temperature dependence of the averaged inten-
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subtracted. The resulting temperature-dependent curve is then
normalized by the initial value. The blue (green) region has
dominant spectral weight from the dxy (dyz) band, whereas the
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Understanding the origin of high-temperature superconductivity in copper- and iron-based

materials is one of the outstanding tasks of current research in condensed matter physics.

Even the normal metallic state of these materials exhibits unusual properties. Here we report

on a hierarchy of temperatures TcoTgapoTmet in superconducting Rb1! xFe2! ySe2 observed

by THz spectroscopy (Tc¼ critical temperature of the superconducting phase; Tgap¼
temperature below which an excitation gap opens; Tmet¼ temperature below which a metallic

optical response occurs). Above Tmet¼ 90 K the material reveals semiconducting char-

acteristics. Below Tmet a coherent metallic THz response emerges. This metal-to-insulator-

type, orbital-selective transition is indicated by an isosbestic point in the temperature

dependence of the optical conductivity and dielectric constant at THz frequencies. At

Tgap¼ 61 K, a gap opens in the THz regime and then the superconducting transition occurs at

Tc¼ 32 K. This sequence of temperatures seems to reflect a corresponding hierarchy of the

electronic correlations in different bands.
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Se content x dependence of electron correlation strength in Fe1+yTe1-xSex 
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The iron chalcogenide Fe1+yTe1-xSex on the Te-rich side is known to exhibit the strongest electron 
correlations among the Fe-based superconductors, and is non-superconducting for x < 0.1. In order to 
understand the origin of such behaviors, we have performed ARPES studies of Fe1+yTe1-xSex (x = 0, 
0.1, 0.2, and 0.4). The obtained mass renormalization factors for different energy bands are 
qualitatively consistent with DFT + DMFT calculations. Our results provide evidence for strong 
orbital dependence of mass renormalization, and systematic data which help us to resolve 
inconsistencies with other experimental data. The unusually strong orbital dependence of mass 
renormalization in Te-rich Fe1+yTe1-xSex arises from the dominant contribution to the Fermi surface 
of the dxy band, which is the most strongly correlated and may contribute to the suppression of 
superconductivity. 
 
Introduction 

Although all the iron pnictide and iron 
chalcogenide superconductors share the same 
Fe-pnictogen/chalcogen layers [1], significant 
variations have been observed in their physical 
properties such as ordered magnetic moments, 
effective band masses, superconducting gaps, 
and transition temperatures [2]. In the cuprates, 
strong electron correlations play a vital role in 
their unusual physical properties while it is still 
unclear as to what extent electron correlations 
affect the physical properties including the 
superconductivity of the iron-based 
superconductors. From the theoretical side, 
combined density functional theory and 
dynamical mean-field theory [3] (DFT + 
DMFT) studies have addressed this issue [2, 4]. 
FeTe1-xSex, so-called 11 system, has the 
simplest crystal structure among the 
iron-based superconductors, consisting only of 
FeSe/FeTe layers without intervening layers 
found in the other families [5-7]. 
Superconductivity occurs between x = 0.1 and 
x = 1, as shown in Fig. 1 [8, 9]. Thus, 
FeTe1-xSex is an ideal system to gain deeper 
insight into the origin of the superconductivity 
and how electron correlations influence it. 
According to the DFT + DMFT calculation [2], 
the end member FeTe is predicted to exhibit 
the strongest electron correlations and 
strongest orbital dependence among the 
iron-based superconductors. FeSe, on the other 

hand, shows only moderate electron correlations 
and orbital dependence, comparable to those in 
the other iron-based superconductors. It is also 
interesting to note that FeSe is a superconductor 
[10-12] while FeTe is an antiferromagnetic 
metal [13, 14]. It seems that intermediate 
correlation strength and large orbital degeneracy 
are required for superconductivity, and that too 
strong electron correlations and orbital 
differentiation may deteriorate 
superconductivity as seen for FeTe [2, 15]. The 
obvious difference between FeTe and FeSe is 

FIG. 1. Phase diagram of Fe1+yTe1-xSex based on 
in-plane resistivity and magnetic susceptibility 
measurements of samples used in the present study 
and of a few additional Te-rich samples [9].
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representing the electronic structure of the 
normal state. The samples were cleaved in situ 
and measured under a pressure better than 3 
× 10-11 Torr. 
In order to compare the ARPES spectra with 

band theory, we have performed DFT 
band-structure calculations for FeTe and 
“FeTe1-xSex” using a WIEN2k package [23]. 
Calculation was performed on FeTe where the 
structure data of FeTe1-xSex were used. The 
lattice parameters for each composition were 
taken from Ref. [13] and the chalcogen height 
was taken from Refs. [6, 24] for FeTe and 
FeTe0.6Se0.4, and was linearly interpolated 
between them for FeTe0.9Se0.1 and FeTe0.8Se0.2. 
 

Results and discussion 
Figures 2(a), (e), and (i) show the ARPES 

spectra of Fe1.08Te (x = 0) measured along the 
Γ-M line of the two-dimensional Brillouin zone. 
Even though the spectra are broad in the raw 
data due to strong quasiparticle scattering 
originating from spin fluctuations [17], one can 
clearly observe two band dispersions from the 
second-derivative spectra of momentum 
distribution curves (MDCs) [Fig. 2(e)]. The 
third, weak, less dispersive band near the Fermi 
level (EF) is also discernable in the 
second-derivative spectra of energy distribution 
curves (EDCs) [Fig. 2(i)]. No clear EF crossing 
is observed. 

Following the assignment of the orbital 
character of the energy bands by Chen et al. 
based on the polarization-dependent ARPES 
measurements of FeTe0.66Se34 [18] and the 
present band structure calculations, we assign 
the orbital character of the inner, middle, and 
outer bands to dzx, dyz and dxy, respectively. For 
the sake of comparison with the DFT 
band-structure calculations (Fig. 3), we have 
fitted the calculated band structures to the 
experimental ones as shown by solid curves in 

Figs. 2(e)-(l). Here, for each energy band, we 
have rescaled the band dispersion uniformly 
with the E F  fixed followed by an energy shift 
to reproduce the experimental band dispersions 
for each composition. The resulting 
renormalization factors and the amount of the 
energy shifts are summarized in Table 2. 
Contrary to the previous photoemission results 
[15, 17, 18], the mass renormalization exhibits a 
systematic orbital dependence. In particular, our 
results consistently reveal that the dxy band is 
most strongly renormalized for every 
composition in the range of 0 < x < 0.4.  

FIG. 3. DFT band structures of “FeTe1-xSex” for various kz values (0.39, 0.42, 0.47 and 0.57 π/c) 
corresponding to the kz values probed by the ARPES measurements with hν = 22 eV for the different 
compositions of Fe1+yTe1-xSex (x = 0, 0.1, 0.2 and 0.4). The chalcogen height was taken from Ref. [6] for 
FeTe and FeTe0.6Se0.4, and linearly interpolated between them for FeTe0.9Se0.1 and FeTe0.8Se0.2. 
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Table 2. Mass renormalization and energy band 
shift obtained from comparison between 
experiment and band-structure calculation. 

x = 0 m*/mband shift (meV)

dxy 10.3 -27 
dyz 1.4 -100 
dzx 2.2 4 

x = 0.1 m*/mband shift (meV)
dxy 10.3 -27 
dyz 1.7 -82 
dzx 2.1 12 

x = 0.2 m*/mband shift (meV)
dxy 9.8 -26 
dyz 1.8 -80 
dzx 2.1 12 

x = 0.4 m*/mband shift (meV)
dxy 9.8 -16 
dyz 2.3 -70 
dzx 2.2 19 
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is hardly any effect of  an applied magnetic field of  5 T 
on the specific heat, with the exception of  the peak in 
the C / T  versus T z curve of  UPt  at 19 K that is very 
sensitive to the field. A description of  the specific heat 
with the usual expression C = 7 T + f l T  3 is far from 
appropriate for UPt  3 and is not more than a first 
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30 40 

approximation for the other compounds.  Instead, the 
specific heat data for UPt 3 are rather similar to those of  
the "spin-fluctuation" compound UA12. We want to 
draw special attention to the results for UPt 3 in the 
region 15-20 K, where no sign of  magnetic order is 
found, although Schneider and Laubschaft [2] con- 
cluded from low-field magnetization measurements to 
an antiferromagnetic transition at 16 K. This conclusion 
could also be drawn from high-field magnetization mea- 
surements on a polycrystalline sample of  UPt 3 at 4.2 K 
and 1.4 K. 

Finally we present some high-magnetic-field data of 
the uranium-plat inum compounds and the pressure de- 
pendence of  the magnetization of UPt, see fig. 4. The 
magnetization curves at 4.2 K confirm the magnetic 
order in UPt, with a spontaneous magnetization of 
(0.46 + 0.04)/xB/f.u. and the paramagnetic behaviour of 
UPt 2 and UPt  5. Previous magnetization measurements 
under pressure revealed a magnetic transition in UPt 
between 2 and 4 T [1] and an enormous decrease of  the 
magnetization at fields less than 2 T [5,1]. This transi- 
tion is under study in neutron diffraction experiments 
under high pressure. For the hexagonal compound UPt 3, 
magnetization curves have been measured on a single- 
crystalline sphere along the three different crystallo- 
graphic directions (a-, b-, and c-axis). The hexagonal 
axis turns out to be the hard direction for the magneti- 
zation and no anisotropy is observed in the basal plane. 
The dependence of  these high-field results on the direc- 
tion of  the field with respect to the crystal axes excludes 
a simple antiferromagnetic order in this compound.  

UPt3 
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In fact, we shall invariably express the Peltier coefficient, ! , in terms of the more
easily measured Seebeck coefficient, ˛.

2.2 Thermoelectric Refrigerators and Heat Pumps

We shall determine the performance of thermoelectric refrigerators and heat pumps
using as our model the single thermocouple shown in Fig. 2.1. Practical devices
usually make use of modules that contain a number of thermocouples connected
electrically in series and thermally in parallel. This enables the cooler or heat pump
to be operated from a power source that delivers a manageable current with a rea-
sonable voltage drop. It is a simple matter to extend the equations for a single couple
to a multi-couple arrangement.

In the elementary theory that is outlined in this chapter, it will be supposed that
there is no thermal resistance between the thermocouple and the heat source or sink.
It will also be assumed that all the heat flow between the source and sink takes
place within the thermocouple. Thus, it will be supposed that thermal radiation and
losses by conduction and convection through the surrounding medium are negli-
gible. The two thermocouple branches in our model have constant cross-sectional
areas. There have been suggestions [1] that tapered thermoelements might improve
the performance but it is not difficult to show that they give no theoretical advan-
tage. The thermoelements need not be of the same length but the ratio of length to
cross-sectional area (the form factor) is of importance and, as we shall see, there is
a preferred relationship between the form factors of the two branches.

The quantity of greatest importance for a refrigerator is the coefficient of perfor-
mance (COP), which is defined as the ratio of the heat extracted from the source to
the expenditure of electrical energy. If the thermocouple were free of losses associ-
ated with heat conduction and electrical resistance, the COP would reach the ideal
value; that is, the value for a Carnot cycle. The ideal COP can be much greater than

Fig. 2.1 Simple refrigerator
or heat pump

Heat source  T1 

Heat sink T2 

p n 

Goldsmid,	
  “IntroducPon	
  to	
  Thermoelectricity”,	
  Springer	
  (2009)	
  



Luca	
  de’	
  Medici	
  –	
  ESRF	
  Grenoble	
  

The	
  cable	
  setup	
  

!"#$%

B 

I 

hot 

B 

q(r) 

Th 

Tl 

r0 # ######R#

J I 

I	
  	
  main	
  current	
  transported	
  
B	
  magnePc	
  field	
  generated	
  by	
  I	
  
J	
  	
  auxiliary	
  current	
  (J<<I)	
  

LdM,	
  ArXiv:1506.01674	
  (2015)	
  



Luca	
  de’	
  Medici	
  –	
  ESRF	
  Grenoble	
  

Magnitude	
  of	
  the	
  effect?	
  

Z =
(NB)2

⇢K

ThermomagnePc	
  
figure	
  of	
  merit	
  [T-­‐1]	
  

10 2 Theory of Thermoelectric Refrigeration and Generation

0 

Cooling 
 power 

positive 

negative 

current 

Fig. 2.2 Schematic plot of cooling power against current for a thermoelectric cooler. The cooling
power is negative until the Peltier effect is great enough to counteract both heat conduction and
Joule heating

!q D ZT 2
1 =2 ! .T2 ! T1/

ZT2T1
(2.7)

where Z is equal to .˛p ! ˛n/2=f.Kp C Kn/.Rp C Rn/g. Equation (2.7) shows that
the COP under the condition of maximum cooling power depends solely on Z and
the temperatures of the source and sink. As we shall see, the optimum COP also
depends only on these quantities and Z is therefore known as the figure of merit of
the thermocouple. Z has the dimensions of inverse temperature and it is more usual
nowadays to specify the dimensionless figure of merit, which is equal to ZT at a
given temperature.

The other condition of particular interest is that of maximum COP. The current
I! that satisfies this condition is specified by

I! D .˛p ! ˛n/.T2 ! T1/

.Rp C Rn/f.1 C ZTm/1=2 ! 1g (2.8)

where Tm is the mean temperature. The optimum COP is

!max D T1f.1 C ZTm/1=2 ! .T2=T1/g
.T2 ! T1/f.1 C ZTm/1=2 C 1g : (2.9)

It might be thought that one would wish to operate a thermoelectric refrigerator as
close to the condition of optimum COP as possible. However, this is sometimes
not practical. The cooling power under this condition can be much less than the
maximum value, particularly, when the temperature difference between the source
and sink is small. Thus, while the optimum COP condition may be economical
in use of electrical energy, it may be uneconomical in the use of thermoelectric
material. Generally speaking, the preferred current will lie somewhere between that
for maximum cooling power and optimum COP.
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tlT max, we find 
rb= 2Z3lTC:J 

rXI = 2ZaiT ,,;cr/b"-'XI/b 

(for Zal=3X1Q-3 deg-l and T h = 1500 K). It is evident 
that the exponents in Eq. (43) cannot be expanded to 
give the easily handled form T=A+Bx+CX2 used in 
reference 3. However, Eq. (43) can be used in the 
standard way to obtain 

tlT max= -!Tc-iZ31-lln(1-2Z3ITc) (44) 
with 

Jaopt!!.T= -!Klla31-lln(1-2Z3ITc). (45) 

For low Z31Tc these expressions are in reasonable agree-
ment with the correct expressions, Eqs. (12) and (14), 
but diverge rapidly as Z3lTc -t t. Indeed, values of 
Z3lTc almost as large as! have been measured on Bi-Sb 
crystals8 •9 and for such a case Eq. (44) gives too large 
a value of tlT max. Harman and Honig3 recognized that 
J 3 was a function of Xl but suggested that the error in-
volved in assuming it to be constant was not large. 
This analysis shows, however, that the error is 
significant. 

CASCADING OR SHAPING OF THE 
ETTINGSHAUSEN COOLER 

In the Peltier cooler, cascading is performed by build-
ing several complete coolers, one larger than the next, 
and allowing the smallest cooler to reject its heat to the 
larger, etc. In the Ettingshausen cooler, since the 
current and the heat flux are perpendicular to each 
other, cascading can be attained by the simple expedient 
of making the cooler wider as the hot side is approached.2 

Such shaping is shown in Fig. 2. To analyze the shaped 
cooler, the temperature must be calculated at all points 
in the cooler. We again take Bl=Ba=O, J I=J2=0, 
and aT/ aX3=0. For weak shaping, i.e., in the event the 
deviation from a rectangular cross section is not great, 
one can also take iJ T / aX2 = 0 as was done in the analysis 
of the rectangular cooler. We apply V· W = 0 to the 
element dXl of Fig. 2 and obtain 

x2EaJ 3 = d (X2Ql) / dXI = x2dQI/ dXl + Qldx2/ dXl (46) 
or 

EaJ a= dQI/ dXI +Qld (Inx2) / dXI. (47) 
This is just the equation for the rectangular case 
[Eq. (3a)] with an additional term [d(lnX2)/dxI]QI 
which depends on the shape. All the differential equa-
tions for temperature given so far need only to have 
this term added to include shaping effects. For the 
general case, Eq. (4) must have the term 

[
1-Z3IT dT _ E3T Jd Inx2 (48) 

Z31 dXl a3l dXl 

included on the left-hand side. One can now assume 
either a shape (X2 as a function of Xl) or a temperature 

FIG. 2. The shaped cooler to infinite 
The length c is much larger than the b. The heat sm,k IS 
attached at Xl = b and the heat load IS attached at Xl = O. fhe 
current electrodes are attached at Xa=O, c. 

distribution (T as a function of Xl) and calculate the 
other. Once the temperature and shape are known, 
standard procedures can be used to obtain Emax and 
tlT max. It must be remembered, however, that there is 
an additional variable x2in the problem. 

For large ratios, x2(b)/X2(0), a significant amount of 
heat will flow out from the X2=0 plane in the +X2 and 
- X2 directions. This can be accounted for by letting T 
be a function of X2 (as well as Xl), in which case we 
obtain 

(49) 

This equation differs from the usual Eq. (3a) by the 
term 

dQ2/dx2=d( -K22aT/ aX2)/dx2. (50) 

Solution of this problem has not been attempted. It 
appears to be quite difficult because of the boundary 
conditions involved. O'Brien and Wallace have con-
cluded that the best shape for optimum coefficient of 
performance is an exponential,2 The general metho.d 
given above is less restrictive than their method and It 
is not obvious that the exponential shape is actually the 
optimum shape. The shaping problem is being investi-
gated in more detail. 

However, utility of shaping the cooler has been 
demonstrated experimentally. For example, a rec-
tangular Bi(97)Sb(3) cooler with T h= 156°K yielded a 
tlT max of 36°K at 15 kG. An equivalent exponentially 
shaped cooler with a hot-side width-to-cold-side width 
ratio of 13 operating under the same conditions yielded 
a tlT max of 54 OK. 

COMPARISON WITH EXPERIMENT 

The expression for tlT max has been checked experi-
mentally using a Bi (97)Sb (3) cooler of rectangular cross 
section with a c/b ratio of 4.3. The cooling obtained with 
a hot side temperature of 156° was 25°K at 10 kG. The 
crystal orientation used was BII bisectrix, JII trigonal 
axis, and tlT measured along the binary axis. Measure-
ment of the temperature of the crystal very close to the 
heat sink indicated imperfect thermal contact; applying 
a correction for this resulted in a true tlT max of 300 K. 
The optimum average current density j aopt!!.T was 100 
A/cm2• 

 [This article is copyrighted as indicated in the article. Reuse of AIP content is subject to the terms at: http://scitation.aip.org/termsconditions. Downloaded
to ] IP:  160.103.2.236 On: Mon, 24 Feb 2014 01:14:49
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and the overall COP is given by

! D
!"

1 C 1

!N

# "
1 C 1

!N !1

#
! ! !

"
1 C 1

!1

#
" 1

$!1

: (2.21)

In order to simplify the calculations, we shall assume that each stage has the same
COP, !s. Then, the overall COP is

! D
""

1 C 1

!s

#N

" 1

#!1

: (2.22)

It is also reasonable to assume that each stage operates with the maximum COP
given by (2.9). We can then use (2.22) to determine the COP of the cascade. It will
necessarily be an approximation if the temperature difference between the source
and sink is large, since it is then most unlikely that we could arrange for the COPs
for all the stages to be equal.

As we move from the N th stage towards the first stage, the cooling power has to
increase. Thus, a thermoelectric cascade has a pyramidal form, as shown schemati-
cally in Fig. 2.7. It is supposed that all the thermocouples are similar to one another
and that extra cooling is attained by increasing the number of couples.

We have calculated the overall COP for up to four stages assuming that ZT has
the same value of 0.7 throughout the device. The results are shown in Fig. 2.8, in
which the COP is plotted against the heat source temperature with the heat sink
at 300 K. The value of ZT is probably underestimated for commercially available
thermoelectric modules at the upper end of the temperature range but overestimated
at the lower end. When the coefficient becomes very small, it may be assumed
that the cooling limit has been reached. Thus, the single-stage cooler has a min-
imum cold junction temperature of about 230 K. The minimum temperatures for
the two-, three-, and four-stage cascades are of the order of 180, 160, and 140 K,
respectively. Commercial multi-stage coolers do not behave quite as well as indi-
cated by these theoretical curves. Thus, although a single-stage module supplied by

Fig. 2.7 Schematic arrangement of a two-stage thermoelectric cascade. The stages are electrically
insulated from one another but in good thermal contact
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Fig. 2.8 Overall coefficient of performance plotted against heat source temperature for 1-, 2-, 3-,
and 4-stage coolers. The heat sink is at 300 K and ZT D 0:7

Marlow Industries Inc. was found to give a minimum temperature of about 230 K,
in agreement with theory, a two-stage cascade yielded only about 200 K. Even a six-
stage cascade could not reach a temperature below about 170 K. This is, primarily,
due to the fact that too high a value for ZT has been assumed for the calculations
at the lower temperatures. Nevertheless, it is remarkable that temperatures substan-
tially below 200 K can be achieved in practice using multi-stage coolers with a heat
sink at 300 K.

2.5 Application of the Thermomagnetic Effects

Although the transverse thermomagnetic effects have not yet found many practical
applications, the Ettingshausen effect is potentially superior to the Peltier effect for
refrigeration at low temperatures. The Nernst effect also offers some advantages
over the Seebeck effect in the detection of thermal radiation.

There is a close correspondence between the equations that describe the cooling
power and COP for Ettingshausen and Peltier coolers [5]. As we shall see, there is
a figure of merit that can be used for transverse thermomagnetic energy conversion
that is similar to the figure of merit Z that is used for thermocouples.

An Ettingshausen cooler might take the form of a rectangular bar, as shown in
Fig. 2.9. A current is passed along the bar and a magnetic field is applied in a perpen-
dicular direction. There is then a transverse flow of heat normal to both the current
and the magnetic field. The heat source and sink are thermally, but not electrically,
attached to the thermomagnetic material.

The equipotential surfaces near the centre of the bar will be inclined to the yz
plane because of the Hall effect, but near the ends of the specimen these surfaces
will normally lie in such a plane. We shall suppose that the specimen is much longer
in the x direction than in the y direction and shall neglect the end effects. We realise,
however, that the presence of end effects will always be a disadvantage of any

20 2 Theory of Thermoelectric Refrigeration and Generation

temperature gradient rather than the temperature difference. It is, therefore, possible
to use a thin film of thermomagnetic material that combines both a rapid response
and a high sensitivity [9, 10].

It is, particularly, simple to make a cascade based on the transverse thermomag-
netic effects. For a given current, I , the cooling power is inversely proportional to
the thickness in the y direction. Thus, instead of changing the number of elements
from one stage to another, as in a thermoelectric cascade, one can use a number of
bars of different thickness, as shown in Fig. 2.10. All the bars have the same length
in the x direction and the same width in the direction of the magnetic field.

However, there is a method of obtaining an infinite-staged cascade using a single
piece of thermomagnetic material. The sample is shaped so that it is much wider
at the heat sink than it is at the source, as shown in Fig. 2.11. The potential differ-
ence, V; between the ends remains the same for all values of y.

Consider the section of thickness !y that is bounded by the broken lines in
Fig. 2.11. If we regard this section as one of the stages in the cascade its optimum
COP is

"y D T

!T

.1 C ZNET /1=2 ! 1

.1 C ZNET /1=2 C 1
: (2.28)

Then, the ratio of the heat leaving the stage at y C !y to that entering at y is

qy C !y

qy
D 1 C !T

T

.1 C ZNET /1=2 C 1

.1 C ZNET /1=2 ! 1
: (2.29)
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Infinite stage Ettingshausen cooler
T. C. Herman et al., Applied Physics Lett. 4, 77 (1964)
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  Cable	
  geometry:	
  quanPtaPve	
  analysis	
  

B 

J 

q 
ΔT 

r0 # ######R#
I { jz =

Ez

⇢
+

NB

⇢

dT

dr

qr =
NBT

⇢
Ez +K(ZT � 1)

dT

dr

r · q =
1

r

d rqr
dr

= Ezjz
B(r) =

B0r0
r

B0 =
µ0

2⇡

I

r0

Solve	
  for	
  qr(r)	
  and	
  T(r)	
  -­‐	
  steady	
  state	
  

(E = �rµ)

conPnuity	
  equaPon	
  
(energy	
  conservaPon)	
  

All	
  quanPPes	
  constant	
  in	
  z	
  
Ez	
  also	
  constant	
  in	
  r	
  

From	
  non-­‐equilibrium	
  thermodynamics:	
  
•  charge	
  (parPcle)	
  current	
  J	
  and	
  	
  
•  heat	
  (entropy)	
  current	
  q	
  
as	
  a	
  funcPon	
  of	
  the	
  generalized	
  “forces”	
  
•  Gradient	
  of	
  the	
  electrochemical	
  	
  
	
  	
  	
  	
  	
  	
  potenPal	
  
•  Gradient	
  of	
  temperature	
  
Callen,	
  “Thermodynamics,	
  and	
  an	
  introducPon	
  
to	
  thermostaPsPcs”	
  (J.	
  Wiley	
  &	
  sons	
  (2006)	
  

rµ = �E
rT
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AnalyPcal	
  results	
  (constant	
  ρ,K,N)	
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EMAX
z =

NB0Tl

r0�↵ �↵ ⇠ ↵� 1 (at	
  small	
  α)

Geometrical	
  advantage	
  superseeded	
  by	
  the	
  decay	
  of	
  B(r)	
  with	
  r,	
  	
  
but	
  for	
  B~const	
  ΔT	
  grows	
  with	
  α!	
  

Bi	
  in	
  high	
  B~12T	
  
ZT~0.35,	
  ZaT~0.5	
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Electrical	
  expenditure	
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The	
  expelled	
  heat	
  diverges	
  for	
  vanishing	
  thickness,	
  because	
  EzMAX	
  diverges	
  

A	
  compromise	
  between	
  the	
  best	
  DT	
  and	
  the	
  expelled	
  heat	
  (energy	
  
spent	
  in	
  the	
  cooling)	
  has	
  to	
  be	
  found!	
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Materials	
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  alloys	
  (e.g.	
  BixSb1-­‐x),	
  and	
  then?	
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THE THERMOMAGNETIC FIGURE OF MERIT AND ETTINGSHAUSEN 
COOLING IN Bi-Sb ALLOYS 1 

K. F. Cuff, R. B. Horst, J. L. Weaver, S. R. Hawkins, 
C. F. Kooi, and G. M. Enslow 
Lockheed Research Laboratories 

palo Alto, California 
(Received 23 July 1962: in final form 7 November 1962) 

The occurrence of large thermomagnetic figures of 
merit, applicable to Ettingshausen refrigerators, in 
the Bi-Sb alloy system has been previously reported. 2 ,3 
A large figure of merit, for a device operating in 
the transverse mode, is obtained in an intrinsic 
system which has large and approximately equal 
electron and hole mobilities. The system should 
also be slightly degenerate and possess a low lattice 
thermal conductivity. The Bi-Sb system, at low 
Sb concentrations, satisfies these requirements 
reasonably well. 4 

The isothermal and adiabatic thermomagnetic 
figures of merit are defined as 5 

(1) 

and 

(2) 

where 1 and 231 are related by 

(3) 

The coordinate system is chosen with axis 1 par-
allel to a binary axis, axis 3 parallel to the trigonal 
axis, and axis 2 (bisectrix) is perpendicular to 
axes 1 and 3. 

INDEXING CATEGORIES 

A. Bi-Sb alloys TIE 

B. thermomagnetic ligure 

of merit 

C. Ettin,sshausen cooling 

D. 77, 156, 195°K 

The values of and KL measured for 
single crystals of Bi(97)Sb(3) as a function of temp-
erature at 1 V-seclm2 (10 kG) are shown in Fig. 1. 
Also shown in Fig. 1 is the 231 T computed fro.m the 
above values. The thermomagnetic power, N31B2' 
is proportional to B2 at high magnetic fields. The 
chos en orientation (j parallel to the trigonal axis, B 
parallel to the bisectrix, and V T parallel co the 
binary axis) yields the largest thermomagnetic figure 
of merit. 
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Fig. 1. The Isothermal thermomagnetic power, Isothermal 
thermal conductivity, the adiabatic resistivity, and the 
adl abatlc thermomagnetic figure of merit of a single 
crystal of BI(97)Sb(3) measured at 1 V.sec/m 2• 
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But	
  transport	
  coefficients	
  (and	
  thus	
  Z)	
  do	
  
depend	
  on	
  Temperature	
  and	
  magnePc	
  field!!	
  

Bismuth	
  and	
  alloys	
  are	
  the	
  best	
  known,	
  
but	
  at	
  T<100K	
  they	
  are	
  known	
  to	
  perform	
  
less	
  well	
  

THE NERNST-ETTINGSHAUSEN ENERGY CONVERSION FIGURE OF MERIT 507 

Fig. 2 could be worked out@) but the derivations of electrons and holes in their respective bands. 
and calculations would be extremely laborious. KL is the lattice thermal conductivity, nc is the 
Fortunately, a considerable simplification occurs intrinsic carrier concentration and e is the charge 
for the high field region (piH 9 1) of an intrinsic on an electron. 

B-4 %Sb Bi 

0 ! T=275’K L-r A A T=200°K 
0.4 V v T=85OK 

40 50 60 
MAGNETIC FIELD (kG) 

FIG. 2. Experimentally determined values of the Nernst-Ettingshausen figure of merit 
versus magnetic field strength for various temperatures. The values for Bi and Bi-4% Sb 

are represented by solid and open points, respectively. 

semiconductor or semimetal. This case has been 
discussed in the literature(sps) for a material 
which is isotropic in the magnetic field. An 
analogous theory for the strong field transport 
coefficients of bismuth, which is extremely 
anisotropic, has been constructed.(J) Upon ap- 
plying the results of Ref. 4 to the calculation of 
Z&, it is found that the expression for Zz, 
is identical to the isotropic formulae (equations 
(1-S) of Ref. 9) except that P&(,LL~ + ~2) is replaced 
by ~B#Bn/(3VBn+~Bn) where PBn, VBn are the 
“partial carrier mobilities”(ls) along the binary 
crystal axis. The expression of interest is: 

1 
Z& T = -, 

1+1/M 
where 

M = ‘W’m~BnT( 1 &I + 1 &1)2 
‘%(3vBn+pBn) ’ 

(5) 

In the above, the S’s are the Seebeck coefficients 
2 

GOLDSMID has also derived a relation for M. 
On inserting our simplifying assumption 
pnisectrix < pnn, his expression would reduce 
to our equation (S), provided the quantity 2~ 1 

in the formula for x = 3, y = 1 in Table 2, 
Ref. 12 is replaced by 3~1. 

The following features of the theory for this 
special case are noteworthy: (a) the figure of 
merit is independent of the magnetic field at 
high magnetic fields, (b) since to a good approxi- 
mation the carrier mobilities for intrinsic material 
vary with temperature as T-n, the minimum 
magnetic field, at which saturation (ZT independ- 
ent of H) is observed, should decrease rapidly 
as the temperature is lowered. Examination of the 
data of Fig. 2 shows that experiment is in 
qualitative accord with the above two features 
of the theory. A quantitative comparison of theory 
and experiment can be made easily at liquid 
nitrogen temperature for the saturation value 
of Z&T. Using ni = 5.6 x 1017/ems,(4) 

Best	
  (and	
  stable)	
  in	
  high	
  magnePc	
  fields	
  
however!	
  

Harman	
  et	
  al.,	
  Sol.	
  State	
  El.	
  7,	
  505	
  (1964)	
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  Results	
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  parameters)	
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1	
  layer:	
  ΔT~60K	
  	
  	
  	
  2	
  layers:	
  ΔT>100K	
  !!	
  
(however	
  QOUT~1000	
  W/cm)	
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Materials	
  not	
  quite	
  there?	
  
	
  More	
  experimental	
  data	
  	
  
	
  Improvement	
  of	
  materials	
  

	
  

Turning	
  on	
  procedure?	
  
	
  Normal	
  cooling	
  to	
  start	
  the	
  SC	
  current	
  
	
  Short	
  Pme-­‐scale	
  effects?	
  

	
  

Metallurgy	
  
	
  ProperPes	
  strongly	
  anysotropic	
  in	
  Bi	
  &	
  alloys	
  
	
  insulaPng	
  layer	
  

	
  

Heat	
  evacuaPon	
  
	
  By	
  2nd	
  principle	
  of	
  thermodynamics,	
  this	
  

setup	
  generate	
  heats,	
  needs	
  evacuaPon	
  	
  
	
  

REVISION DATE: 05/16/08 SUPERCONDUCTIVITY HIGH TEMPERATURE FOR ELECTRIC SYSTEMS

ment results. The wire to fabricate the cable 
was manufactured and shipped to Nexans, 
where the cable was assembled. It was then 
returned to Long Island for installation.

The cable has been installed in an existing 
right-of-way in Lake Ronkonkoma, NY. The 
138-kilovolt cable is capable of delivering 
power to 300,000 homes and is an integral 
part of the LIPA grid. The cable was ener-
gized April 22, 2008.

After an initial operational period followed 
by performance and economic reviews of the 
cable system, LIPA plans to retain the new  
superconductor cable as a permanent part of 

its grid. LIPA and American Superconductor 
are also formulating plans to install high- 
capacity, low-environmental-impact HTS 
cables elsewhere in the LIPA grid to address 
the growing electric power needs on Long 
Island.

HOW DOES IT WORK?
HTS wires today can conduct more than 150 
times the power of copper or aluminum wires 
of the same dimensions. This enables cables 
made from HTS wires to carry more power 
in existing rights-of-way than conventional 
cables or overhead lines. Also, conventional 
wires made from copper or aluminum conduc-
tors have resistance, and some of the electric 
power is lost as the resistance impedes the 
flow of current while passing through the 
cables. The current in the Long Island cable 
is carried through HTS wires, which exhibit 
zero resistance when cooled to about -321ºF 
with liquid nitrogen. In the cooling system, 
liquid nitrogen is circulated within a thermal 
envelope (cryostat) to cool the superconduct-
ing tapes (wires) through which electricity 
flows. The superconducting tapes, which 
are wrapped around the core of the 
cable, make up the phase conduc-
tor, replacing the copper or 
aluminum in conventional 
cables.

ALIGNMENT WITH ADMINISTRATION 
PRIORITIES:
National Energy Policy: “ … expand 
the Department’s research and devel-
opment on transmission reliability and 
superconductivity.”
National Transmission Grid Study: “ 
… accelerate development and demon-
stration of its technologies, including 
high-temperature superconductivity…”
Energy Information Administration: 
“Of [advanced power delivery] tech-
nologies, superconductivity holds the 
most promise for yielding significant 
efficiency gains.”

Goal:
To demonstrate a 2,000-foot-
long HTS power transmission 
cable operating at 138 kilovolts 
in the Long Island Power Grid, 
the first ever installation of 
a superconductor cable in a 
live grid and at transmission 
voltages.

Team:
American Superconductor  
(HTS Wire Supplier and Project 
Lead)

Nexans  
(Cable Manufacturing)

Air Liquide  
(Refrigeration System)

Long Island Power Authority 
(Host Utility)

Period of  
Performance: 
3/2003 – 9/2008

Cumulative Project 
Funding:
Private $23.45 million (50%) 
DOE $23.45 million (50%) 
Total: $46.90 million

What is it?
A power cable is designed to 
carry large amounts of electrical 
current over short or long 
distances.

Information  
Contact:
Jim Maguire, American  
Superconductor 
(508) 621-4143 
jmaguire@amsuper.com 
www.amsuper.com

Cutaway view of the LIPA cable 
and its components.
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Material	
  opPmizaPon:	
  heavy-­‐fermions?	
  

Thermoelectrics:	
  strong	
  seebeck	
  
found	
  in	
  heavy-­‐fermions	
  such	
  as	
  
CeCu6,	
  CeAl3,	
  YbAl3,	
  …	
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…	
  and	
  in	
  some	
  Fe	
  semiconductors	
  (FeSb,	
  FeSi),	
  materials	
  resembling	
  “Kondo	
  insulators”	
  	
  

and the magnetic field was oriented either along the trigo-
nal or the bisectrix axes. As seen in the lower panel, the
residual resistivity was !0 ! 2:5 "! cm (i.e., residual re-
sistivity ratio " 47). The thermal conductivity, #, dis-
played in the upper panel, presents a maximum at 4.1 K.
Below this temperature, # follows a T3 behavior character-
istic of ballistic lattice thermal conductivity. The electronic
contribution, which generates a small T-linear term be-
comes only visible below 0.5 K. The expression # " aT #
bT3 with a " 1 WK$2 m$1 and b " 158 WK$2 m$1 fits
the data up to 3.6 K. The first term represents the electronic
contribution and, as expected by the Wiedemann-Franz
law: a ’ L0=!0 (L0 is the Lorenz number). The second
term represents the lattice thermal conductivity. Since,
#ph " 1

3Cphvs‘ph, by taking the reported values for the
sound velocity, vs " 1100 m=s [13], the lattice specific
heat (Cph " 35 T3 JmK$1 [14]) and the measured value
of b, one can estimate ‘ph " 1:1 mm. The closeness of this
length to the sample’s mean diameter (1.5 mm) validates
the hypothesis of ballistic phonon transport. Our data
should also be compared with a previous study of thermal
conductivity (restricted to T > 2 K) on crystals of various
dimensions [15]. Above 4 K, the phonon mean-free path
drastically decreases as a function of temperature; # is not
set by the sample size and our data can be superposed on
the results reported by Boxus et al. [15]. Below 4 K, and as
seen in the inset of the figure which compares our data with
the samples used in that study, # at a given temperature
(say 3 K) is simply proportional to the sample’s mean
diameter. This provides further evidence that the phonon
mean-free path is set by the sample size.

The lower panel of Fig. 1 recalls the remarkably large
magnetoresistance of bismuth. The application of a modest
magnetic field of 0.1 T enhances the magnitude of resis-
tivity by more than 2 orders of magnitude. In bismuth, as
well as in graphite [16,17], the magnetic field induces an
insulatinglike behavior. The ultimate criterion to qualify as
a metal, however, is to have a Fermi surface and this is the
case of the system under study in the zero-temperature
limit. The giant magnetoresistance can be traced to the
large value of !c$. In bismuth, there are 3% 1017 holes per
cm3 and a same density of electrons. Therefore, the mag-
nitude of !0 implies !c$ " eB$

m& ’ 42 at 0.1 T and a 300-
fold increase in resistivity is unsurprising [17]. The open-
ing of an excitonic insulating gap at low applied magnetic
fields has also been suggested [18].

We now turn to the Nernst coefficient. Figure 2 presents
the temperature dependence of j%j " N=B " Ey='BrxT(.
As seen in the figure, we found that for two orientations of
the magnetic field % peaks at 3.8 K to a value of 7 mV=KT.
This large value falls in the range of magnitudes reported in
studies published decades ago [19–21].

Since the contribution of electrons to heat transport is
negligible and since bismuth is a compensated metal (ne ’
nh) with a Hall angle much smaller than !c$, there is no
surprise that we did not detect any measurable thermal Hall

effect. As heat current and temperature gradient vectors
remain parallel in the presence of a magnetic field, the
adiabatic and the isothermal Nernst coefficients are virtu-
ally identical in bismuth [19].

As seen in Fig. 3, the magnitude of the Nernst coefficient
in bismuth is such that it dwarfs what is reported for other
metals, even those subject to a generous attribution of the
adjective giant. It is generally accepted that bismuth is a
Fermi liquid. Why then is the magnitude of its Nernst
coefficient so large? We will argue below that this is
because of its unique electronic properties [22], namely,
the combination of an exceptionally low-carrier density
(10$5 carriers per atom) and a very long electronic
mean-free path (40 "m in our sample).

Before this, let us briefly consider the role played by
phonons. In bismuth, around 3 K, the typical phonon
wave vector becomes comparable to 2kF [23]. Therefore,
phonon drag should be the most important source for
the Nernst signal at its peak temperature [19,20].

 

FIG. 2. The temperature dependence of the absolute value of
the Nernst coefficient of the bismuth single crystal for two dif-
ferent orientations of the magnetic field. The solid line represents
a linear function &T with & " 283 !c$

'FB
" 0:38 mVK$2 T$1 (see

text and Table I). Both this function and the low-temperature
data are displayed in the inset as a %=T vs T plot.

 

FIG. 3 (color online). The magnitude of the Nernst coefficient
in bismuth compared to what is found in some other metals
[4,5,7,8,12].
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High	
  ZT	
  at	
  low	
  temperatures!	
  

S! !!!!!!
L0
p "155!V=K would imply ZT ! 1. Recently,

Harutyunyan et al. [34] used CeB6 (with S ’ 120 !V=K
around 6 K) to construct a Peltier cooler at cryogenic
temperatures [34]. In the case of an Ettingshausen re-
frigerator, the relevant parameter is the thermomagnetic
figure of merit ZT" " N2#T

$ [24] and
!!!!!!
L0
p

sets a similar
threshold for N. Therefore, its magnitude in PrFe4P12
(#100 !V=K at T " 1 K and B " 4 T) opens a possible
route for thermomagnetic cooling at sub-Kelvin tempera-
tures [8]. This is not the case of bismuth. In spite of its
much larger Nernst coefficient, it does not qualify as a
suitable thermomagnetic material. Since the magnetoresis-
tance is large, ZT" remains very small. This can be seen in
Fig. 4, which compares the field-dependence of N and ZT"
in bismuth and in PrFe4P12. As a consequence of the
lightness of carriers in bismuth, !c " eB

m$ is large and the
magnetic field induces a huge decrease in electric conduc-
tivity. Meanwhile, a large heat conductivity is maintained
by phonons and the WF law is not relevant. In contrast with
bismuth, the large Nernst coefficient of PrFe4P12 is mostly
due to the smallness of "F. Electrons are heavy, !c is not
large and the system keeps its metallic behavior in a
magnetic field. This is the fundamental reason behind its
sizeable ZT" (’0:2 at 4 T and 1 K). Such heavy-fermion
semimetals emerge from our analysis as promising ther-
momagnetic materials at kelvin temperatures.

In comparison with its Peltier counterpart,
Ettingshausen cooling presents the obvious drawback of
requiring a magnetic field. However, there are reasons to
suspect that it may prove to be promising. First, contrary to
the Seebeck effect and as argued above, the Nernst effect is
expected to scale with the mean-free-path. Therefore, the
purification of the selected candidate can enhance its ther-
moelectric performance. Moreover, the geometry of the
Ettingshausen effect allows the design of an infinite-stage
refrigerator [35].

In summary, we studied the Nernst effect in bismuth and
argued that the electrons present a large Nernst response

whenever their Fermi energy is low, their cyclotron fre-
quency large and their scattering time long. Moreover,
when they are heavy enough, a metallic behavior is main-
tained in presence of a magnetic field and thermomagnetic
refrigeration at low temperatures becomes possible.
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FIG. 4 (color online). The Nernst signal (a) and the thermo-
magnetic figure of merit (b) in Bi and in PrFe4P12 as a function
of magnetic field at T " 1:2 K.
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•  Orbital-­‐selecPve	
  MoA	
  physics	
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  a	
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•  Heavy-­‐fermionic	
  behaviour	
  can	
  be	
  found	
  and	
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•  Solid-­‐state	
  cooling	
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  cables	
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  possible,	
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  on	
  Eonshausen	
  
effect:	
  ideal	
  Bismuth	
  single-­‐crystal	
  1-­‐layer:	
  ΔT~60K,	
  2-­‐layer	
  ΔT>100K	
  

•  Improvements	
  in	
  thermomagnePc	
  materials	
  are	
  sPll	
  needed	
  (higher	
  ZT)	
  
•  Can	
  we	
  “design”	
  new	
  thermomagnePc	
  materials	
  with	
  d-­‐electron	
  heavy-­‐

fermions?	
  
	
  


