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Figure 1: NaFe1−xCoxAs crystal and electronic structure, and XY−quadrupole mode.
(A) Crystal structure of NaFeAs in the tetragonal phase. (B) Top view of FeAs layer in the
tetragonal phase shown with dxz−dyz orbitals (left) and dxy orbitals (right). Dashed lines rep-
resent the two/four-Fe unit cell in the tetragonal/orthorhombic phase. (C and D) The effect of
Co-doping is illustrated on the schematic Fermi surfaces (FS) for NaFe1−xCoxAs in the tetrag-
onal nonmagnetic BZ for doping x=0 (C) and x>0 (D). Below is shown a band-dispersion cut
along the Γ−M high-symmetry line. dxy, dxz and dyz orbitals are shown with respectively red,
blue and green colors. The hole-like pockets α, β and γ surround the Γ point, and the electron-
like pockets ε/δ surround the M point. (E) Momentum- and frequency-resolved spectra A(k,ω)
along the Γ−M high-symmetry line calculated by first-principle calculations including spin-
orbit coupling (See Supplementary Materials). (F) Pomeranchuk fluctuations in B2g symmetry
which is sustained by charge transfers involving dxz−dyz Fe-orbitals. (G) Monoclinic 2-Fe unit
cell in the Pomeranchuk phase. (H) Quadrupole groundstate in the orthorhombic phase with
orthorhombic structural distortion, doubled unit cell and two neighboring stripes having differ-
ent orbital occupation. The pluses and minuses indicate the buckling effect of an M+

5 Fe-ion
phonon (See Supplementary Materials). (I) Phase of the superconducting OPs for the γ band
at the Γ-point and the δ/ε bands at the M-point for s++, d++, s±, and d± symmetry. Different
colors indicate opposite sign of the gap function.
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FIG. 1. (color online) Secondary emission (a and b) and Ra-
man response (c and d) for EuFe2As2 at 177 K (green) and
300 K (red) for xy (a and c) and x′y′ (b and d) polariza-
tion geometries corresponding to B2g and B1g responses in
the tetragonal phase, recorded with λL=476 nm. Schematic
diagram of the Fe-As layer is shown in (d), with the tetrago-
nal 2-Fe unit cell in blue and the orthorhombic 4-Fe unit cell
in black. The light polarization vectors are denoted with re-
spect to the crystallographic orientations. The luminescence
background indicated by black dotted lines in (a) and (b) is
determined in Refs. [24, 25].

of the Bloch state at momentum k in the band b
with the dispersion ϵb

k
[20–22]. All components of the

symmetrized Raman tensor χeIeS can be classified by
irreducible representations of the crystallographic point
group [23]. The two photon fields with cross polarization
couple to quadrupole moments, and thus the scatter-
ing experiments probe the B2g susceptibility if light
polarization is aligned along a and b crystallographic
directions, and the B1g susceptibility if rotated by 45◦.
For the Fe pnictides, a local charge transfer between

degenerate dx′z and dy′z orbitals without a spin flip in-
duces a quadrupole moment of B2g symmetry on an iron
site, Fig. 3(b), while no low energy excitation of B1g

symmetry is allowed without charge transfer between
the irons. Therefore, χxy, which bears four nodes along
the crystallographic directions, delineates such singlet
quadrupole excitations [21, 22]. An excitation with a
spin flip excites a magnon to which, in the leading or-
der, light cannot couple. In Figs. 3(a-d) we illustrate the
relevant quadrupole excitation transition both in k-space
and real space.

In Figs. 1(a) and 1(b) we compare the intensity mea-
sured in xy and x′y′ geometries [24] from EuFe2As2 pnic-
tide just above TS = 175 K. The Raman response shown
in Figs. 1(c), 1(d) and 2 is derived from the scattering

intensity by accounting for the Bose factor [25].
As shown in Fig. 1(d), the electronic response from

intraband excitations using the x′y′ polarization is indeed
very weak. The broad feature centered at about 75 cm−1

is likely due to an interband transitions between the α
and β bands, as illustrated in Fig. 3 (a). The sharp mode
at 214 cm−1 is an iron B1g phonon [26] which only shows
weak anomaly upon cooling across TS [24].
In contrast, the response for the xy polarization is

much stronger, the signal extends beyond 1000 cm−1 ,
it strengthens significantly upon cooling and develops a
well defined maximum at low energy. In Fig. 2 we show
that the temperature evolution of the B2g Raman suscep-
tibility for EuFe2As2 and SrFe2As2 is generic for the 122
compounds [27]. Upon cooling toward TS , the data show
gradual enhancement of the low energy response along
with linear in temperature softening of the mode maxi-
mum frequency from about 160 cm−1 at room tempera-
ture to 90 cm−1 at TS , denoted ωmax(T ) in Figs. 2 (d-e),
an energy scale independent on the quasi-particle char-
acteristics. No enhancement with cooling is observed for
the susceptibility in any other symmetry channel. Such
critical evolution of the anomalous B2g susceptibility due
to quadrupole deformation of the electron density at the
Fermi surfaces is abruptly intervened at TS , the entrance
into the orthorhombic phase, when a density wave like
gap and a coherence peak at about 1070 cm−1 devel-
ops. The power law in the density wave gap structure
suggests that the gap is anisotropic, possibly with a dxy
symmetry.

From these data, we calculate and plot in Figs. 2 (d-
e) the real part of the static Raman susceptibility using
the Kramers-Kronig relations. χ′

xy(0, T ) ∝ (T − T ∗)−1

shows a mean-field-like enhancement with temperature
T ∗ about 80 K below TS . Remarkably, the mode’s maxi-
mum frequency ωmax(T ) scales to the very same (T−T ∗)
behavior and does not soften near TS , indicating that the
critical slow down is intervened abruptly at TS .
The B2g-susceptibility data cannot be understood in a

picture of non-interacting incoherent quasi-particle exci-
tations because in a paramagnetic phase such excitations
can only produce a featureless low frequency response.
The spectrum of low-frequency anisotropic plasmas is
typically featureless and has a cutoff at 4π!vF /λL due
to kinematic constraints of the scattering process, where
λL is the excitation wavelength and vF is Fermi velocity
in the direction of photon propagation, relatively small
for the layered iron pnictides [28, 29]. Hence, the pre-
sented χ′′

xy(ω, T ) data showing the emergence and soft-
ening of an anomalous quasi-elastic response above TS is
a manifestation of electronic correlations.

To describe the observed collective behavior we use an
expression for interacting susceptibilities

χxy(ω, T ) ∝
χ(0)
xy (ω, T )

1− gχ(0)
xy (ω, T )

(2)
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C66 ! 0Towards transition:
whole doping range; for a direct comparison we have also
plotted C66 data for x ¼ 0 in Fig. 1(c).

Both characteristics of the electron-doped system,
namely, the softening on approaching the structural tran-
sition at Ts from above and the hardening below Tc, are
observed also in hole-doped K-Ba122. However, the soft-
ening and subsequent hardening, at, e.g., optimal doping, is
much more pronounced for Co than for K doping, which
will be discussed in more detail later.
In general, the elastic constants associated with the soft

mode are expected to go to zero at a second-order structural
phase transition and to harden below [25]. Surprisingly, this
is not the case here and Y ½110#, even though it decreases by
50%–85%, never reaches zero, a behavior which is not
fully understood and also observed in ultrasound data [21].
Also, we find that Ts manifests itself as a kink in Y ½110#ðTÞ
and that Y ½110# stays soft, or even grows softer below Ts,
contrary to the general expectation. This effect presumably
arises from “superelastic” behavior [26,27], i.e., from the
motion of boundaries between structural twins that are
formed in the orthorhombic phase.
As argued previously [15,28], the structural transition in

Ba122 is most likely driven by an electronic order
parameter φ via bilinear coupling to the orthorhombic
strain ε6 ¼ ða − bÞ=ðaþ bÞ. (a and b are the in-plane
lattice constants in the orthorhombic phase.) In this case,
the Landau expansion of the free energy is given by

F ¼ 1

2
ðχφÞ−1φ2 þ B

4
φ4 þ

C66;0

2
ε26 − λφε6; (1)

where λ is the electron-lattice coupling constant and C66;0
the bare elastic constant, which has no strong temperature
dependence and B is the quartic coefficient of the Landau

expansion. Bilinear coupling is allowed because φ and ε6
both break the same fourfold rotational symmetry. We
therefore refer to φ as the nematic order parameter with χφ
the associated nematic susceptibility. φ may represent,
e.g., the spin-nematic or the orbital order parameter;
however, the present thermodynamic treatment cannot
distinguish between these scenarios. C66 is renormalized
due to the coupling λ [19,25,29], and is given by

C66 ¼ C66;0 − λ2χφ: (2)

At a mean field level, the temperature dependence of χφ is
given by χφ ¼ ½AðT − T0Þ#−1, reflecting that χφ diverges
at the “bare” transition temperature T0, i.e., the nematic
ordering temperature in the absence of electron-lattice
coupling. Because of the coupling λ, however, the ordering
of φ and the associated structural distortion takes place
at TCW

s ¼ T0 þ λ2=AC66;0, the temperature at which χφ
reaches the critical value C66;0=λ2. C66 in turn follows the
modified Curie-Weiss law

C66

C66;0
¼ T − TCW

s

T − T0

: (3)

The difference TCW
s − T0 ¼ λ2=AC66;0 (the “Jahn-Teller

energy” of Refs. [20,21]) is an energy scale characteristic of
the electron-lattice coupling.
In the following we extract the nematic susceptibility χφ

from our data using the above Landau theory. We use the
approximation C66=C66;0 ≈ Y ½110#=Y0, where Y0 is the
noncritical background. For Y0, we use 33%Co-Ba122
data [30], the temperature dependence of which can be very
well described by the empirical Varshni formula [31] Y0¼
c0−s=½expðt=TÞ−1# with s=c0 ¼ 0.0421 and t ¼ 123.6 K
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FIG. 1 (color online). (a) Schematic drawing of our three-point-bending setup in the capacitance dilatometer. The sample (gray) is
supported by three wires (red) and the capacitor gap is indicated by small arrows. (b) Definition of sample dimensions and orientation
relative to the wire supports. Young’s modulus Y ½110# of (c) Co-Ba122 and (d) K-Ba122, normalized at room temperature. For
comparison, the temperature dependence of the C66 mode of pure BaFe2As2 from Ref. [21] (gray circles) is shown in (c). The inset in (c)
shows a fit of the data of the 33% Co-Ba122 sample to the Varshni formula used as the phonon background.
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Divergent Nematic Susceptibility
in an Iron Arsenide Superconductor
Jiun-Haw Chu,1,2*† Hsueh-Hui Kuo,1,2 James G. Analytis,1,2 Ian R. Fisher1,2†

Within the Landau paradigm of continuous phase transitions, ordered states of matter are
characterized by a broken symmetry. Although the broken symmetry is usually evident,
determining the driving force behind the phase transition can be complicated by coupling
between distinct order parameters. We show how measurement of the divergent nematic
susceptibility of the iron pnictide superconductor Ba(Fe1−xCox)2As2 distinguishes an electronic
nematic phase transition from a simple ferroelastic distortion. These measurements also indicate
an electronic nematic quantum phase transition near the composition with optimal superconducting
transition temperature.

In an electronic nematic phase transition, the
electronic system breaks a discrete rotational
symmetry of the crystal lattice without alter-

ing the existing translational symmetry (1). Ex-
amples include half-filling quantum Hall states

(2) and the field-induced metamagnetic state
in Sr3Ru2O7 (3). In the latter case, the electronic
ground state exhibits a strong twofold anisotropy,
which is only weakly reflected in a subtle struc-
tural anisotropy (4) indicative of an electronically
driven phase transition. Recently, both cuprates
(5–8) and iron pnictides (9–12) have been pro-
posed as candidates for an electronic nematic
phase, in which nematic order might coexist with
high temperature superconductivity. However, the
argument for electronic nematicity in these com-
pounds is not straightforward because the crys-
tal lattices suffer a relatively large deviation from
fourfold symmetry. We report measurements of

the resistivity anisotropy of Ba(Fe1−xCox)2As2 in-
duced by an in situ tunable strain, which reveals
the intrinsic electronic nematic response under
a constant lattice distortion. On the basis of a
phenomenological Ginzburg-Landau model, we
show that the structural phase transition in this
representative iron pnictide superconductor is
purely driven by an instability in the electronic
part of the free energy.

We apply a tuneable in-plane uniaxial strain
to single crystal samples of Ba(Fe1−xCox)2As2 to
probe the nematic response. By gluing the sam-
ple on the side wall of a piezo stack (Fig. 1A),
strains can be applied by the deformation of the
piezo, which is controlled by an applied voltage
(VP) (13, 14). The strain (i.e., the fractional change
of length along the current direction, eP = ∆L/L)
was monitored via a strain gauge glued on the
back side of the piezo stack. Both eP and the frac-
tional change of resistivity (h = ∆r/r0, where r0
is the resistivity of the free-standing sample be-
fore gluing on the piezo stack) were measured at
constant temperature while the applied voltage
was swept (Fig. 1B). The voltage dependence of
h and eP shows hysteretic behavior because of
the ferroelectric nature of the piezo materials,
yet the two quantities exhibit a linear relation-
ship without any hysteresis (Fig. 1B). The neg-
ative slope of h(eP) indicates that the resistivity
is higher along the shorter bonding direction, con-
sistent with previous results (10, 15, 16).

The amount of strain transmitted to the sam-
ple (eS) can be assessed by gluing another strain

REPORTS

1Department of Applied Physics and Geballe Laboratory for
Advanced Materials, Stanford University, Stanford, CA 94305,
USA. 2Stanford Institute for Materials and Energy Science, SLAC
National Accelerator Laboratory, 2575 Sand Hill Road, Menlo
Park, CA 94025, USA.

*Present address: Department of Physics, University of Califor-
nia, Berkeley, CA 94720, USA.
†To whom correspondence should be addressed. E-mail:
jhchu@berkeley.edu ( J.-H.C.); irfisher@stanford.edu (I.R.F.)
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-4Fig. 1. (A) Schematic diagram of a piezoresistance measurement (top) and of a strain gauge measurement
(bottom). Details about the configuration are described in the supplementary materials. (B) (Top) The relative
change in resistivity (h = Dr/r0) of a BaFe2As2 sample and the strain measured by a strain gauge on a piezo
(eP = DL/L) as a function of voltage at T = 140 K. The strain and resistance were measured along the [1 1 0]T direction of the crystal. (Bottom) Same set of
data but h is plotted against eP. The red line is a linear fit to the data. (C and D) The differences in the strain between zero applied voltage and (C) Vp = 150 V
and (D) Vp = 50 V. Vertical lines indicate the temperatures below which the strain is fully transmitted to the sample. For low voltage, this temperature window
spans well above Ts for all compositions studied.
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Divergent Nematic Susceptibility
in an Iron Arsenide Superconductor
Jiun-Haw Chu,1,2*† Hsueh-Hui Kuo,1,2 James G. Analytis,1,2 Ian R. Fisher1,2†

Within the Landau paradigm of continuous phase transitions, ordered states of matter are
characterized by a broken symmetry. Although the broken symmetry is usually evident,
determining the driving force behind the phase transition can be complicated by coupling
between distinct order parameters. We show how measurement of the divergent nematic
susceptibility of the iron pnictide superconductor Ba(Fe1−xCox)2As2 distinguishes an electronic
nematic phase transition from a simple ferroelastic distortion. These measurements also indicate
an electronic nematic quantum phase transition near the composition with optimal superconducting
transition temperature.

In an electronic nematic phase transition, the
electronic system breaks a discrete rotational
symmetry of the crystal lattice without alter-

ing the existing translational symmetry (1). Ex-
amples include half-filling quantum Hall states

(2) and the field-induced metamagnetic state
in Sr3Ru2O7 (3). In the latter case, the electronic
ground state exhibits a strong twofold anisotropy,
which is only weakly reflected in a subtle struc-
tural anisotropy (4) indicative of an electronically
driven phase transition. Recently, both cuprates
(5–8) and iron pnictides (9–12) have been pro-
posed as candidates for an electronic nematic
phase, in which nematic order might coexist with
high temperature superconductivity. However, the
argument for electronic nematicity in these com-
pounds is not straightforward because the crys-
tal lattices suffer a relatively large deviation from
fourfold symmetry. We report measurements of

the resistivity anisotropy of Ba(Fe1−xCox)2As2 in-
duced by an in situ tunable strain, which reveals
the intrinsic electronic nematic response under
a constant lattice distortion. On the basis of a
phenomenological Ginzburg-Landau model, we
show that the structural phase transition in this
representative iron pnictide superconductor is
purely driven by an instability in the electronic
part of the free energy.

We apply a tuneable in-plane uniaxial strain
to single crystal samples of Ba(Fe1−xCox)2As2 to
probe the nematic response. By gluing the sam-
ple on the side wall of a piezo stack (Fig. 1A),
strains can be applied by the deformation of the
piezo, which is controlled by an applied voltage
(VP) (13, 14). The strain (i.e., the fractional change
of length along the current direction, eP = ∆L/L)
was monitored via a strain gauge glued on the
back side of the piezo stack. Both eP and the frac-
tional change of resistivity (h = ∆r/r0, where r0
is the resistivity of the free-standing sample be-
fore gluing on the piezo stack) were measured at
constant temperature while the applied voltage
was swept (Fig. 1B). The voltage dependence of
h and eP shows hysteretic behavior because of
the ferroelectric nature of the piezo materials,
yet the two quantities exhibit a linear relation-
ship without any hysteresis (Fig. 1B). The neg-
ative slope of h(eP) indicates that the resistivity
is higher along the shorter bonding direction, con-
sistent with previous results (10, 15, 16).

The amount of strain transmitted to the sam-
ple (eS) can be assessed by gluing another strain
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change in resistivity (h = Dr/r0) of a BaFe2As2 sample and the strain measured by a strain gauge on a piezo
(eP = DL/L) as a function of voltage at T = 140 K. The strain and resistance were measured along the [1 1 0]T direction of the crystal. (Bottom) Same set of
data but h is plotted against eP. The red line is a linear fit to the data. (C and D) The differences in the strain between zero applied voltage and (C) Vp = 150 V
and (D) Vp = 50 V. Vertical lines indicate the temperatures below which the strain is fully transmitted to the sample. For low voltage, this temperature window
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T̄s < Ts

gauge on the top surface of the crystal (Fig. 1A,
lower panel). The comparison of eS and eP for a
Ba(Fe0.955Co0.045)2As2 sample is summarized
in Fig. 1, C and D. For applied voltages |Vp| <
150 V, the strain is fully transmitted to the sam-
ple for temperatures below about 100 K for
typical thickness crystals (less than 100 mm).
For lower voltages, |Vp| < 50 V, the strain is fully
transmitted to even higher temperatures (Fig. 1D).
The maximum strain that can be applied (|e| < 5 ×
10−4) is substantially less than the lattice distortion
developed below the phase transition (10−2 ∼ 10−3),
and, as we show below, the system is always in
the regime of linear response.

The induced fractional change of the resis-
tivity h provides a direct measure of the electronic
nematic order parameter. In general, the resistiv-
ity is determined by both the electronic structure
and the scattering. In the case of iron pnictides,
the proposed orbital ordering more likely results
in an anisotropy of electronic structure, whereas
the spin-nematic ordering leads to an anisotropy
of electron scattering. Measurements of resistiv-
ity anisotropy y = (rb − ra)/(rb + ra) pick up both
effects and reveal the electronic nematic order
(17–19). For a strained crystal in the tetragonal
state, rb and ra refer to the resistivity in direc-
tions parallel and perpendicular to the applied
compressive stress. It can be easily shown that
h = y if the increase in rb equals the decrease in
ra and that the two quantities are directly pro-
portional even if this is not the case. The same is
also true for the derivatives of these quantities
such that dh/de º dy/de (13).

Representative data showing the electronic
nematicity (h) as a function of strain (eP) for a
BaFe2As2 sample are shown in Fig. 2A at var-
ious temperatures above the structural transition
temperature Ts. Data were fit by a straight line in
a small range of strain near zero applied voltage.
As shown in Fig. 2B, the quantity dh/de, which
essentially measures the nematic response in-
duced by a constant strain, diverges upon ap-
proaching Ts from above. This divergent behavior
is reminiscent of the resistivity anisotropy ob-

served above Ts for samples held in a mechan-
ical clamp (10). However, as we explain below,
there is an important distinction between mea-
surements made under condition of constant stress
(mechanical clamp) and constant strain (mea-
surement of dh/de in the current set up).

From the thermodynamic point of view, the
stress and strain are conjugate variables, and the
stress (here denoted as h) is the externally con-
trollable force, whereas strain is the response of
a mechanical system. Intuitively it might be more
reasonable to regard stress as a symmetry break-
ing field. However, from the electron nematic
stand point, stress only couples indirectly to the
nematic order parameter through strain. This re-
lationship can be best understood from the fol-
lowing Ginzburg-Landau free energy:

F ¼ a
2
y2 þ b

4
y4 þ c

2
e2 þ d

4
e4 − lye − he

ð1Þ

Here, y represents the electronic nematic or-
der parameter, measured by the resistivity as
discussed above, e is the elastic strain, and h is
its conjugate stress. a, b, c, and d are the coef-
ficients of the two order parameters in the usual
power series expansion, and l is the coupling
constant. If there is a phase transition driven by
the electronic degree of freedom, then the coef-
ficient a becomes zero at some temperature, that
is, a = a0(T − T*), whereas the other coefficients
are temperature independent. On the other hand,
if the phase transition is caused by a structural
instability, then it is the coefficient c that be-
comes zero [c = c0(T − T*)] (20). Therefore, the
driving force can be distinguished by determin-
ing the temperature dependence of the bare a
and c coefficients.

With this in mind, we can now ask what the
difference is between measuring the response
of electronic nematicity y under constant strain
e rather than constant stress h. This can be an-
swered explicitly by calculating the quantities
dy/dh and dy/de under the constraint of min-
imizing the free energy (13):

dy
dh

¼ l
ac − l2

ð2Þ

dy
de

¼ l
a

ð3Þ

From these expressions, the nematic response
under a constant stress (Eq. 2) will show a 1/T
divergence whether the driving force is a struc-
tural or electronic phase transition. However, the
nematic response under a constant strain will
only diverge when it is a true electronic nematic
phase transition (Eq. 3). In this sense, the di-
vergence in dh/de shown in Fig. 2 is direct evi-
dence that BaFe2As2 suffers a true electronic
nematic instability, and the structural transition
merely passively follows the nematic order. Be-
cause strain is a field to the nematic order pa-
rameter, we refer to the quantity dy/de as the
nematic susceptibility.

From Eq. 3, dy/de = l/a = l/[a0(T − T*)], it
is natural to fit the data of dh/de in Fig. 2B with
a Curie-Weiss temperature dependence. How-
ever, Eq. 3 is only valid in the limit of vanishing
strain, at which one can disregard the higher-
order nonlinear terms. In the realistic experiment
situation, there is always some intrinsic built-in
strain, even at zero applied voltage, because of
the different thermal contraction of the sample
and the piezo stack. To take into account this
built in-strain, we perform a numerical fit based
on the following expression:

dh
de

¼ l
a0ðT − T∗Þ þ 3bh20

þ c0 ð4Þ

The effect of the next-order nonlinear term is
included in the 3bh0

2 in the denominator, where
h0 is the resistivity anisotropy induced by the built-
in strain as a function of temperature, measured by
the difference of resistivity of a sample before and
after gluing on the piezo stack. In addition to a0
and b introduced before, c0 is a fitting parameter
to model the intrinsic piezoresistivity effect of the

Fig. 2. (A) Representative
data for BaFe2As2 show-
ing the relative change of
resistivity (h = Dr/r0) as
a function of strain (eP =
DL/L) at several tempera-
tures above Ts. The nemat-
ic response was obtained
by a linear fit of the data
near zero applied volt-
age [−5 × 10−5 < ep(V) −
ep(0) < 1× 10

−4, indicated
by the vertical dashed
lines]. (B) Temperature de-
pendence of the nematic
response dh/deP. Vertical
line indicates the struc-
tural transition temperature Ts = 138 K. Red line shows fit to mean field model. There is no evidence for any additional phase transitions for temperatures above
TS. (Inset) The relative change of resistivity induced by the intrinsic built-in strain, which was used for the fit to mean field model.
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gauge on the top surface of the crystal (Fig. 1A,
lower panel). The comparison of eS and eP for a
Ba(Fe0.955Co0.045)2As2 sample is summarized
in Fig. 1, C and D. For applied voltages |Vp| <
150 V, the strain is fully transmitted to the sam-
ple for temperatures below about 100 K for
typical thickness crystals (less than 100 mm).
For lower voltages, |Vp| < 50 V, the strain is fully
transmitted to even higher temperatures (Fig. 1D).
The maximum strain that can be applied (|e| < 5 ×
10−4) is substantially less than the lattice distortion
developed below the phase transition (10−2 ∼ 10−3),
and, as we show below, the system is always in
the regime of linear response.

The induced fractional change of the resis-
tivity h provides a direct measure of the electronic
nematic order parameter. In general, the resistiv-
ity is determined by both the electronic structure
and the scattering. In the case of iron pnictides,
the proposed orbital ordering more likely results
in an anisotropy of electronic structure, whereas
the spin-nematic ordering leads to an anisotropy
of electron scattering. Measurements of resistiv-
ity anisotropy y = (rb − ra)/(rb + ra) pick up both
effects and reveal the electronic nematic order
(17–19). For a strained crystal in the tetragonal
state, rb and ra refer to the resistivity in direc-
tions parallel and perpendicular to the applied
compressive stress. It can be easily shown that
h = y if the increase in rb equals the decrease in
ra and that the two quantities are directly pro-
portional even if this is not the case. The same is
also true for the derivatives of these quantities
such that dh/de º dy/de (13).

Representative data showing the electronic
nematicity (h) as a function of strain (eP) for a
BaFe2As2 sample are shown in Fig. 2A at var-
ious temperatures above the structural transition
temperature Ts. Data were fit by a straight line in
a small range of strain near zero applied voltage.
As shown in Fig. 2B, the quantity dh/de, which
essentially measures the nematic response in-
duced by a constant strain, diverges upon ap-
proaching Ts from above. This divergent behavior
is reminiscent of the resistivity anisotropy ob-

served above Ts for samples held in a mechan-
ical clamp (10). However, as we explain below,
there is an important distinction between mea-
surements made under condition of constant stress
(mechanical clamp) and constant strain (mea-
surement of dh/de in the current set up).

From the thermodynamic point of view, the
stress and strain are conjugate variables, and the
stress (here denoted as h) is the externally con-
trollable force, whereas strain is the response of
a mechanical system. Intuitively it might be more
reasonable to regard stress as a symmetry break-
ing field. However, from the electron nematic
stand point, stress only couples indirectly to the
nematic order parameter through strain. This re-
lationship can be best understood from the fol-
lowing Ginzburg-Landau free energy:

F ¼ a
2
y2 þ b

4
y4 þ c

2
e2 þ d

4
e4 − lye − he

ð1Þ

Here, y represents the electronic nematic or-
der parameter, measured by the resistivity as
discussed above, e is the elastic strain, and h is
its conjugate stress. a, b, c, and d are the coef-
ficients of the two order parameters in the usual
power series expansion, and l is the coupling
constant. If there is a phase transition driven by
the electronic degree of freedom, then the coef-
ficient a becomes zero at some temperature, that
is, a = a0(T − T*), whereas the other coefficients
are temperature independent. On the other hand,
if the phase transition is caused by a structural
instability, then it is the coefficient c that be-
comes zero [c = c0(T − T*)] (20). Therefore, the
driving force can be distinguished by determin-
ing the temperature dependence of the bare a
and c coefficients.

With this in mind, we can now ask what the
difference is between measuring the response
of electronic nematicity y under constant strain
e rather than constant stress h. This can be an-
swered explicitly by calculating the quantities
dy/dh and dy/de under the constraint of min-
imizing the free energy (13):

dy
dh

¼ l
ac − l2

ð2Þ

dy
de

¼ l
a

ð3Þ

From these expressions, the nematic response
under a constant stress (Eq. 2) will show a 1/T
divergence whether the driving force is a struc-
tural or electronic phase transition. However, the
nematic response under a constant strain will
only diverge when it is a true electronic nematic
phase transition (Eq. 3). In this sense, the di-
vergence in dh/de shown in Fig. 2 is direct evi-
dence that BaFe2As2 suffers a true electronic
nematic instability, and the structural transition
merely passively follows the nematic order. Be-
cause strain is a field to the nematic order pa-
rameter, we refer to the quantity dy/de as the
nematic susceptibility.

From Eq. 3, dy/de = l/a = l/[a0(T − T*)], it
is natural to fit the data of dh/de in Fig. 2B with
a Curie-Weiss temperature dependence. How-
ever, Eq. 3 is only valid in the limit of vanishing
strain, at which one can disregard the higher-
order nonlinear terms. In the realistic experiment
situation, there is always some intrinsic built-in
strain, even at zero applied voltage, because of
the different thermal contraction of the sample
and the piezo stack. To take into account this
built in-strain, we perform a numerical fit based
on the following expression:

dh
de

¼ l
a0ðT − T∗Þ þ 3bh20

þ c0 ð4Þ

The effect of the next-order nonlinear term is
included in the 3bh0

2 in the denominator, where
h0 is the resistivity anisotropy induced by the built-
in strain as a function of temperature, measured by
the difference of resistivity of a sample before and
after gluing on the piezo stack. In addition to a0
and b introduced before, c0 is a fitting parameter
to model the intrinsic piezoresistivity effect of the

Fig. 2. (A) Representative
data for BaFe2As2 show-
ing the relative change of
resistivity (h = Dr/r0) as
a function of strain (eP =
DL/L) at several tempera-
tures above Ts. The nemat-
ic response was obtained
by a linear fit of the data
near zero applied volt-
age [−5 × 10−5 < ep(V) −
ep(0) < 1× 10

−4, indicated
by the vertical dashed
lines]. (B) Temperature de-
pendence of the nematic
response dh/deP. Vertical
line indicates the struc-
tural transition temperature Ts = 138 K. Red line shows fit to mean field model. There is no evidence for any additional phase transitions for temperatures above
TS. (Inset) The relative change of resistivity induced by the intrinsic built-in strain, which was used for the fit to mean field model.
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whole doping range; for a direct comparison we have also
plotted C66 data for x ¼ 0 in Fig. 1(c).

Both characteristics of the electron-doped system,
namely, the softening on approaching the structural tran-
sition at Ts from above and the hardening below Tc, are
observed also in hole-doped K-Ba122. However, the soft-
ening and subsequent hardening, at, e.g., optimal doping, is
much more pronounced for Co than for K doping, which
will be discussed in more detail later.
In general, the elastic constants associated with the soft

mode are expected to go to zero at a second-order structural
phase transition and to harden below [25]. Surprisingly, this
is not the case here and Y ½110#, even though it decreases by
50%–85%, never reaches zero, a behavior which is not
fully understood and also observed in ultrasound data [21].
Also, we find that Ts manifests itself as a kink in Y ½110#ðTÞ
and that Y ½110# stays soft, or even grows softer below Ts,
contrary to the general expectation. This effect presumably
arises from “superelastic” behavior [26,27], i.e., from the
motion of boundaries between structural twins that are
formed in the orthorhombic phase.
As argued previously [15,28], the structural transition in

Ba122 is most likely driven by an electronic order
parameter φ via bilinear coupling to the orthorhombic
strain ε6 ¼ ða − bÞ=ðaþ bÞ. (a and b are the in-plane
lattice constants in the orthorhombic phase.) In this case,
the Landau expansion of the free energy is given by

F ¼ 1

2
ðχφÞ−1φ2 þ B

4
φ4 þ

C66;0

2
ε26 − λφε6; (1)

where λ is the electron-lattice coupling constant and C66;0
the bare elastic constant, which has no strong temperature
dependence and B is the quartic coefficient of the Landau

expansion. Bilinear coupling is allowed because φ and ε6
both break the same fourfold rotational symmetry. We
therefore refer to φ as the nematic order parameter with χφ
the associated nematic susceptibility. φ may represent,
e.g., the spin-nematic or the orbital order parameter;
however, the present thermodynamic treatment cannot
distinguish between these scenarios. C66 is renormalized
due to the coupling λ [19,25,29], and is given by

C66 ¼ C66;0 − λ2χφ: (2)

At a mean field level, the temperature dependence of χφ is
given by χφ ¼ ½AðT − T0Þ#−1, reflecting that χφ diverges
at the “bare” transition temperature T0, i.e., the nematic
ordering temperature in the absence of electron-lattice
coupling. Because of the coupling λ, however, the ordering
of φ and the associated structural distortion takes place
at TCW

s ¼ T0 þ λ2=AC66;0, the temperature at which χφ
reaches the critical value C66;0=λ2. C66 in turn follows the
modified Curie-Weiss law

C66

C66;0
¼ T − TCW

s

T − T0

: (3)

The difference TCW
s − T0 ¼ λ2=AC66;0 (the “Jahn-Teller

energy” of Refs. [20,21]) is an energy scale characteristic of
the electron-lattice coupling.
In the following we extract the nematic susceptibility χφ

from our data using the above Landau theory. We use the
approximation C66=C66;0 ≈ Y ½110#=Y0, where Y0 is the
noncritical background. For Y0, we use 33%Co-Ba122
data [30], the temperature dependence of which can be very
well described by the empirical Varshni formula [31] Y0¼
c0−s=½expðt=TÞ−1# with s=c0 ¼ 0.0421 and t ¼ 123.6 K
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FIG. 1 (color online). (a) Schematic drawing of our three-point-bending setup in the capacitance dilatometer. The sample (gray) is
supported by three wires (red) and the capacitor gap is indicated by small arrows. (b) Definition of sample dimensions and orientation
relative to the wire supports. Young’s modulus Y ½110# of (c) Co-Ba122 and (d) K-Ba122, normalized at room temperature. For
comparison, the temperature dependence of the C66 mode of pure BaFe2As2 from Ref. [21] (gray circles) is shown in (c). The inset in (c)
shows a fit of the data of the 33% Co-Ba122 sample to the Varshni formula used as the phonon background.
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whole doping range; for a direct comparison we have also
plotted C66 data for x ¼ 0 in Fig. 1(c).

Both characteristics of the electron-doped system,
namely, the softening on approaching the structural tran-
sition at Ts from above and the hardening below Tc, are
observed also in hole-doped K-Ba122. However, the soft-
ening and subsequent hardening, at, e.g., optimal doping, is
much more pronounced for Co than for K doping, which
will be discussed in more detail later.
In general, the elastic constants associated with the soft

mode are expected to go to zero at a second-order structural
phase transition and to harden below [25]. Surprisingly, this
is not the case here and Y ½110#, even though it decreases by
50%–85%, never reaches zero, a behavior which is not
fully understood and also observed in ultrasound data [21].
Also, we find that Ts manifests itself as a kink in Y ½110#ðTÞ
and that Y ½110# stays soft, or even grows softer below Ts,
contrary to the general expectation. This effect presumably
arises from “superelastic” behavior [26,27], i.e., from the
motion of boundaries between structural twins that are
formed in the orthorhombic phase.
As argued previously [15,28], the structural transition in

Ba122 is most likely driven by an electronic order
parameter φ via bilinear coupling to the orthorhombic
strain ε6 ¼ ða − bÞ=ðaþ bÞ. (a and b are the in-plane
lattice constants in the orthorhombic phase.) In this case,
the Landau expansion of the free energy is given by

F ¼ 1

2
ðχφÞ−1φ2 þ B

4
φ4 þ

C66;0

2
ε26 − λφε6; (1)

where λ is the electron-lattice coupling constant and C66;0
the bare elastic constant, which has no strong temperature
dependence and B is the quartic coefficient of the Landau

expansion. Bilinear coupling is allowed because φ and ε6
both break the same fourfold rotational symmetry. We
therefore refer to φ as the nematic order parameter with χφ
the associated nematic susceptibility. φ may represent,
e.g., the spin-nematic or the orbital order parameter;
however, the present thermodynamic treatment cannot
distinguish between these scenarios. C66 is renormalized
due to the coupling λ [19,25,29], and is given by

C66 ¼ C66;0 − λ2χφ: (2)

At a mean field level, the temperature dependence of χφ is
given by χφ ¼ ½AðT − T0Þ#−1, reflecting that χφ diverges
at the “bare” transition temperature T0, i.e., the nematic
ordering temperature in the absence of electron-lattice
coupling. Because of the coupling λ, however, the ordering
of φ and the associated structural distortion takes place
at TCW

s ¼ T0 þ λ2=AC66;0, the temperature at which χφ
reaches the critical value C66;0=λ2. C66 in turn follows the
modified Curie-Weiss law

C66

C66;0
¼ T − TCW
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T − T0

: (3)

The difference TCW
s − T0 ¼ λ2=AC66;0 (the “Jahn-Teller

energy” of Refs. [20,21]) is an energy scale characteristic of
the electron-lattice coupling.
In the following we extract the nematic susceptibility χφ

from our data using the above Landau theory. We use the
approximation C66=C66;0 ≈ Y ½110#=Y0, where Y0 is the
noncritical background. For Y0, we use 33%Co-Ba122
data [30], the temperature dependence of which can be very
well described by the empirical Varshni formula [31] Y0¼
c0−s=½expðt=TÞ−1# with s=c0 ¼ 0.0421 and t ¼ 123.6 K
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FIG. 1 (color online). (a) Schematic drawing of our three-point-bending setup in the capacitance dilatometer. The sample (gray) is
supported by three wires (red) and the capacitor gap is indicated by small arrows. (b) Definition of sample dimensions and orientation
relative to the wire supports. Young’s modulus Y ½110# of (c) Co-Ba122 and (d) K-Ba122, normalized at room temperature. For
comparison, the temperature dependence of the C66 mode of pure BaFe2As2 from Ref. [21] (gray circles) is shown in (c). The inset in (c)
shows a fit of the data of the 33% Co-Ba122 sample to the Varshni formula used as the phonon background.
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Figure 1: (a) Temperature dependence of the nematic susceptibility ‰
Ï

= 1/a(T ≠T0) (solid line) and the nematic susceptibility
renormalized by bilinear coupling to the lattice ‰̃

Ï

= 1/a(T ≠ T CW

s

) (dashed line) in a mean-field model. (b) Temperature
dependence of the soft elastic mode C66 = (T ≠ T CW

s

)/(T ≠ T0) of the structural transition induced by this bilinear coupling
between the strain component Á6 and the nematic order parameter Ï, eq. 1. The e�ect of the bilinear coupling is to increase the
transition temperature from T0 to T CW

s

. (c) shows the temperature dependence of C66 for a range of parameters ⁄2/aC66,0 =
T CW

s

≠ T0. The slope of C66 just above T
s

is determined by the bilinear coupling strength ⁄.

The relation between the nematic susceptibility and C66 can be obtained by considering the free energy
density [8, 19, 49]

F = F0 + 1
2C66,0Á2

6 ≠ ⁄Á6Ï + 1
2 (‰

Ï

)≠1
Ï2 + B

4 Ï4. (1)

Here, ≠⁄Á6Ï is the bilinear coupling term (with the coupling constant ⁄), 1
2 C66,0Á2

6 is the bare elastic energy
(i.e. without the coupling ⁄) and C66,0 is the bare elastic constant, which, by assumption, has no strong
temperature dependence. The last two terms represent a Landau expansion in the nematic order parameter
Ï, with ‰

Ï

the bare nematic susceptibility and B > 0 the usual quartic coe�cient of the Landau expansion.
A second bilinearly coupled (nematic) order parameter can be included analogously to describe, e.g., the
interplay between elastic, spin-nematic and orbital degrees of freedom, as in Refs. [98, 99]. Here, however,
we restrict ourselves to only one nematic order parameter. In general, the e�ective, renormalized elastic
constant C66 is given by [100, 101]

C66 = d2F

dÁ2
6

= ˆ2F

ˆÁ2
6

≠
3

ˆ2F

ˆÁ6ˆÏ

42 3
ˆ2F

ˆÏ2

4≠1
(2)

because the condition that F is minimal with respect to both Á6 and Ï couples the two order parameters.
This results in [8, 49]

C66 = C66,0 ≠ ⁄2

(‰
Ï

)≠1 + 3BÏ2
(3)

which reduces to C66 = C66,0 ≠ ⁄2‰
Ï

above the ordering temperature when Ï = 0. Note that ‰
Ï

is also
renormalized by the coupling ⁄ and the e�ective nematic susceptibility ‰̃

Ï

is given by (‰̃
Ï

)≠1 = (‰
Ï

)≠1 ≠
⁄2/C66,0. Rewriting C66 in terms of ‰̃

Ï

, yields the expression of Ref. [19]

1
C66

= 1
C66,0

+ ⁄2

C2
66,0

‰̃
Ï

. (4)

Note that Eq. 4 is not limited to a Landau expansion in Ï and is actually valid more generally, as long as
bilinear coupling to a harmonic lattice is considered[19]. Equations 3 and 4 show that we can access the
nematic susceptibility ‰

Ï

and also ‰̃
Ï

by measuring C66.
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FIG. 1. (color online) Secondary emission (a and b) and Ra-
man response (c and d) for EuFe2As2 at 177 K (green) and
300 K (red) for xy (a and c) and x′y′ (b and d) polariza-
tion geometries corresponding to B2g and B1g responses in
the tetragonal phase, recorded with λL=476 nm. Schematic
diagram of the Fe-As layer is shown in (d), with the tetrago-
nal 2-Fe unit cell in blue and the orthorhombic 4-Fe unit cell
in black. The light polarization vectors are denoted with re-
spect to the crystallographic orientations. The luminescence
background indicated by black dotted lines in (a) and (b) is
determined in Refs. [24, 25].

of the Bloch state at momentum k in the band b
with the dispersion ϵb

k
[20–22]. All components of the

symmetrized Raman tensor χeIeS can be classified by
irreducible representations of the crystallographic point
group [23]. The two photon fields with cross polarization
couple to quadrupole moments, and thus the scatter-
ing experiments probe the B2g susceptibility if light
polarization is aligned along a and b crystallographic
directions, and the B1g susceptibility if rotated by 45◦.
For the Fe pnictides, a local charge transfer between

degenerate dx′z and dy′z orbitals without a spin flip in-
duces a quadrupole moment of B2g symmetry on an iron
site, Fig. 3(b), while no low energy excitation of B1g

symmetry is allowed without charge transfer between
the irons. Therefore, χxy, which bears four nodes along
the crystallographic directions, delineates such singlet
quadrupole excitations [21, 22]. An excitation with a
spin flip excites a magnon to which, in the leading or-
der, light cannot couple. In Figs. 3(a-d) we illustrate the
relevant quadrupole excitation transition both in k-space
and real space.

In Figs. 1(a) and 1(b) we compare the intensity mea-
sured in xy and x′y′ geometries [24] from EuFe2As2 pnic-
tide just above TS = 175 K. The Raman response shown
in Figs. 1(c), 1(d) and 2 is derived from the scattering

intensity by accounting for the Bose factor [25].
As shown in Fig. 1(d), the electronic response from

intraband excitations using the x′y′ polarization is indeed
very weak. The broad feature centered at about 75 cm−1

is likely due to an interband transitions between the α
and β bands, as illustrated in Fig. 3 (a). The sharp mode
at 214 cm−1 is an iron B1g phonon [26] which only shows
weak anomaly upon cooling across TS [24].
In contrast, the response for the xy polarization is

much stronger, the signal extends beyond 1000 cm−1 ,
it strengthens significantly upon cooling and develops a
well defined maximum at low energy. In Fig. 2 we show
that the temperature evolution of the B2g Raman suscep-
tibility for EuFe2As2 and SrFe2As2 is generic for the 122
compounds [27]. Upon cooling toward TS , the data show
gradual enhancement of the low energy response along
with linear in temperature softening of the mode maxi-
mum frequency from about 160 cm−1 at room tempera-
ture to 90 cm−1 at TS , denoted ωmax(T ) in Figs. 2 (d-e),
an energy scale independent on the quasi-particle char-
acteristics. No enhancement with cooling is observed for
the susceptibility in any other symmetry channel. Such
critical evolution of the anomalous B2g susceptibility due
to quadrupole deformation of the electron density at the
Fermi surfaces is abruptly intervened at TS , the entrance
into the orthorhombic phase, when a density wave like
gap and a coherence peak at about 1070 cm−1 devel-
ops. The power law in the density wave gap structure
suggests that the gap is anisotropic, possibly with a dxy
symmetry.

From these data, we calculate and plot in Figs. 2 (d-
e) the real part of the static Raman susceptibility using
the Kramers-Kronig relations. χ′

xy(0, T ) ∝ (T − T ∗)−1

shows a mean-field-like enhancement with temperature
T ∗ about 80 K below TS . Remarkably, the mode’s maxi-
mum frequency ωmax(T ) scales to the very same (T−T ∗)
behavior and does not soften near TS , indicating that the
critical slow down is intervened abruptly at TS .
The B2g-susceptibility data cannot be understood in a

picture of non-interacting incoherent quasi-particle exci-
tations because in a paramagnetic phase such excitations
can only produce a featureless low frequency response.
The spectrum of low-frequency anisotropic plasmas is
typically featureless and has a cutoff at 4π!vF /λL due
to kinematic constraints of the scattering process, where
λL is the excitation wavelength and vF is Fermi velocity
in the direction of photon propagation, relatively small
for the layered iron pnictides [28, 29]. Hence, the pre-
sented χ′′

xy(ω, T ) data showing the emergence and soft-
ening of an anomalous quasi-elastic response above TS is
a manifestation of electronic correlations.

To describe the observed collective behavior we use an
expression for interacting susceptibilities

χxy(ω, T ) ∝
χ(0)
xy (ω, T )

1− gχ(0)
xy (ω, T )

(2)

/Se
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FIG. 1. (color online) Secondary emission (a and b) and Ra-
man response (c and d) for EuFe2As2 at 177 K (green) and
300 K (red) for xy (a and c) and x′y′ (b and d) polariza-
tion geometries corresponding to B2g and B1g responses in
the tetragonal phase, recorded with λL=476 nm. Schematic
diagram of the Fe-As layer is shown in (d), with the tetrago-
nal 2-Fe unit cell in blue and the orthorhombic 4-Fe unit cell
in black. The light polarization vectors are denoted with re-
spect to the crystallographic orientations. The luminescence
background indicated by black dotted lines in (a) and (b) is
determined in Refs. [24, 25].

of the Bloch state at momentum k in the band b
with the dispersion ϵb

k
[20–22]. All components of the

symmetrized Raman tensor χeIeS can be classified by
irreducible representations of the crystallographic point
group [23]. The two photon fields with cross polarization
couple to quadrupole moments, and thus the scatter-
ing experiments probe the B2g susceptibility if light
polarization is aligned along a and b crystallographic
directions, and the B1g susceptibility if rotated by 45◦.
For the Fe pnictides, a local charge transfer between

degenerate dx′z and dy′z orbitals without a spin flip in-
duces a quadrupole moment of B2g symmetry on an iron
site, Fig. 3(b), while no low energy excitation of B1g

symmetry is allowed without charge transfer between
the irons. Therefore, χxy, which bears four nodes along
the crystallographic directions, delineates such singlet
quadrupole excitations [21, 22]. An excitation with a
spin flip excites a magnon to which, in the leading or-
der, light cannot couple. In Figs. 3(a-d) we illustrate the
relevant quadrupole excitation transition both in k-space
and real space.

In Figs. 1(a) and 1(b) we compare the intensity mea-
sured in xy and x′y′ geometries [24] from EuFe2As2 pnic-
tide just above TS = 175 K. The Raman response shown
in Figs. 1(c), 1(d) and 2 is derived from the scattering

intensity by accounting for the Bose factor [25].
As shown in Fig. 1(d), the electronic response from

intraband excitations using the x′y′ polarization is indeed
very weak. The broad feature centered at about 75 cm−1

is likely due to an interband transitions between the α
and β bands, as illustrated in Fig. 3 (a). The sharp mode
at 214 cm−1 is an iron B1g phonon [26] which only shows
weak anomaly upon cooling across TS [24].
In contrast, the response for the xy polarization is

much stronger, the signal extends beyond 1000 cm−1 ,
it strengthens significantly upon cooling and develops a
well defined maximum at low energy. In Fig. 2 we show
that the temperature evolution of the B2g Raman suscep-
tibility for EuFe2As2 and SrFe2As2 is generic for the 122
compounds [27]. Upon cooling toward TS , the data show
gradual enhancement of the low energy response along
with linear in temperature softening of the mode maxi-
mum frequency from about 160 cm−1 at room tempera-
ture to 90 cm−1 at TS , denoted ωmax(T ) in Figs. 2 (d-e),
an energy scale independent on the quasi-particle char-
acteristics. No enhancement with cooling is observed for
the susceptibility in any other symmetry channel. Such
critical evolution of the anomalous B2g susceptibility due
to quadrupole deformation of the electron density at the
Fermi surfaces is abruptly intervened at TS , the entrance
into the orthorhombic phase, when a density wave like
gap and a coherence peak at about 1070 cm−1 devel-
ops. The power law in the density wave gap structure
suggests that the gap is anisotropic, possibly with a dxy
symmetry.

From these data, we calculate and plot in Figs. 2 (d-
e) the real part of the static Raman susceptibility using
the Kramers-Kronig relations. χ′

xy(0, T ) ∝ (T − T ∗)−1

shows a mean-field-like enhancement with temperature
T ∗ about 80 K below TS . Remarkably, the mode’s maxi-
mum frequency ωmax(T ) scales to the very same (T−T ∗)
behavior and does not soften near TS , indicating that the
critical slow down is intervened abruptly at TS .
The B2g-susceptibility data cannot be understood in a

picture of non-interacting incoherent quasi-particle exci-
tations because in a paramagnetic phase such excitations
can only produce a featureless low frequency response.
The spectrum of low-frequency anisotropic plasmas is
typically featureless and has a cutoff at 4π!vF /λL due
to kinematic constraints of the scattering process, where
λL is the excitation wavelength and vF is Fermi velocity
in the direction of photon propagation, relatively small
for the layered iron pnictides [28, 29]. Hence, the pre-
sented χ′′

xy(ω, T ) data showing the emergence and soft-
ening of an anomalous quasi-elastic response above TS is
a manifestation of electronic correlations.

To describe the observed collective behavior we use an
expression for interacting susceptibilities

χxy(ω, T ) ∝
χ(0)
xy (ω, T )

1− gχ(0)
xy (ω, T )

(2)
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FIG. 1. (color online) Secondary emission (a and b) and Ra-
man response (c and d) for EuFe2As2 at 177 K (green) and
300 K (red) for xy (a and c) and x′y′ (b and d) polariza-
tion geometries corresponding to B2g and B1g responses in
the tetragonal phase, recorded with λL=476 nm. Schematic
diagram of the Fe-As layer is shown in (d), with the tetrago-
nal 2-Fe unit cell in blue and the orthorhombic 4-Fe unit cell
in black. The light polarization vectors are denoted with re-
spect to the crystallographic orientations. The luminescence
background indicated by black dotted lines in (a) and (b) is
determined in Refs. [24, 25].

of the Bloch state at momentum k in the band b
with the dispersion ϵb

k
[20–22]. All components of the

symmetrized Raman tensor χeIeS can be classified by
irreducible representations of the crystallographic point
group [23]. The two photon fields with cross polarization
couple to quadrupole moments, and thus the scatter-
ing experiments probe the B2g susceptibility if light
polarization is aligned along a and b crystallographic
directions, and the B1g susceptibility if rotated by 45◦.
For the Fe pnictides, a local charge transfer between

degenerate dx′z and dy′z orbitals without a spin flip in-
duces a quadrupole moment of B2g symmetry on an iron
site, Fig. 3(b), while no low energy excitation of B1g

symmetry is allowed without charge transfer between
the irons. Therefore, χxy, which bears four nodes along
the crystallographic directions, delineates such singlet
quadrupole excitations [21, 22]. An excitation with a
spin flip excites a magnon to which, in the leading or-
der, light cannot couple. In Figs. 3(a-d) we illustrate the
relevant quadrupole excitation transition both in k-space
and real space.

In Figs. 1(a) and 1(b) we compare the intensity mea-
sured in xy and x′y′ geometries [24] from EuFe2As2 pnic-
tide just above TS = 175 K. The Raman response shown
in Figs. 1(c), 1(d) and 2 is derived from the scattering

intensity by accounting for the Bose factor [25].
As shown in Fig. 1(d), the electronic response from

intraband excitations using the x′y′ polarization is indeed
very weak. The broad feature centered at about 75 cm−1

is likely due to an interband transitions between the α
and β bands, as illustrated in Fig. 3 (a). The sharp mode
at 214 cm−1 is an iron B1g phonon [26] which only shows
weak anomaly upon cooling across TS [24].
In contrast, the response for the xy polarization is

much stronger, the signal extends beyond 1000 cm−1 ,
it strengthens significantly upon cooling and develops a
well defined maximum at low energy. In Fig. 2 we show
that the temperature evolution of the B2g Raman suscep-
tibility for EuFe2As2 and SrFe2As2 is generic for the 122
compounds [27]. Upon cooling toward TS , the data show
gradual enhancement of the low energy response along
with linear in temperature softening of the mode maxi-
mum frequency from about 160 cm−1 at room tempera-
ture to 90 cm−1 at TS , denoted ωmax(T ) in Figs. 2 (d-e),
an energy scale independent on the quasi-particle char-
acteristics. No enhancement with cooling is observed for
the susceptibility in any other symmetry channel. Such
critical evolution of the anomalous B2g susceptibility due
to quadrupole deformation of the electron density at the
Fermi surfaces is abruptly intervened at TS , the entrance
into the orthorhombic phase, when a density wave like
gap and a coherence peak at about 1070 cm−1 devel-
ops. The power law in the density wave gap structure
suggests that the gap is anisotropic, possibly with a dxy
symmetry.

From these data, we calculate and plot in Figs. 2 (d-
e) the real part of the static Raman susceptibility using
the Kramers-Kronig relations. χ′

xy(0, T ) ∝ (T − T ∗)−1

shows a mean-field-like enhancement with temperature
T ∗ about 80 K below TS . Remarkably, the mode’s maxi-
mum frequency ωmax(T ) scales to the very same (T−T ∗)
behavior and does not soften near TS , indicating that the
critical slow down is intervened abruptly at TS .
The B2g-susceptibility data cannot be understood in a

picture of non-interacting incoherent quasi-particle exci-
tations because in a paramagnetic phase such excitations
can only produce a featureless low frequency response.
The spectrum of low-frequency anisotropic plasmas is
typically featureless and has a cutoff at 4π!vF /λL due
to kinematic constraints of the scattering process, where
λL is the excitation wavelength and vF is Fermi velocity
in the direction of photon propagation, relatively small
for the layered iron pnictides [28, 29]. Hence, the pre-
sented χ′′

xy(ω, T ) data showing the emergence and soft-
ening of an anomalous quasi-elastic response above TS is
a manifestation of electronic correlations.

To describe the observed collective behavior we use an
expression for interacting susceptibilities
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FIG. 1. (color online) Secondary emission (a and b) and Ra-
man response (c and d) for EuFe2As2 at 177 K (green) and
300 K (red) for xy (a and c) and x′y′ (b and d) polariza-
tion geometries corresponding to B2g and B1g responses in
the tetragonal phase, recorded with λL=476 nm. Schematic
diagram of the Fe-As layer is shown in (d), with the tetrago-
nal 2-Fe unit cell in blue and the orthorhombic 4-Fe unit cell
in black. The light polarization vectors are denoted with re-
spect to the crystallographic orientations. The luminescence
background indicated by black dotted lines in (a) and (b) is
determined in Refs. [24, 25].

of the Bloch state at momentum k in the band b
with the dispersion ϵb
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[20–22]. All components of the

symmetrized Raman tensor χeIeS can be classified by
irreducible representations of the crystallographic point
group [23]. The two photon fields with cross polarization
couple to quadrupole moments, and thus the scatter-
ing experiments probe the B2g susceptibility if light
polarization is aligned along a and b crystallographic
directions, and the B1g susceptibility if rotated by 45◦.
For the Fe pnictides, a local charge transfer between

degenerate dx′z and dy′z orbitals without a spin flip in-
duces a quadrupole moment of B2g symmetry on an iron
site, Fig. 3(b), while no low energy excitation of B1g

symmetry is allowed without charge transfer between
the irons. Therefore, χxy, which bears four nodes along
the crystallographic directions, delineates such singlet
quadrupole excitations [21, 22]. An excitation with a
spin flip excites a magnon to which, in the leading or-
der, light cannot couple. In Figs. 3(a-d) we illustrate the
relevant quadrupole excitation transition both in k-space
and real space.

In Figs. 1(a) and 1(b) we compare the intensity mea-
sured in xy and x′y′ geometries [24] from EuFe2As2 pnic-
tide just above TS = 175 K. The Raman response shown
in Figs. 1(c), 1(d) and 2 is derived from the scattering

intensity by accounting for the Bose factor [25].
As shown in Fig. 1(d), the electronic response from

intraband excitations using the x′y′ polarization is indeed
very weak. The broad feature centered at about 75 cm−1

is likely due to an interband transitions between the α
and β bands, as illustrated in Fig. 3 (a). The sharp mode
at 214 cm−1 is an iron B1g phonon [26] which only shows
weak anomaly upon cooling across TS [24].
In contrast, the response for the xy polarization is

much stronger, the signal extends beyond 1000 cm−1 ,
it strengthens significantly upon cooling and develops a
well defined maximum at low energy. In Fig. 2 we show
that the temperature evolution of the B2g Raman suscep-
tibility for EuFe2As2 and SrFe2As2 is generic for the 122
compounds [27]. Upon cooling toward TS , the data show
gradual enhancement of the low energy response along
with linear in temperature softening of the mode maxi-
mum frequency from about 160 cm−1 at room tempera-
ture to 90 cm−1 at TS , denoted ωmax(T ) in Figs. 2 (d-e),
an energy scale independent on the quasi-particle char-
acteristics. No enhancement with cooling is observed for
the susceptibility in any other symmetry channel. Such
critical evolution of the anomalous B2g susceptibility due
to quadrupole deformation of the electron density at the
Fermi surfaces is abruptly intervened at TS , the entrance
into the orthorhombic phase, when a density wave like
gap and a coherence peak at about 1070 cm−1 devel-
ops. The power law in the density wave gap structure
suggests that the gap is anisotropic, possibly with a dxy
symmetry.

From these data, we calculate and plot in Figs. 2 (d-
e) the real part of the static Raman susceptibility using
the Kramers-Kronig relations. χ′

xy(0, T ) ∝ (T − T ∗)−1

shows a mean-field-like enhancement with temperature
T ∗ about 80 K below TS . Remarkably, the mode’s maxi-
mum frequency ωmax(T ) scales to the very same (T−T ∗)
behavior and does not soften near TS , indicating that the
critical slow down is intervened abruptly at TS .
The B2g-susceptibility data cannot be understood in a

picture of non-interacting incoherent quasi-particle exci-
tations because in a paramagnetic phase such excitations
can only produce a featureless low frequency response.
The spectrum of low-frequency anisotropic plasmas is
typically featureless and has a cutoff at 4π!vF /λL due
to kinematic constraints of the scattering process, where
λL is the excitation wavelength and vF is Fermi velocity
in the direction of photon propagation, relatively small
for the layered iron pnictides [28, 29]. Hence, the pre-
sented χ′′

xy(ω, T ) data showing the emergence and soft-
ening of an anomalous quasi-elastic response above TS is
a manifestation of electronic correlations.

To describe the observed collective behavior we use an
expression for interacting susceptibilities
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Figure 2: Raman susceptibility χ′′(ω) in the A1g, B2g and B1g symmetry channels at rep-
resentative temperature and dopings. (A to C) χ′′

A1g
(ω) showing superconducting features

highlighted with blue shading below ≃200 cm−1 (x=0.0175, x=0.05). (D to F) χ′′
B2g

(ω) present-
ing a quasielastic scattering relaxational mode above TS(x) and Tc(x) highlighted with green
shading, a density wave suppression and coherence peak highlighted with light blue shading be-
low TS(x) (x=0, 5 K), and a low-temperature collective resonance highlighted with blue shading
(x=0.0175, x=0.05, 5 K). (G to I) χ′′
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(ω) featuring mainly a B1g phonon.
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FIG. 1. (color online) Secondary emission (a and b) and Ra-
man response (c and d) for EuFe2As2 at 177 K (green) and
300 K (red) for xy (a and c) and x′y′ (b and d) polariza-
tion geometries corresponding to B2g and B1g responses in
the tetragonal phase, recorded with λL=476 nm. Schematic
diagram of the Fe-As layer is shown in (d), with the tetrago-
nal 2-Fe unit cell in blue and the orthorhombic 4-Fe unit cell
in black. The light polarization vectors are denoted with re-
spect to the crystallographic orientations. The luminescence
background indicated by black dotted lines in (a) and (b) is
determined in Refs. [24, 25].
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ing experiments probe the B2g susceptibility if light
polarization is aligned along a and b crystallographic
directions, and the B1g susceptibility if rotated by 45◦.
For the Fe pnictides, a local charge transfer between

degenerate dx′z and dy′z orbitals without a spin flip in-
duces a quadrupole moment of B2g symmetry on an iron
site, Fig. 3(b), while no low energy excitation of B1g

symmetry is allowed without charge transfer between
the irons. Therefore, χxy, which bears four nodes along
the crystallographic directions, delineates such singlet
quadrupole excitations [21, 22]. An excitation with a
spin flip excites a magnon to which, in the leading or-
der, light cannot couple. In Figs. 3(a-d) we illustrate the
relevant quadrupole excitation transition both in k-space
and real space.
In Figs. 1(a) and 1(b) we compare the intensity mea-

sured in xy and x′y′ geometries [24] from EuFe2As2 pnic-
tide just above TS = 175 K. The Raman response shown
in Figs. 1(c), 1(d) and 2 is derived from the scattering

intensity by accounting for the Bose factor [25].
As shown in Fig. 1(d), the electronic response from

intraband excitations using the x′y′ polarization is indeed
very weak. The broad feature centered at about 75 cm−1

is likely due to an interband transitions between the α
and β bands, as illustrated in Fig. 3 (a). The sharp mode
at 214 cm−1 is an iron B1g phonon [26] which only shows
weak anomaly upon cooling across TS [24].
In contrast, the response for the xy polarization is

much stronger, the signal extends beyond 1000 cm−1 ,
it strengthens significantly upon cooling and develops a
well defined maximum at low energy. In Fig. 2 we show
that the temperature evolution of the B2g Raman suscep-
tibility for EuFe2As2 and SrFe2As2 is generic for the 122
compounds [27]. Upon cooling toward TS , the data show
gradual enhancement of the low energy response along
with linear in temperature softening of the mode maxi-
mum frequency from about 160 cm−1 at room tempera-
ture to 90 cm−1 at TS , denoted ωmax(T ) in Figs. 2 (d-e),
an energy scale independent on the quasi-particle char-
acteristics. No enhancement with cooling is observed for
the susceptibility in any other symmetry channel. Such
critical evolution of the anomalous B2g susceptibility due
to quadrupole deformation of the electron density at the
Fermi surfaces is abruptly intervened at TS , the entrance
into the orthorhombic phase, when a density wave like
gap and a coherence peak at about 1070 cm−1 devel-
ops. The power law in the density wave gap structure
suggests that the gap is anisotropic, possibly with a dxy
symmetry.
From these data, we calculate and plot in Figs. 2 (d-

e) the real part of the static Raman susceptibility using
the Kramers-Kronig relations. χ′

xy(0, T ) ∝ (T − T ∗)−1

shows a mean-field-like enhancement with temperature
T ∗ about 80 K below TS . Remarkably, the mode’s maxi-
mum frequency ωmax(T ) scales to the very same (T−T ∗)
behavior and does not soften near TS , indicating that the
critical slow down is intervened abruptly at TS .
The B2g-susceptibility data cannot be understood in a

picture of non-interacting incoherent quasi-particle exci-
tations because in a paramagnetic phase such excitations
can only produce a featureless low frequency response.
The spectrum of low-frequency anisotropic plasmas is
typically featureless and has a cutoff at 4π!vF /λL due
to kinematic constraints of the scattering process, where
λL is the excitation wavelength and vF is Fermi velocity
in the direction of photon propagation, relatively small
for the layered iron pnictides [28, 29]. Hence, the pre-
sented χ′′

xy(ω, T ) data showing the emergence and soft-
ening of an anomalous quasi-elastic response above TS is
a manifestation of electronic correlations.
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degenerate dx′z and dy′z orbitals without a spin flip in-
duces a quadrupole moment of B2g symmetry on an iron
site, Fig. 3(b), while no low energy excitation of B1g

symmetry is allowed without charge transfer between
the irons. Therefore, χxy, which bears four nodes along
the crystallographic directions, delineates such singlet
quadrupole excitations [21, 22]. An excitation with a
spin flip excites a magnon to which, in the leading or-
der, light cannot couple. In Figs. 3(a-d) we illustrate the
relevant quadrupole excitation transition both in k-space
and real space.
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tide just above TS = 175 K. The Raman response shown
in Figs. 1(c), 1(d) and 2 is derived from the scattering

intensity by accounting for the Bose factor [25].
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intraband excitations using the x′y′ polarization is indeed
very weak. The broad feature centered at about 75 cm−1

is likely due to an interband transitions between the α
and β bands, as illustrated in Fig. 3 (a). The sharp mode
at 214 cm−1 is an iron B1g phonon [26] which only shows
weak anomaly upon cooling across TS [24].
In contrast, the response for the xy polarization is

much stronger, the signal extends beyond 1000 cm−1 ,
it strengthens significantly upon cooling and develops a
well defined maximum at low energy. In Fig. 2 we show
that the temperature evolution of the B2g Raman suscep-
tibility for EuFe2As2 and SrFe2As2 is generic for the 122
compounds [27]. Upon cooling toward TS , the data show
gradual enhancement of the low energy response along
with linear in temperature softening of the mode maxi-
mum frequency from about 160 cm−1 at room tempera-
ture to 90 cm−1 at TS , denoted ωmax(T ) in Figs. 2 (d-e),
an energy scale independent on the quasi-particle char-
acteristics. No enhancement with cooling is observed for
the susceptibility in any other symmetry channel. Such
critical evolution of the anomalous B2g susceptibility due
to quadrupole deformation of the electron density at the
Fermi surfaces is abruptly intervened at TS , the entrance
into the orthorhombic phase, when a density wave like
gap and a coherence peak at about 1070 cm−1 devel-
ops. The power law in the density wave gap structure
suggests that the gap is anisotropic, possibly with a dxy
symmetry.
From these data, we calculate and plot in Figs. 2 (d-

e) the real part of the static Raman susceptibility using
the Kramers-Kronig relations. χ′
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shows a mean-field-like enhancement with temperature
T ∗ about 80 K below TS . Remarkably, the mode’s maxi-
mum frequency ωmax(T ) scales to the very same (T−T ∗)
behavior and does not soften near TS , indicating that the
critical slow down is intervened abruptly at TS .
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can only produce a featureless low frequency response.
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typically featureless and has a cutoff at 4π!vF /λL due
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spin flip excites a magnon to which, in the leading or-
der, light cannot couple. In Figs. 3(a-d) we illustrate the
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to quadrupole deformation of the electron density at the
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into the orthorhombic phase, when a density wave like
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behavior and does not soften near TS , indicating that the
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FIG. 1: (a), Sketch of the phase diagram of
Ba(Fe1�x

Co
x

)2As2. T

s

, T

N

and T

c

are the structural,
magnetic and superconducting (SC) transition temperatures
respectively. (b), Tetragonal FeAs layer, with the x and y

axes defined along the Fe-Fe bonds (c), Momentum-space
structure of the form factor �µ

k for x2�y

2 and xy symmetries

[27]. (d), Temperature dependent Raman response (�x

2�y

2
)00

and (�xy)00 in a strain-free BaFe2As2 single crystal with
T

s

= 138K. The incoming and outgoing photon polarizations
(eI ,eS) used for each symmetry configuration are depicted
in the insets. The sharp peaks are due to phonon excitations.
The electronic Raman continuum in x

2 � y

2 symmetry
displays a low frequency quasi-elastic peak (QEP) that is
superimposed on a weaker and broad continuum that extends
to energies above 1000 cm�1 and is essentially temperature
independent in the tetragonal phase (see supplemental Mate-
rial [23]). In the orthorhombic phase, this broad continuum
shows a suppression below 500 cm�1 in both symmetries
because of the Fermi surface reconstruction induced by the
simultaneous magnetic order [25].

external symmetry breaking field such as uniaxial stress.
Besides the x2�y

2 (B1g) symmetry, we also investigated
the form factor with xy (B2g) symmetry, which is insen-
sitive to changes that make x and y inequivalent. The
behaviors of these form factors in momentum space are
depicted in Fig. 7(c).

Because of the fluctuation-dissipation theorem, the dy-
namic charge nematic fluctuations should be manifested
in the imaginary part of the Raman response function
(�µ)00 in the appropriate symmetry µ, namely, the x2�y

2

(B1g) symmetry [28, 29]. This is illustrated in Fig. 7(d)
for a strain-free, single crystal of the parent compound
BaFe2As2, where (�µ)00 is plotted as function of fre-
quency for di↵erent temperatures and for the two symme-
tries described above. While the response in the xy sym-
metry is essentially temperature independent above T

s

=
138K, the x2�y

2 response displays a considerable build-
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FIG. 2: (a), Temperature dependent Raman conductivity

(�x

2�y

2
)00/! for x = 0 (parent), x = 0.02 (strongly un-

derdoped), x = 0.045 (underdoped), x = 0.065 (optimally
doped), x = 0.10 (overdoped), and x = 0.20 (strongly over-
doped). The structural transition temperature is indicated
for the three underdoped compositions. The x = 0.065 com-
position corresponds to optimal superconducting transition
temperature (T

c

= 24.5 K) where no structural transition
was detected. (b), Evolution of the static charge nematic sus-

ceptibility, �x

2�y

2

0 , as a function of temperature and doping.
The structural transition temperature T

s

and the supercon-
ducting transition temperature T

c

are indicated in red squares
and blue triangles respectively.

up of intensity below 500 cm�1 upon approaching T

s

,
with a subsequent collapse in the nematic/orthorhombic
phase. The temperature dependence and the distinctive
x

2�y

2 symmetry of this low frequency quasi-elastic peak
(QEP) clearly links it to dynamic charge nematic fluctu-
ations corresponding to an orientational order along the
Fe-Fe bonds. While the spectral line shape of the QEP is
linked to the relaxational dynamics of the nematic fluc-
tuations [30], we choose here to concentrate on a more
transparent quantity: the static charge nematic suscepti-

Y. Gallais, R. M. Fernandes, I. Paul, L. Chauviere, Y.-X. Yang, M.-A. Measson, M. Cazayous, A. Sacuto, D. Colson, A. Forget, 
Phys. Rev. Lett. 111, 267001 (2013) 
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FIG. 2. Fluctuation contribution to the Raman response of
Ba(Fe

0.975

Co
0.025

)
2

As
2

(a) above T

s

and (b) between T

s

and
T

SDW

. The red lines are theoretical predictions on the basis
of Aslamazov-Larkin diagrams22 describing the exchange of a
pair of fluctuations (for details see Appendix D).

energy response above and below T
f

as being dominated
by carrier excitations and fluctuations, respectively.

The additional B
1g

signal below T
f

has to be treated
in a way di↵erent from that in A

1g

symmetry and in
B

1g

above T
f

. Since it is rather strong it can be sepa-
rated out with little uncertainty by subtracting the e-h
continuum. We approximate the continuum at T

f

by an
analytic function which is then determined for each tem-
perature according to the variation of the resistivity and
the A

1g

spectra and subtracted from all spectra at lower
temperatures. The details are explained in Appendix E.
The results of the subtraction procedure are shown in
Fig. 2. The response increases rapidly towards T

s

with-
out however diverging, and the maximum moves to lower
energies.

As a surprise, the fluctuations do not disappear di-
rectly below T

s

[Fig. 2 (b)] as one would expect if long-
ranged order would be established. Rather, the intensity
decreases continuously and the maximum stays approxi-
mately pinned implying that the correlation length does
not change substantially between the two transitions at
T
s

= 102.8±0.2K and T
SDW

= 98±1K. The persistence
of the fluctuations down to T

SDW

strongly favors their
magnetic origin.

IV. THEORY

We first compare the data to the theoretical model for
thermally driven spin fluctuations associated with the
striped magnetic phase ordering along Q

x

= (⇡, 0) or
Q

y

= (0,⇡). In leading order two noninteracting fluc-
tuations carrying momenta Q and �Q are exchanged.
Electronic loops (see Figs. 3 and 10) connect the photons
and the fluctuations and entail Q-dependent selection
rules that were derived along with the response R

0,µ

(⌦)
in Ref. 22 and are summarized in Appendix D. In brief,
since the response results from a sum over all electronic
momenta close to the Fermi surface cancellation e↵ects
may occur if Q connects parts on di↵erent Fermi surface
sheets having form factors �

µ

(k) with opposite sign. For
the ordering vectors (⇡, 0) and (0,⇡) the resulting selec-
tion rules explain the enhancement of the signal in B

1g

symmetry and its absence in the A
1g

and B
2g

channels.
In contrast, for ferro-orbital ordering with Q = (0, 0) as
found in FeSe8 the fluctuation response would appear in
all symmetries.
However, the lowest-order diagrams alone can only ac-

count for the spectral shape whereas the variation of the
intensity around T

s

remains unexplained. In order to
describe this aspect, we consider the interaction of fluc-
tuations among themselves and with the lattice, all of
which becomes crucial in the treatment of spin-driven
nematicity24.
The interactions between spin fluctuations can be rep-

resented by a series of quaternion paramagnetic couplings
mediated by fermions inserted into the leading order
Aslamazov-Larkin diagrams as shown in Fig. 3. The in-
serted fermionic boxes e↵ectively resemble the dynamic
nematic coupling constant g of the theory.
We have analyzed the problem by extending SU(2) !

SU(N) and taking the large N limit. For small frequen-
cies ⌦ and in the large-N limit, after re-summing an infi-
nite number of such box-like Aslamazov-Larkin diagrams,
the Raman response function R̃

B1g

(⌦) reads,

R̃
B1g

(⌦) = R
0,B1g

(⌦)
⇥
1 + g�el

nem

(0)
⇤
. (1)

Eq. (1) states that the Raman response is proportional
to the electronic contribution to the susceptibility of the
nematic order parameter,

�el

nem

(0) =

R
q

�2

mag

(q)

1� g
R
q

�2

mag

(q)
. (2)

�
mag

(q) represents the magnetic susceptibility that di-
verges at T

SDW

. For g 6= 0 �el

nem

(0) has a Curie-like
|T � T ⇤|�1 divergence at T ⇤ � T

SDW

.
If the spins (or charges) couple to the lattice the

susceptibility of the nematic order parameter is given
by4,21,24

�
nem

(0) =

R
q

�2

mag

(q)

1� [g + (�2

sl

/cs
0

)]
R
q

�2

mag

(q)
, (3)
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Figure 1: NaFe1−xCoxAs crystal and electronic structure, and XY−quadrupole mode.
(A) Crystal structure of NaFeAs in the tetragonal phase. (B) Top view of FeAs layer in the
tetragonal phase shown with dxz−dyz orbitals (left) and dxy orbitals (right). Dashed lines rep-
resent the two/four-Fe unit cell in the tetragonal/orthorhombic phase. (C and D) The effect of
Co-doping is illustrated on the schematic Fermi surfaces (FS) for NaFe1−xCoxAs in the tetrag-
onal nonmagnetic BZ for doping x=0 (C) and x>0 (D). Below is shown a band-dispersion cut
along the Γ−M high-symmetry line. dxy, dxz and dyz orbitals are shown with respectively red,
blue and green colors. The hole-like pockets α, β and γ surround the Γ point, and the electron-
like pockets ε/δ surround the M point. (E) Momentum- and frequency-resolved spectra A(k,ω)
along the Γ−M high-symmetry line calculated by first-principle calculations including spin-
orbit coupling (See Supplementary Materials). (F) Pomeranchuk fluctuations in B2g symmetry
which is sustained by charge transfers involving dxz−dyz Fe-orbitals. (G) Monoclinic 2-Fe unit
cell in the Pomeranchuk phase. (H) Quadrupole groundstate in the orthorhombic phase with
orthorhombic structural distortion, doubled unit cell and two neighboring stripes having differ-
ent orbital occupation. The pluses and minuses indicate the buckling effect of an M+

5 Fe-ion
phonon (See Supplementary Materials). (I) Phase of the superconducting OPs for the γ band
at the Γ-point and the δ/ε bands at the M-point for s++, d++, s±, and d± symmetry. Different
colors indicate opposite sign of the gap function.
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FIG. 1. (color online) Secondary emission (a and b) and Ra-
man response (c and d) for EuFe2As2 at 177 K (green) and
300 K (red) for xy (a and c) and x′y′ (b and d) polariza-
tion geometries corresponding to B2g and B1g responses in
the tetragonal phase, recorded with λL=476 nm. Schematic
diagram of the Fe-As layer is shown in (d), with the tetrago-
nal 2-Fe unit cell in blue and the orthorhombic 4-Fe unit cell
in black. The light polarization vectors are denoted with re-
spect to the crystallographic orientations. The luminescence
background indicated by black dotted lines in (a) and (b) is
determined in Refs. [24, 25].

of the Bloch state at momentum k in the band b
with the dispersion ϵb

k
[20–22]. All components of the

symmetrized Raman tensor χeIeS can be classified by
irreducible representations of the crystallographic point
group [23]. The two photon fields with cross polarization
couple to quadrupole moments, and thus the scatter-
ing experiments probe the B2g susceptibility if light
polarization is aligned along a and b crystallographic
directions, and the B1g susceptibility if rotated by 45◦.
For the Fe pnictides, a local charge transfer between

degenerate dx′z and dy′z orbitals without a spin flip in-
duces a quadrupole moment of B2g symmetry on an iron
site, Fig. 3(b), while no low energy excitation of B1g

symmetry is allowed without charge transfer between
the irons. Therefore, χxy, which bears four nodes along
the crystallographic directions, delineates such singlet
quadrupole excitations [21, 22]. An excitation with a
spin flip excites a magnon to which, in the leading or-
der, light cannot couple. In Figs. 3(a-d) we illustrate the
relevant quadrupole excitation transition both in k-space
and real space.

In Figs. 1(a) and 1(b) we compare the intensity mea-
sured in xy and x′y′ geometries [24] from EuFe2As2 pnic-
tide just above TS = 175 K. The Raman response shown
in Figs. 1(c), 1(d) and 2 is derived from the scattering

intensity by accounting for the Bose factor [25].
As shown in Fig. 1(d), the electronic response from

intraband excitations using the x′y′ polarization is indeed
very weak. The broad feature centered at about 75 cm−1

is likely due to an interband transitions between the α
and β bands, as illustrated in Fig. 3 (a). The sharp mode
at 214 cm−1 is an iron B1g phonon [26] which only shows
weak anomaly upon cooling across TS [24].
In contrast, the response for the xy polarization is

much stronger, the signal extends beyond 1000 cm−1 ,
it strengthens significantly upon cooling and develops a
well defined maximum at low energy. In Fig. 2 we show
that the temperature evolution of the B2g Raman suscep-
tibility for EuFe2As2 and SrFe2As2 is generic for the 122
compounds [27]. Upon cooling toward TS , the data show
gradual enhancement of the low energy response along
with linear in temperature softening of the mode maxi-
mum frequency from about 160 cm−1 at room tempera-
ture to 90 cm−1 at TS , denoted ωmax(T ) in Figs. 2 (d-e),
an energy scale independent on the quasi-particle char-
acteristics. No enhancement with cooling is observed for
the susceptibility in any other symmetry channel. Such
critical evolution of the anomalous B2g susceptibility due
to quadrupole deformation of the electron density at the
Fermi surfaces is abruptly intervened at TS , the entrance
into the orthorhombic phase, when a density wave like
gap and a coherence peak at about 1070 cm−1 devel-
ops. The power law in the density wave gap structure
suggests that the gap is anisotropic, possibly with a dxy
symmetry.

From these data, we calculate and plot in Figs. 2 (d-
e) the real part of the static Raman susceptibility using
the Kramers-Kronig relations. χ′

xy(0, T ) ∝ (T − T ∗)−1

shows a mean-field-like enhancement with temperature
T ∗ about 80 K below TS . Remarkably, the mode’s maxi-
mum frequency ωmax(T ) scales to the very same (T−T ∗)
behavior and does not soften near TS , indicating that the
critical slow down is intervened abruptly at TS .
The B2g-susceptibility data cannot be understood in a

picture of non-interacting incoherent quasi-particle exci-
tations because in a paramagnetic phase such excitations
can only produce a featureless low frequency response.
The spectrum of low-frequency anisotropic plasmas is
typically featureless and has a cutoff at 4π!vF /λL due
to kinematic constraints of the scattering process, where
λL is the excitation wavelength and vF is Fermi velocity
in the direction of photon propagation, relatively small
for the layered iron pnictides [28, 29]. Hence, the pre-
sented χ′′

xy(ω, T ) data showing the emergence and soft-
ening of an anomalous quasi-elastic response above TS is
a manifestation of electronic correlations.

To describe the observed collective behavior we use an
expression for interacting susceptibilities

χxy(ω, T ) ∝
χ(0)
xy (ω, T )

1− gχ(0)
xy (ω, T )

(2)
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FIG. 1. (color online) Secondary emission (a and b) and Ra-
man response (c and d) for EuFe2As2 at 177 K (green) and
300 K (red) for xy (a and c) and x′y′ (b and d) polariza-
tion geometries corresponding to B2g and B1g responses in
the tetragonal phase, recorded with λL=476 nm. Schematic
diagram of the Fe-As layer is shown in (d), with the tetrago-
nal 2-Fe unit cell in blue and the orthorhombic 4-Fe unit cell
in black. The light polarization vectors are denoted with re-
spect to the crystallographic orientations. The luminescence
background indicated by black dotted lines in (a) and (b) is
determined in Refs. [24, 25].

of the Bloch state at momentum k in the band b
with the dispersion ϵb

k
[20–22]. All components of the

symmetrized Raman tensor χeIeS can be classified by
irreducible representations of the crystallographic point
group [23]. The two photon fields with cross polarization
couple to quadrupole moments, and thus the scatter-
ing experiments probe the B2g susceptibility if light
polarization is aligned along a and b crystallographic
directions, and the B1g susceptibility if rotated by 45◦.
For the Fe pnictides, a local charge transfer between

degenerate dx′z and dy′z orbitals without a spin flip in-
duces a quadrupole moment of B2g symmetry on an iron
site, Fig. 3(b), while no low energy excitation of B1g

symmetry is allowed without charge transfer between
the irons. Therefore, χxy, which bears four nodes along
the crystallographic directions, delineates such singlet
quadrupole excitations [21, 22]. An excitation with a
spin flip excites a magnon to which, in the leading or-
der, light cannot couple. In Figs. 3(a-d) we illustrate the
relevant quadrupole excitation transition both in k-space
and real space.

In Figs. 1(a) and 1(b) we compare the intensity mea-
sured in xy and x′y′ geometries [24] from EuFe2As2 pnic-
tide just above TS = 175 K. The Raman response shown
in Figs. 1(c), 1(d) and 2 is derived from the scattering

intensity by accounting for the Bose factor [25].
As shown in Fig. 1(d), the electronic response from

intraband excitations using the x′y′ polarization is indeed
very weak. The broad feature centered at about 75 cm−1

is likely due to an interband transitions between the α
and β bands, as illustrated in Fig. 3 (a). The sharp mode
at 214 cm−1 is an iron B1g phonon [26] which only shows
weak anomaly upon cooling across TS [24].
In contrast, the response for the xy polarization is

much stronger, the signal extends beyond 1000 cm−1 ,
it strengthens significantly upon cooling and develops a
well defined maximum at low energy. In Fig. 2 we show
that the temperature evolution of the B2g Raman suscep-
tibility for EuFe2As2 and SrFe2As2 is generic for the 122
compounds [27]. Upon cooling toward TS , the data show
gradual enhancement of the low energy response along
with linear in temperature softening of the mode maxi-
mum frequency from about 160 cm−1 at room tempera-
ture to 90 cm−1 at TS , denoted ωmax(T ) in Figs. 2 (d-e),
an energy scale independent on the quasi-particle char-
acteristics. No enhancement with cooling is observed for
the susceptibility in any other symmetry channel. Such
critical evolution of the anomalous B2g susceptibility due
to quadrupole deformation of the electron density at the
Fermi surfaces is abruptly intervened at TS , the entrance
into the orthorhombic phase, when a density wave like
gap and a coherence peak at about 1070 cm−1 devel-
ops. The power law in the density wave gap structure
suggests that the gap is anisotropic, possibly with a dxy
symmetry.

From these data, we calculate and plot in Figs. 2 (d-
e) the real part of the static Raman susceptibility using
the Kramers-Kronig relations. χ′

xy(0, T ) ∝ (T − T ∗)−1

shows a mean-field-like enhancement with temperature
T ∗ about 80 K below TS . Remarkably, the mode’s maxi-
mum frequency ωmax(T ) scales to the very same (T−T ∗)
behavior and does not soften near TS , indicating that the
critical slow down is intervened abruptly at TS .
The B2g-susceptibility data cannot be understood in a

picture of non-interacting incoherent quasi-particle exci-
tations because in a paramagnetic phase such excitations
can only produce a featureless low frequency response.
The spectrum of low-frequency anisotropic plasmas is
typically featureless and has a cutoff at 4π!vF /λL due
to kinematic constraints of the scattering process, where
λL is the excitation wavelength and vF is Fermi velocity
in the direction of photon propagation, relatively small
for the layered iron pnictides [28, 29]. Hence, the pre-
sented χ′′

xy(ω, T ) data showing the emergence and soft-
ening of an anomalous quasi-elastic response above TS is
a manifestation of electronic correlations.

To describe the observed collective behavior we use an
expression for interacting susceptibilities

χxy(ω, T ) ∝
χ(0)
xy (ω, T )

1− gχ(0)
xy (ω, T )

(2)
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and dY z iron orbitals is believed to be a primary cause
of the nematic transition. 21–25 In another scenario it is
the spin that drives the nematic transition.20,26 Let m1,2

be the two staggered (antiferromagnetic) magnetizations
on the even and odd iron sub lattices respectively. The
nematic transition occurs when the two spin sublattices
lock, ⟨m1·m2⟩ ̸= 0.27 The two alternatives being the pos-
itive and negative ⟨m1 ·m2⟩ resulting in the two orthog-
onal stripe magnetizations, ∆X,Y = m1±m2. These are
the spin arrangements ferromagnetic in X(Y ) direction
and antiferromagnetic in Y (X) direction in Fe only lat-
tice. The magnetic perspective is supported by the NMR
data showing low-T Curie-Weiss-like upturn of a spin-
lattice relaxation rate 1/T1T ,28,29 as well as by the scal-
ing between the magnetic fluctuations and softening of
the elastic shear modulus at the structural transition.30

In this paper we do not attempt to resolve the above
controversy, but rather explore the consequences of the
nematic fluctuations as observed in recent Raman experi-
ments.31–33 Even though the region of the phase diagram
contained between Ts and TSDW is either absent or quite
tiny, the dynamical nematic fluctuations revealed by Ra-
man spectroscopy kick in far into the paramagnetic phase
up to room temperatures. The Raman spectroscopy is es-
sentially dynamic probe of electronic correlations of pre-
scribed symmetry.34,35 The photon scattered inelastically
leaves some of its energy with the crystal. Selection rules
fix the symmetry of the excitation while the energy dif-
ference between the incoming and scattered photon, the
so-called Raman shift, determines the energy of the elec-
tronic excitations.

II. RAMAN RESPONSE IN FOUR BAND
MODEL

A. Band structure model

In this section we discuss the phenomenological four
band model based on the work of Cvetkovic and Vafek.36

In this model constructed using the method of invari-
ant due to Luttinger37 the interaction of electrons with
light is easily obtained by the standard gauge invariant
minimal coupling procedure35. Here we neglect the cou-
pling between the different layers and consider the crystal
structure as quasi-two-dimensional, see Fig. 1(a). Gener-
ically, in FeSCs each layer contains the iron atoms form-
ing a simple square lattice with the basis unit vectors X̂
and Ŷ . The pnictogen or chalcogen atoms forming the
checkerboard with even and odd sublattices above and
below the iron layer. Above the SDW transition the unit
cell contains two iron atoms with the basis denoted by x̂
and ŷ.
It is sufficient to consider slightly simplified version

of the model36 whereby the four dimensional effective
Hamiltonian describing the M point is replaced with the
two-dimensional one and the remaining electronic bands
that are not crossing the Fermi level are discarded. We

Fe

X̂Ŷ

As
x̂

ŷ

As

Γ

M

e
S

e
I

(a) (b)

FIG. 1. (color online) (a) The unit cell of a quasi-two-
dimensional FeSC contains two iron atoms and two pnictogen
atoms such as As (or chalcogen atom such as Se). The atoms
above and below the iron layer are denoted by crosses and by
circles respectively. The basis vectors of the iron-only lattice
are denoted by X̂ and Ŷ . The vectors x̂ and ŷ are chosen as a
basis vectors of the two-iron unit cell lattice. (b) The two-iron
Brillouin zone. The Γ point hosts two hole pockets and the
M points hosts two electron pockets. The solid (black) and
dashed (blue) lines denote the dXz and dY z orbital contents
respectively. The admixture of the dXY orbital at the outer
parts of the crossed Fermi pockets at M is neglected. The po-
larization vectors eI and e

S for the B2g Raman configuration
are shown.

write for the quadratic part of the Hamiltonian,

H =
∑

k,α

∑

i,j=1,2

c†i,kαH
Γ
k;i,jcj,kα + f †

i,kαH
M
k;i,jfj,kα , (1)

where c†i,kα (f †
i,kα) creates a hole (an electron) in a state

with spin index α and momentum k counted from Γ (M)
point. The index i = 1 (i = 2) refers to the dXz (dY z) or-
bital content. For that reason the Hamiltonian (1) refers
to the orbital basis and reads

HΓ
k =

[

ϵΓ + k2

2mΓ
+ akxky

c
2 (k

2
x − k2y)

c
2 (k

2
x − k2y) ϵΓ + k2

2mΓ
− akxky

]

(2)

for holes, and

HM
k =

[

ϵM + k2

2mM
+ bkxky 0

0 ϵM + k2

2mM
− bkxky

]

(3)

for electrons. The parameters entering the equations (2)
and (3) obtained from the fits to the tight binding calcu-
lations38,39 are tabulated in Ref. (36). Below we set a = c
which corresponds to circular hole FSs. In this work we
neglect the spin-orbit coupling and at Γ, k = 0, the two
Bloch states are degenerate. The equation (3) neglects
the admixture of dXY orbitals, and the parameter b is
the pocket ellipticity.
The Hamiltonians Eqs. (2) and (3) describe the band

structure shown in Fig. 1(b). The band structure ob-
tained by diagonalization of these Hamiltonians contains
two hole pockets at Γ with orbital content alternating be-
tween dXz and dY z with π periodicity, and two electron
pockets at M . The electron pockets cross and their outer
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Figure 1: NaFe1−xCoxAs crystal and electronic structure, and XY−quadrupole mode.
(A) Crystal structure of NaFeAs in the tetragonal phase. (B) Top view of FeAs layer in the
tetragonal phase shown with dxz−dyz orbitals (left) and dxy orbitals (right). Dashed lines rep-
resent the two/four-Fe unit cell in the tetragonal/orthorhombic phase. (C and D) The effect of
Co-doping is illustrated on the schematic Fermi surfaces (FS) for NaFe1−xCoxAs in the tetrag-
onal nonmagnetic BZ for doping x=0 (C) and x>0 (D). Below is shown a band-dispersion cut
along the Γ−M high-symmetry line. dxy, dxz and dyz orbitals are shown with respectively red,
blue and green colors. The hole-like pockets α, β and γ surround the Γ point, and the electron-
like pockets ε/δ surround the M point. (E) Momentum- and frequency-resolved spectra A(k,ω)
along the Γ−M high-symmetry line calculated by first-principle calculations including spin-
orbit coupling (See Supplementary Materials). (F) Pomeranchuk fluctuations in B2g symmetry
which is sustained by charge transfers involving dxz−dyz Fe-orbitals. (G) Monoclinic 2-Fe unit
cell in the Pomeranchuk phase. (H) Quadrupole groundstate in the orthorhombic phase with
orthorhombic structural distortion, doubled unit cell and two neighboring stripes having differ-
ent orbital occupation. The pluses and minuses indicate the buckling effect of an M+

5 Fe-ion
phonon (See Supplementary Materials). (I) Phase of the superconducting OPs for the γ band
at the Γ-point and the δ/ε bands at the M-point for s++, d++, s±, and d± symmetry. Different
colors indicate opposite sign of the gap function.
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and dY z iron orbitals is believed to be a primary cause
of the nematic transition. 21–25 In another scenario it is
the spin that drives the nematic transition.20,26 Let m1,2

be the two staggered (antiferromagnetic) magnetizations
on the even and odd iron sub lattices respectively. The
nematic transition occurs when the two spin sublattices
lock, ⟨m1·m2⟩ ̸= 0.27 The two alternatives being the pos-
itive and negative ⟨m1 ·m2⟩ resulting in the two orthog-
onal stripe magnetizations, ∆X,Y = m1±m2. These are
the spin arrangements ferromagnetic in X(Y ) direction
and antiferromagnetic in Y (X) direction in Fe only lat-
tice. The magnetic perspective is supported by the NMR
data showing low-T Curie-Weiss-like upturn of a spin-
lattice relaxation rate 1/T1T ,28,29 as well as by the scal-
ing between the magnetic fluctuations and softening of
the elastic shear modulus at the structural transition.30

In this paper we do not attempt to resolve the above
controversy, but rather explore the consequences of the
nematic fluctuations as observed in recent Raman experi-
ments.31–33 Even though the region of the phase diagram
contained between Ts and TSDW is either absent or quite
tiny, the dynamical nematic fluctuations revealed by Ra-
man spectroscopy kick in far into the paramagnetic phase
up to room temperatures. The Raman spectroscopy is es-
sentially dynamic probe of electronic correlations of pre-
scribed symmetry.34,35 The photon scattered inelastically
leaves some of its energy with the crystal. Selection rules
fix the symmetry of the excitation while the energy dif-
ference between the incoming and scattered photon, the
so-called Raman shift, determines the energy of the elec-
tronic excitations.

II. RAMAN RESPONSE IN FOUR BAND
MODEL

A. Band structure model

In this section we discuss the phenomenological four
band model based on the work of Cvetkovic and Vafek.36

In this model constructed using the method of invari-
ant due to Luttinger37 the interaction of electrons with
light is easily obtained by the standard gauge invariant
minimal coupling procedure35. Here we neglect the cou-
pling between the different layers and consider the crystal
structure as quasi-two-dimensional, see Fig. 1(a). Gener-
ically, in FeSCs each layer contains the iron atoms form-
ing a simple square lattice with the basis unit vectors X̂
and Ŷ . The pnictogen or chalcogen atoms forming the
checkerboard with even and odd sublattices above and
below the iron layer. Above the SDW transition the unit
cell contains two iron atoms with the basis denoted by x̂
and ŷ.
It is sufficient to consider slightly simplified version

of the model36 whereby the four dimensional effective
Hamiltonian describing the M point is replaced with the
two-dimensional one and the remaining electronic bands
that are not crossing the Fermi level are discarded. We
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FIG. 1. (color online) (a) The unit cell of a quasi-two-
dimensional FeSC contains two iron atoms and two pnictogen
atoms such as As (or chalcogen atom such as Se). The atoms
above and below the iron layer are denoted by crosses and by
circles respectively. The basis vectors of the iron-only lattice
are denoted by X̂ and Ŷ . The vectors x̂ and ŷ are chosen as a
basis vectors of the two-iron unit cell lattice. (b) The two-iron
Brillouin zone. The Γ point hosts two hole pockets and the
M points hosts two electron pockets. The solid (black) and
dashed (blue) lines denote the dXz and dY z orbital contents
respectively. The admixture of the dXY orbital at the outer
parts of the crossed Fermi pockets at M is neglected. The po-
larization vectors eI and e

S for the B2g Raman configuration
are shown.

write for the quadratic part of the Hamiltonian,

H =
∑

k,α

∑

i,j=1,2

c†i,kαH
Γ
k;i,jcj,kα + f †

i,kαH
M
k;i,jfj,kα , (1)

where c†i,kα (f †
i,kα) creates a hole (an electron) in a state

with spin index α and momentum k counted from Γ (M)
point. The index i = 1 (i = 2) refers to the dXz (dY z) or-
bital content. For that reason the Hamiltonian (1) refers
to the orbital basis and reads

HΓ
k =

[

ϵΓ + k2

2mΓ
+ akxky

c
2 (k

2
x − k2y)

c
2 (k

2
x − k2y) ϵΓ + k2

2mΓ
− akxky

]

(2)

for holes, and

HM
k =

[

ϵM + k2

2mM
+ bkxky 0

0 ϵM + k2

2mM
− bkxky

]

(3)

for electrons. The parameters entering the equations (2)
and (3) obtained from the fits to the tight binding calcu-
lations38,39 are tabulated in Ref. (36). Below we set a = c
which corresponds to circular hole FSs. In this work we
neglect the spin-orbit coupling and at Γ, k = 0, the two
Bloch states are degenerate. The equation (3) neglects
the admixture of dXY orbitals, and the parameter b is
the pocket ellipticity.
The Hamiltonians Eqs. (2) and (3) describe the band

structure shown in Fig. 1(b). The band structure ob-
tained by diagonalization of these Hamiltonians contains
two hole pockets at Γ with orbital content alternating be-
tween dXz and dY z with π periodicity, and two electron
pockets at M . The electron pockets cross and their outer

k ! k +A

3

parts contain an admixture of the dXY orbital. Here we
neglect such an admixture while preserving the overall
symmetry of the Hamiltonian.

B. Raman coupling

Raman scattering is a two-photon process. Its ampli-
tude contains one part which is second order in the dipo-
lar interaction and the first order in the coupling via the
effective mass tensor. Assuming that the base frequency
is detuned off the dipole transitions it is customary to ig-
nore the dipolar coupling. Under these circumstances the
inelastic Raman scattering cross-section as a function of
the Raman shift ω is proportional to the imaginary part
of the retarded Raman susceptibility, [κR(q,ω)]′′. We
compute it from the corresponding Matsubara correla-
tion function of the Raman vertices,

κ(q) = ⟨r̂r̂⟩q , (4)

where the vector q = (q, iωm) includes the spatial wave
vector, q and Matsubara frequency, ωm, and we denote,

⟨ÂB̂⟩q =
∫ T−1

0 dτ exp(iωmτ)⟨Aq(τ)B−q(0)⟩. The experi-
mental situation corresponds to q = 0 in Eq. (4), and the
Raman susceptibility κR(0,ω) is obtained from κ(q) by
setting q = 0 and performing the analytical continuation,
iωm → ω. Below in writing the Matsubara frequency ωm,
we omit the subscript m for brevity.

The expression for the Raman vertices

r̂ =
∑

k,α

∑

i,j=1,2

c†i,kαr
Γ
i,jcj,kα + f †

i,kαr
M
i,jfj,kα (5)

is fixed by the Hamiltonian, as formulated by Eqs. (1), (2)
and (3), as well as the polarization vectors of incoming
and scattered photons, eI and eS ,

rΓ(M)
i,j =

∑

λλ′

eIλe
S
λ′

∂2HΓ(M)
ij

∂kλ∂kλ′

. (6)

In this work we focus on the B2g Raman configuration
such that polarization vectors of incoming and scattered
photons are eI = (X̂ + Ŷ )/

√
2 = x̂, and eS = (Ŷ −

X̂)/
√
2 = ŷ, respectively, see Fig. 1. The reason for this is

twofold. First, the build up of the low energy B2g Raman
intensity upon cooling is the dominant feature observed
experimentally above Ts.31–33 Second, both orbital and
the nematic fluctuations have the B2g symmetry. Indeed,
Eq. (6) in combination with Eqs. (2) and (3) gives

rΓ = a

[

1 0
0 −1

]

, rM = b

[

1 0
0 −1

]

. (7)

Equation (7) shows that photons in B2g Raman configu-
ration couple directly to orbital fluctuations.

III. EFFECTIVE ACTION AND RAMAN
SUSCEPTIBILITY

We compute the Raman susceptibility as given by
Eq. (4) with the Raman vertex specified by Eqs. (5)
and (7). In doing so we follow closely the derivation of
Ref. (16). To compute the Raman susceptibility we add
to the quantum action the source term,

SJ = Jω r̂−ω + J−ω r̂ω (8)

and the Raman susceptibility, Eq. (4) is obtained by a
functional derivative of a free energy functional,

κ(ω) =
δ2F [J ]

δJωδJ−ω
, (9)

computed at Jω = J−ω = 0.
Here we focus on the spin interactions for definiteness,

and comment on the role of the orbital fluctuations. In
the purely magnetic scenario of the nematic transition
we write the interaction in the form,

Hint = −
1

2
us

∑

q

∑

i=1,2

si,qsi,−q , (10)

where the spin operator is diagonal in orbital index i,

si,q =
∑

k

∑

i=1,2

c†
k+q,iασαβfk,iβ , (11)

where the σαβ are the Pauli matrices. The standard
Hubbard-Stratonovich transformation amounts to the
decoupling of the interaction term, Eq. (10) via the stripe
magnetizations, ∆X(Y ) ∝

∑

k
c†
k+q,1(2)ασαβfk,1(2)β .

The integration over fermion operators results in the ef-
fective action that closely resembles that of Ref. (16),

S[∆X,Y , J±ω] =

∫

q′
χ−1
q′

(

|∆X
q′ |2 + |∆Y

q′ |2
)

−
g

2

[

|ΞXY (0)|2 + |ΞXY (ω)|2
]

+ [λALJωΞXY (ω) + c.c.] ,

(12)

where we introduced the notation

ΞXY (ω) =
∑

Ω,q

[

∆
X
q,ω+Ω∆

X
−q,−Ω −∆

Y
q,ω+Ω∆

Y
−q,−Ω

]

.

(13)

For ω = 0, Eq. (13) describes the classical contribution of
the nematic fluctuations into the Ginzburg-Landau free
energy, while ΞXY (ω) describes the quantum nematic
fluctuation driven by the external source at the same
frequency.

We now comment on Eq. (12). First, we omitted the
term ∝ [(∆X)2 + (∆Y )2]2 responsible for the renormal-
ization of the spin susceptibility χq, and crucially impor-
tant for the nature of the magnetic and structural phase
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and dY z iron orbitals is believed to be a primary cause
of the nematic transition. 21–25 In another scenario it is
the spin that drives the nematic transition.20,26 Let m1,2

be the two staggered (antiferromagnetic) magnetizations
on the even and odd iron sub lattices respectively. The
nematic transition occurs when the two spin sublattices
lock, ⟨m1·m2⟩ ̸= 0.27 The two alternatives being the pos-
itive and negative ⟨m1 ·m2⟩ resulting in the two orthog-
onal stripe magnetizations, ∆X,Y = m1±m2. These are
the spin arrangements ferromagnetic in X(Y ) direction
and antiferromagnetic in Y (X) direction in Fe only lat-
tice. The magnetic perspective is supported by the NMR
data showing low-T Curie-Weiss-like upturn of a spin-
lattice relaxation rate 1/T1T ,28,29 as well as by the scal-
ing between the magnetic fluctuations and softening of
the elastic shear modulus at the structural transition.30

In this paper we do not attempt to resolve the above
controversy, but rather explore the consequences of the
nematic fluctuations as observed in recent Raman experi-
ments.31–33 Even though the region of the phase diagram
contained between Ts and TSDW is either absent or quite
tiny, the dynamical nematic fluctuations revealed by Ra-
man spectroscopy kick in far into the paramagnetic phase
up to room temperatures. The Raman spectroscopy is es-
sentially dynamic probe of electronic correlations of pre-
scribed symmetry.34,35 The photon scattered inelastically
leaves some of its energy with the crystal. Selection rules
fix the symmetry of the excitation while the energy dif-
ference between the incoming and scattered photon, the
so-called Raman shift, determines the energy of the elec-
tronic excitations.

II. RAMAN RESPONSE IN FOUR BAND
MODEL

A. Band structure model

In this section we discuss the phenomenological four
band model based on the work of Cvetkovic and Vafek.36

In this model constructed using the method of invari-
ant due to Luttinger37 the interaction of electrons with
light is easily obtained by the standard gauge invariant
minimal coupling procedure35. Here we neglect the cou-
pling between the different layers and consider the crystal
structure as quasi-two-dimensional, see Fig. 1(a). Gener-
ically, in FeSCs each layer contains the iron atoms form-
ing a simple square lattice with the basis unit vectors X̂
and Ŷ . The pnictogen or chalcogen atoms forming the
checkerboard with even and odd sublattices above and
below the iron layer. Above the SDW transition the unit
cell contains two iron atoms with the basis denoted by x̂
and ŷ.

It is sufficient to consider slightly simplified version
of the model36 whereby the four dimensional effective
Hamiltonian describing the M point is replaced with the
two-dimensional one and the remaining electronic bands
that are not crossing the Fermi level are discarded. We
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FIG. 1. (color online) (a) The unit cell of a quasi-two-
dimensional FeSC contains two iron atoms and two pnictogen
atoms such as As (or chalcogen atom such as Se). The atoms
above and below the iron layer are denoted by crosses and by
circles respectively. The basis vectors of the iron-only lattice
are denoted by X̂ and Ŷ . The vectors x̂ and ŷ are chosen as a
basis vectors of the two-iron unit cell lattice. (b) The two-iron
Brillouin zone. The Γ point hosts two hole pockets and the
M points hosts two electron pockets. The solid (black) and
dashed (blue) lines denote the dXz and dY z orbital contents
respectively. The admixture of the dXY orbital at the outer
parts of the crossed Fermi pockets at M is neglected. The po-
larization vectors eI and e

S for the B2g Raman configuration
are shown.

write for the quadratic part of the Hamiltonian,

H =
∑

k,α

∑

i,j=1,2

c†i,kαH
Γ
k;i,jcj,kα + f †

i,kαH
M
k;i,jfj,kα , (1)

where c†i,kα (f †
i,kα) creates a hole (an electron) in a state

with spin index α and momentum k counted from Γ (M)
point. The index i = 1 (i = 2) refers to the dXz (dY z) or-
bital content. For that reason the Hamiltonian (1) refers
to the orbital basis and reads
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k =
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for holes, and
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(3)

for electrons. The parameters entering the equations (2)
and (3) obtained from the fits to the tight binding calcu-
lations38,39 are tabulated in Ref. (36). Below we set a = c
which corresponds to circular hole FSs. In this work we
neglect the spin-orbit coupling and at Γ, k = 0, the two
Bloch states are degenerate. The equation (3) neglects
the admixture of dXY orbitals, and the parameter b is
the pocket ellipticity.

The Hamiltonians Eqs. (2) and (3) describe the band
structure shown in Fig. 1(b). The band structure ob-
tained by diagonalization of these Hamiltonians contains
two hole pockets at Γ with orbital content alternating be-
tween dXz and dY z with π periodicity, and two electron
pockets at M . The electron pockets cross and their outer
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parts contain an admixture of the dXY orbital. Here we
neglect such an admixture while preserving the overall
symmetry of the Hamiltonian.

B. Raman coupling

Raman scattering is a two-photon process. Its ampli-
tude contains one part which is second order in the dipo-
lar interaction and the first order in the coupling via the
effective mass tensor. Assuming that the base frequency
is detuned off the dipole transitions it is customary to ig-
nore the dipolar coupling. Under these circumstances the
inelastic Raman scattering cross-section as a function of
the Raman shift ω is proportional to the imaginary part
of the retarded Raman susceptibility, [κR(q,ω)]′′. We
compute it from the corresponding Matsubara correla-
tion function of the Raman vertices,

κ(q) = ⟨r̂r̂⟩q , (4)

where the vector q = (q, iωm) includes the spatial wave
vector, q and Matsubara frequency, ωm, and we denote,

⟨ÂB̂⟩q =
∫ T−1

0 dτ exp(iωmτ)⟨Aq(τ)B−q(0)⟩. The experi-
mental situation corresponds to q = 0 in Eq. (4), and the
Raman susceptibility κR(0,ω) is obtained from κ(q) by
setting q = 0 and performing the analytical continuation,
iωm → ω. Below in writing the Matsubara frequency ωm,
we omit the subscript m for brevity.

The expression for the Raman vertices
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∑
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∑

i,j=1,2

c†i,kαr
Γ
i,jcj,kα + f †

i,kαr
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is fixed by the Hamiltonian, as formulated by Eqs. (1), (2)
and (3), as well as the polarization vectors of incoming
and scattered photons, eI and eS ,
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i,j =
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In this work we focus on the B2g Raman configuration
such that polarization vectors of incoming and scattered
photons are eI = (X̂ + Ŷ )/

√
2 = x̂, and eS = (Ŷ −

X̂)/
√
2 = ŷ, respectively, see Fig. 1. The reason for this is

twofold. First, the build up of the low energy B2g Raman
intensity upon cooling is the dominant feature observed
experimentally above Ts.31–33 Second, both orbital and
the nematic fluctuations have the B2g symmetry. Indeed,
Eq. (6) in combination with Eqs. (2) and (3) gives

rΓ = a

[

1 0
0 −1
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, rM = b
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1 0
0 −1
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. (7)

Equation (7) shows that photons in B2g Raman configu-
ration couple directly to orbital fluctuations.

III. EFFECTIVE ACTION AND RAMAN
SUSCEPTIBILITY

We compute the Raman susceptibility as given by
Eq. (4) with the Raman vertex specified by Eqs. (5)
and (7). In doing so we follow closely the derivation of
Ref. (16). To compute the Raman susceptibility we add
to the quantum action the source term,

SJ = Jω r̂−ω + J−ω r̂ω (8)

and the Raman susceptibility, Eq. (4) is obtained by a
functional derivative of a free energy functional,

κ(ω) =
δ2F [J ]

δJωδJ−ω
, (9)

computed at Jω = J−ω = 0.
Here we focus on the spin interactions for definiteness,

and comment on the role of the orbital fluctuations. In
the purely magnetic scenario of the nematic transition
we write the interaction in the form,
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1

2
us

∑

q

∑

i=1,2

si,qsi,−q , (10)

where the spin operator is diagonal in orbital index i,

si,q =
∑
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i=1,2

c†
k+q,iασαβfk,iβ , (11)

where the σαβ are the Pauli matrices. The standard
Hubbard-Stratonovich transformation amounts to the
decoupling of the interaction term, Eq. (10) via the stripe
magnetizations, ∆X(Y ) ∝

∑

k
c†
k+q,1(2)ασαβfk,1(2)β .

The integration over fermion operators results in the ef-
fective action that closely resembles that of Ref. (16),
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For ω = 0, Eq. (13) describes the classical contribution of
the nematic fluctuations into the Ginzburg-Landau free
energy, while ΞXY (ω) describes the quantum nematic
fluctuation driven by the external source at the same
frequency.

We now comment on Eq. (12). First, we omitted the
term ∝ [(∆X)2 + (∆Y )2]2 responsible for the renormal-
ization of the spin susceptibility χq, and crucially impor-
tant for the nature of the magnetic and structural phase
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and dY z iron orbitals is believed to be a primary cause
of the nematic transition. 21–25 In another scenario it is
the spin that drives the nematic transition.20,26 Let m1,2

be the two staggered (antiferromagnetic) magnetizations
on the even and odd iron sub lattices respectively. The
nematic transition occurs when the two spin sublattices
lock, ⟨m1·m2⟩ ̸= 0.27 The two alternatives being the pos-
itive and negative ⟨m1 ·m2⟩ resulting in the two orthog-
onal stripe magnetizations, ∆X,Y = m1±m2. These are
the spin arrangements ferromagnetic in X(Y ) direction
and antiferromagnetic in Y (X) direction in Fe only lat-
tice. The magnetic perspective is supported by the NMR
data showing low-T Curie-Weiss-like upturn of a spin-
lattice relaxation rate 1/T1T ,28,29 as well as by the scal-
ing between the magnetic fluctuations and softening of
the elastic shear modulus at the structural transition.30

In this paper we do not attempt to resolve the above
controversy, but rather explore the consequences of the
nematic fluctuations as observed in recent Raman experi-
ments.31–33 Even though the region of the phase diagram
contained between Ts and TSDW is either absent or quite
tiny, the dynamical nematic fluctuations revealed by Ra-
man spectroscopy kick in far into the paramagnetic phase
up to room temperatures. The Raman spectroscopy is es-
sentially dynamic probe of electronic correlations of pre-
scribed symmetry.34,35 The photon scattered inelastically
leaves some of its energy with the crystal. Selection rules
fix the symmetry of the excitation while the energy dif-
ference between the incoming and scattered photon, the
so-called Raman shift, determines the energy of the elec-
tronic excitations.

II. RAMAN RESPONSE IN FOUR BAND
MODEL

A. Band structure model

In this section we discuss the phenomenological four
band model based on the work of Cvetkovic and Vafek.36

In this model constructed using the method of invari-
ant due to Luttinger37 the interaction of electrons with
light is easily obtained by the standard gauge invariant
minimal coupling procedure35. Here we neglect the cou-
pling between the different layers and consider the crystal
structure as quasi-two-dimensional, see Fig. 1(a). Gener-
ically, in FeSCs each layer contains the iron atoms form-
ing a simple square lattice with the basis unit vectors X̂
and Ŷ . The pnictogen or chalcogen atoms forming the
checkerboard with even and odd sublattices above and
below the iron layer. Above the SDW transition the unit
cell contains two iron atoms with the basis denoted by x̂
and ŷ.
It is sufficient to consider slightly simplified version

of the model36 whereby the four dimensional effective
Hamiltonian describing the M point is replaced with the
two-dimensional one and the remaining electronic bands
that are not crossing the Fermi level are discarded. We
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FIG. 1. (color online) (a) The unit cell of a quasi-two-
dimensional FeSC contains two iron atoms and two pnictogen
atoms such as As (or chalcogen atom such as Se). The atoms
above and below the iron layer are denoted by crosses and by
circles respectively. The basis vectors of the iron-only lattice
are denoted by X̂ and Ŷ . The vectors x̂ and ŷ are chosen as a
basis vectors of the two-iron unit cell lattice. (b) The two-iron
Brillouin zone. The Γ point hosts two hole pockets and the
M points hosts two electron pockets. The solid (black) and
dashed (blue) lines denote the dXz and dY z orbital contents
respectively. The admixture of the dXY orbital at the outer
parts of the crossed Fermi pockets at M is neglected. The po-
larization vectors eI and e

S for the B2g Raman configuration
are shown.

write for the quadratic part of the Hamiltonian,

H =
∑

k,α

∑

i,j=1,2

c†i,kαH
Γ
k;i,jcj,kα + f †

i,kαH
M
k;i,jfj,kα , (1)

where c†i,kα (f †
i,kα) creates a hole (an electron) in a state

with spin index α and momentum k counted from Γ (M)
point. The index i = 1 (i = 2) refers to the dXz (dY z) or-
bital content. For that reason the Hamiltonian (1) refers
to the orbital basis and reads

HΓ
k =

[

ϵΓ + k2

2mΓ
+ akxky

c
2 (k

2
x − k2y)

c
2 (k

2
x − k2y) ϵΓ + k2

2mΓ
− akxky

]

(2)

for holes, and

HM
k =

[

ϵM + k2

2mM
+ bkxky 0

0 ϵM + k2

2mM
− bkxky

]

(3)

for electrons. The parameters entering the equations (2)
and (3) obtained from the fits to the tight binding calcu-
lations38,39 are tabulated in Ref. (36). Below we set a = c
which corresponds to circular hole FSs. In this work we
neglect the spin-orbit coupling and at Γ, k = 0, the two
Bloch states are degenerate. The equation (3) neglects
the admixture of dXY orbitals, and the parameter b is
the pocket ellipticity.
The Hamiltonians Eqs. (2) and (3) describe the band

structure shown in Fig. 1(b). The band structure ob-
tained by diagonalization of these Hamiltonians contains
two hole pockets at Γ with orbital content alternating be-
tween dXz and dY z with π periodicity, and two electron
pockets at M . The electron pockets cross and their outer

Figure 2: Raman susceptibility �

00(!) in the A1g, B2g and B1g symmetry channels at rep-
resentative temperature and dopings. (A to C) �00

A1g
(!) showing superconducting features

highlighted with blue shading below '200 cm�1 (x=0.0175, x=0.05). (D to F) �00
B2g

(!) present-
ing a quasielastic scattering relaxational mode above T

S

(x) and T

c

(x) highlighted with green
shading, a density wave suppression and coherence peak highlighted with light blue shading be-
low T

S

(x) (x=0, 5 K), and a low-temperature collective resonance highlighted with blue shading
(x=0.0175, x=0.05, 5 K). (G to I) �00

B1g
(!) featuring mainly a B1g phonon.
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X X �  †

Y  Y
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parts contain an admixture of the dXY orbital. Here we
neglect such an admixture while preserving the overall
symmetry of the Hamiltonian.

B. Raman coupling

Raman scattering is a two-photon process. Its ampli-
tude contains one part which is second order in the dipo-
lar interaction and the first order in the coupling via the
effective mass tensor. Assuming that the base frequency
is detuned off the dipole transitions it is customary to ig-
nore the dipolar coupling. Under these circumstances the
inelastic Raman scattering cross-section as a function of
the Raman shift ω is proportional to the imaginary part
of the retarded Raman susceptibility, [κR(q,ω)]′′. We
compute it from the corresponding Matsubara correla-
tion function of the Raman vertices,

κ(q) = ⟨r̂r̂⟩q , (4)

where the vector q = (q, iωm) includes the spatial wave
vector, q and Matsubara frequency, ωm, and we denote,

⟨ÂB̂⟩q =
∫ T−1

0 dτ exp(iωmτ)⟨Aq(τ)B−q(0)⟩. The experi-
mental situation corresponds to q = 0 in Eq. (4), and the
Raman susceptibility κR(0,ω) is obtained from κ(q) by
setting q = 0 and performing the analytical continuation,
iωm → ω. Below in writing the Matsubara frequency ωm,
we omit the subscript m for brevity.

The expression for the Raman vertices

r̂ =
∑

k,α

∑

i,j=1,2

c†i,kαr
Γ
i,jcj,kα + f †

i,kαr
M
i,jfj,kα (5)

is fixed by the Hamiltonian, as formulated by Eqs. (1), (2)
and (3), as well as the polarization vectors of incoming
and scattered photons, eI and eS ,

rΓ(M)
i,j =

∑

λλ′

eIλe
S
λ′

∂2HΓ(M)
ij

∂kλ∂kλ′

. (6)

In this work we focus on the B2g Raman configuration
such that polarization vectors of incoming and scattered
photons are eI = (X̂ + Ŷ )/

√
2 = x̂, and eS = (Ŷ −

X̂)/
√
2 = ŷ, respectively, see Fig. 1. The reason for this is

twofold. First, the build up of the low energy B2g Raman
intensity upon cooling is the dominant feature observed
experimentally above Ts.31–33 Second, both orbital and
the nematic fluctuations have the B2g symmetry. Indeed,
Eq. (6) in combination with Eqs. (2) and (3) gives

rΓ = a

[

1 0
0 −1

]

, rM = b

[

1 0
0 −1

]

. (7)

Equation (7) shows that photons in B2g Raman configu-
ration couple directly to orbital fluctuations.

III. EFFECTIVE ACTION AND RAMAN
SUSCEPTIBILITY

We compute the Raman susceptibility as given by
Eq. (4) with the Raman vertex specified by Eqs. (5)
and (7). In doing so we follow closely the derivation of
Ref. (16). To compute the Raman susceptibility we add
to the quantum action the source term,

SJ = Jω r̂−ω + J−ω r̂ω (8)

and the Raman susceptibility, Eq. (4) is obtained by a
functional derivative of a free energy functional,

κ(ω) =
δ2F [J ]

δJωδJ−ω
, (9)

computed at Jω = J−ω = 0.
Here we focus on the spin interactions for definiteness,

and comment on the role of the orbital fluctuations. In
the purely magnetic scenario of the nematic transition
we write the interaction in the form,

Hint = −
1

2
us

∑

q

∑

i=1,2

si,qsi,−q , (10)

where the spin operator is diagonal in orbital index i,

si,q =
∑

k

∑

i=1,2

c†
k+q,iασαβfk,iβ , (11)

where the σαβ are the Pauli matrices. The standard
Hubbard-Stratonovich transformation amounts to the
decoupling of the interaction term, Eq. (10) via the stripe
magnetizations, ∆X(Y ) ∝

∑

k
c†
k+q,1(2)ασαβfk,1(2)β .

The integration over fermion operators results in the ef-
fective action that closely resembles that of Ref. (16),

S[∆X,Y , J±ω] =

∫

q′
χ−1
q′

(

|∆X
q′ |2 + |∆Y

q′ |2
)

−
g

2

[

|ΞXY (0)|2 + |ΞXY (ω)|2
]

+ [λALJωΞXY (ω) + c.c.] ,

(12)

where we introduced the notation

ΞXY (ω) =
∑

Ω,q

[

∆
X
q,ω+Ω∆

X
−q,−Ω −∆

Y
q,ω+Ω∆

Y
−q,−Ω

]

.

(13)

For ω = 0, Eq. (13) describes the classical contribution of
the nematic fluctuations into the Ginzburg-Landau free
energy, while ΞXY (ω) describes the quantum nematic
fluctuation driven by the external source at the same
frequency.

We now comment on Eq. (12). First, we omitted the
term ∝ [(∆X)2 + (∆Y )2]2 responsible for the renormal-
ization of the spin susceptibility χq, and crucially impor-
tant for the nature of the magnetic and structural phase

B2g Raman (cont)
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Orbital-driven nematicity in FeSe
S-H. Baek1*, D. V. Efremov1, J. M. Ok2, J. S. Kim2, Jeroen van den Brink1,3 and B. Büchner1,3

A fundamental and unconventional characteristic of superconductivity in iron-based materials is that it occurs in the vicinity
of two other instabilities. In addition to a tendency towards magnetic order, these Fe-based systems have a propensity
for nematic ordering: a lowering of the rotational symmetry while time-reversal invariance is preserved. Setting the stage
for superconductivity, it is heavily debated whether the nematic symmetry breaking is driven by lattice, orbital or spin
degrees of freedom. Here, we report a very clear splitting of NMR resonance lines in FeSe at Tnem = 91K, far above the
superconducting Tc of 9.3 K. The splitting occurs for magnetic fields perpendicular to the Fe planes and has the temperature
dependence of a Landau-type order parameter. Spin–lattice relaxation rates are not a�ected at Tnem, which unequivocally
establishes orbital degrees of freedom as driving the nematic order. We demonstrate that superconductivity competes with
the emerging nematicity.

Even if the existence of nematic order in the di�erent classes
of iron-based superconductors is by now a well-established
experimental fact, its origin remains controversial1–7. It

is related either to a lattice instability that causes a regular
structural phase transition, to the formation of time-reversal-
invariant magnetic order, for instance an Ising spin-nematic8–10
state, or to the ordering of orbital degrees of freedom11–15. As the
nematic instability is a characteristic feature of the normal state
from which at lower temperatures the superconductivity emerges,
the di�erent possible microscopic origins of nematicity are directly
linked to the properties of the superconducting state16,17. From a
symmetry point of view it is clear that when one of these three
orderings (lattice/spin/orbital) develops, it must a�ect the other
two—the crucial challenge thus lies in establishing which ordering
is primary, and to determine to which extent this primary order
a�ects the two other degrees of freedom. It has been established
that the lattice distortion, which at Tnem reduces the crystallographic
symmetry from tetragonal to orthorhombic, is an unlikely primary
order parameter, not only because the distortion is weak, but also
because measurements of the resistance anisotropy have shown
that the structural distortion is a conjugate field to a primary
order parameter, therefore not the order parameter itself 2. This
basically restricts the driving force for the nematicity to be of
electronic origin: either due the electron’s spin or its orbital degree
of freedom.

FeSe is an attractive iron-based superconductor to study this
issue, as it is a binary system with a rather simple structure
(see Fig. 1), while sharing many common features with other Fe-
based superconductors18. Our bulk FeSe single crystals undergo
a clear tetragonal to orthorhombic transition at Tnem = 91K and
at Tc = 9.3 K superconductivity sets in, which is consistent with
previous reports5. In single-layer FeSe films a much higher Tc
has been reported, 65K (refs 19–23) and above24, which is even
higher than in any other iron-based superconductor. The high
quality of our FeSe single crystals is confirmed by their very sharp
superconducting transition and large residual resistivity ratio (see
Supplementary Methods).

To establish whether spins or orbitals are responsible for its
nematic instability we have measured 77Se NMR spectra as a
function of temperature. The Se atoms in FeSe sit centrally above

and below the Fe4 plaquettes that form an almost square lattice
(see Fig. 1b). For the NMR measurements we used an external
field H =9 T applied in a direction either parallel or perpendicular
to the crystallographic c axis, which is normal to the Fe planes
(Fig. 1a). In the high-temperature tetragonal phase the spectra are
extremely narrow with the full-width at half-maximum of ⇠1 kHz
for H ka and ⇠1.5 kHz for H k c, which is characteristic of a highly
homogeneous sample (see Fig. 2). Below Tnem we observe that the
77Se line splits into two lines with equal spectral weight for in-plane
fields,H ka. Note that in the orthorhombic phase our crystal is fully
twinned. The notation H k a thus means that actually one type of
domain in the crystal experiences a magnetic field H k a and the
other type of domain hasH kb. These two domains occur with equal
probability.We shall refer to the split lines as l1 and l2 with frequency
⌫1 and ⌫2, respectively (⌫1 < ⌫2). In contrast, the 77Se spectrum for
H k c consists of a single line l3 at frequency ⌫3 that does not split
and remains narrow down to low temperatures. From this, one can
already conclude that the l1–l2 line splittingmust be the consequence
of an in-plane symmetry change.

We note that the 77Se nuclear spin is 1/2 so that the observed
splitting cannot be due to a quadrupolar-type coupling to local
lattice distortions. This is in contrast to LaFeAsO, in which the
quadrupolar splitting of the 75As line in twinned single crystals
for H ? c reflects the presence of orthorhombic domains7. On
two further grounds it can be excluded that the orthorhombic
lattice distortion causes the l1–l2 splitting. First, the splitting changes
significantly when FeSe enters the superconducting state (see
Fig. 3b), where the lattice structure does not change notably25. That
the splitting is of electronic origin is attested also by a more detailed
consideration of the temperature dependence of the resonance
frequency ⌫i (i = 1 . . . 3) for each of the three NMR lines. The
T dependence is shown in Fig. 2 in terms of the Knight shift
Ki = (⌫i � ⌫0)/⌫0 of ⌫i away from an isolated nucleus (⌫0 = �nH
with the nuclear gyromagnetic ratio �n). In a paramagnetic state
K=Ahf�spin +Kchem so that K is directly related to the local spin
susceptibility �spin. Here Ahf is the hyperfine coupling constant
and Kchem is the temperature-independent chemical shift. It is
clear that the splitting between l3 and the degenerate l1, l2 pair
in the tetragonal structure (that is, for T > Tnem) is caused by
the in-plane (ka)–out-of-plane (kc) anisotropy of the hyperfine
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Figure 4 | Top view of the FOO in FeSe with the two di�erent domains that
are present in a twinned crystal. The three orthogonal orbitals dxy , dyz and
dxz are indicated. The double-headed arrows indicate the nematic
order parameter.

there is little, if any, enhancement of the magnetic excitations, an
enhancement that would be expected from Fermi-liquid theory
in the vicinity of a spin-density wave transition. This implies
that the characteristic energy of the degrees of freedom driving
the nematic transition considerably di�ers from the characteristic
energy of magnetic degrees of freedom: orbital and spin degrees of
freedom are well separated. When going below Tnem the spin–lattice
relaxation rate increases steadily, approaching Tc in a manner that is
quantitatively di�erent for the lines l1 and l2 (see Fig. 3c). This is to
be expected because the spin-relaxation rate in the FOO state picks
up the anisotropies in its hyperfine couplings and susceptibilities, as
the Knight shift does.

Finally, we analyse the interplay of the orbital ordering and
superconductivity. Previously, scanning tunnelling spectroscopy
measurements have found a two-fold breaking of the Cooper-pair
symmetry in FeSe, which implies that the superconducting order
parameter is directly a�ected by the nematicity29. Here we observe
the complementary e�ect: the splitting1Kka (which is proportional
to the orbital order parameter) changes significantly below Tc (see
Supplementary Methods). Thus, the nematic order parameter is
directly a�ected by superconductivity. The splitting1Kka becoming
smaller while the Knight shifts Kkc and Kav

ka barely change indicates
that in our bulk FeSe crystals superconductivity and nematicity
compete—superconductivity tends to suppress orbital ordering and
vice versa. It is interesting to note that in the single layers of FeSe
for which spectacularly high Tc values have been reported19–24 a
tetragonal–orthorhombic transition is absent, evidencing a much
weaker nematic tendency. It will have to be established whether the
suppressed nematicity is a cause for the strongly enhancedTc in FeSe
single layers.

Methods
Single crystals of FeSe (Tc ⇠9.3 K) were grown using a KCl–AlCl3 flux technique
as described in detail elsewhere30. The mixture of Fe, Se, AlCl3 and KCl was
sealed in an evacuated Pyrex ampoule. The samples were heated to 450 �C in a
horizontal tube furnace, held at this temperature for 40 days. The temperature of
the hottest part of the ampoule was 450 �C and the coolest part was 370–380 �C.
The obtained product was washed with distilled water to remove flux and other
by-products and then the tetragonal-shaped single crystals were mechanically
extracted. The typical size of the obtained crystals was 1⇥1⇥0.1mm3. The
temperature dependence of the resistivity of FeSe single crystals was measured
using a conventional four-probe configuration in a 14 T physical property
measurements system and the magnetic susceptibility was measured in a 5 T
magnetic property measurements system.

77Se (nuclear spin I =1/2) NMR was carried out in a FeSe single crystal
(0.7⇥0.7⇥0.1mm3) at an external field of 9 T and in the range of temperature
4.2–140K. The sample was rotated using a goniometer for the exact alignment
along the external field. The 77Se NMR spectra were acquired by a standard

spin-echo technique with a typical ⇡/2 pulse length 2–3 µs. The nuclear
spin–lattice relaxation rate T�1

1 was obtained by fitting the recovery of the nuclear
magnetization M(t) after a saturating pulse to a single exponential function,
1�M(t)/M(1)=Aexp(�t/T1), where A is a fitting parameter.
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Figure 1 | Schematic crystallographic structure of FeSe. a,b, Fe–Se layers
stacked along the c direction (a) and the in-plane Fe atoms forming an
almost square lattice with Se atoms centred alternatively above and below
Fe4 plaquettes (b).

coupling and the spin susceptibility. This anisotropy is caused by
the crystallographic structure being very di�erent in the directions
ka and kc, owing to the manifestly layered lattice structure of FeSe.
From the data in Fig. 3a it is clear that the l3–l1,2 splitting ⌫3 � ⌫1,2
above Tnem is similar in size to the l2–l1 splitting 1⌫=⌫2 �⌫1 in
the low-temperature orthorhombic state. It is evident that such
a very large splitting 1⌫ cannot be caused by the small lattice
displacements in the orthorhombic state, involving atoms that
move distances less than 0.5% of the lattice constant5,25. This is
exemplified by the average Kav

ka = (K1 + K2)/2 of the two H ka
and H k b lines (for the two di�erent orthorhombic domains)
having the same temperature dependence as Kkc =K3 in the entire
temperature range. This is very di�erent from the behaviour of
the Knight shift splitting 1Kka = (K2 � K1)/2 /1⌫ between l2
and l1 below Tnem. From the temperature dependence of 1Kka
(shown in Fig. 3b), one sees that it exhibits the typical

p
Tnem �T

behaviour of a Landau-type order parameter close to a second-order
phase transition.

Having established an order parameter type of behaviour
of splitting 1⌫ and having excluded it is of lattice origin,
we consider next the possibility that spin degrees of freedom
cause the observed in-plane anisotropy of the Knight shift in
the orthorhombic state. We have therefore measured the spin–
lattice relaxation rate T�1

1 as a function of temperature (see
Fig. 3). The quantity (T1T )�1 is proportional to the q-sum
of the imaginary part of the dynamical susceptibility, that is,
(T1T )�1 /P

qA2
hf(q)� 00(q,!)/!, thereby probing antiferromagnetic

(AFM) spin fluctuations. We observe that when crossing the
nematic phase transition, (T1T )�1 barely changes, indicating that
AFM fluctuations are not enhanced around Tnem and the system
is evidently very far away from any magnetic instability. Only
when further lowering the temperature we observe that (T1T )�1

gradually increases and that at Tc, when superconductivity sets in,
the AFM fluctuations are significantly enhanced. This observation
is in agreement with previous (T1T )�1 measurements on FeSe
powders26 and evidences that spin fluctuations are not driving the
nematic transition. Moreover, the extremely narrow 77Se NMR lines
being well preserved down to 4.2 K indicates the complete absence
of static magnetism27.

The remaining degree of freedom that can drive the nematic
ordering is the orbital one, in particular in the form of ferro-orbital
order (FOO). It is clear that such an orbital ordering breaks the
in-plane local symmetry at the Se sites (see Fig. 4), and generates
two non-equivalent directions ? c: the a and b direction. We first
consider FOO from a theoretical point of view, defining the FOO
order parameter as  = (nx �ny)/(nx +ny), where nx ,y corresponds
to the occupation of x = dxz and y = dyz orbitals indicated in
Fig. 4 (z corresponds to the crystallographic c axis). Given the
symmetries of the system, the free energy in the vicinity of the orbital
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Figure 2 | 77Se NMR spectra for the FeSe single crystal. a, Measured at a
field of 9 T applied parallel to either the crystallographic a axis or c axis, as a
function of temperature. The 77Se line splits into two lines (l1 and l2) at
Tnem =91 K for Hka, whereas the line l3 for Hkc remains narrow at all
temperatures. To avoid an overlap, the spectra for Hkc are o�set by
�10 kHz. b, For an in-plane magnetic field where Hk [110]. The absence of
the line splitting for this field orientation is direct proof for a breaking of the
local four-fold rotational symmetry. The broadening of the line is attributed
to the strain induced by glueing this crystal inside the NMR coil.

ordering transition in the presence of a magnetic field H can be
expanded as:
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↵↵�↵↵ , where ↵ = x , y , z . Owing to the
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TOO �T . Thus, the anisotropic Knight shift
is directly proportional to the orbital ordering parameter but the
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Figure 1 | Schematic crystallographic structure of FeSe. a,b, Fe–Se layers
stacked along the c direction (a) and the in-plane Fe atoms forming an
almost square lattice with Se atoms centred alternatively above and below
Fe4 plaquettes (b).

coupling and the spin susceptibility. This anisotropy is caused by
the crystallographic structure being very di�erent in the directions
ka and kc, owing to the manifestly layered lattice structure of FeSe.
From the data in Fig. 3a it is clear that the l3–l1,2 splitting ⌫3 � ⌫1,2
above Tnem is similar in size to the l2–l1 splitting 1⌫=⌫2 �⌫1 in
the low-temperature orthorhombic state. It is evident that such
a very large splitting 1⌫ cannot be caused by the small lattice
displacements in the orthorhombic state, involving atoms that
move distances less than 0.5% of the lattice constant5,25. This is
exemplified by the average Kav

ka = (K1 + K2)/2 of the two H ka
and H k b lines (for the two di�erent orthorhombic domains)
having the same temperature dependence as Kkc =K3 in the entire
temperature range. This is very di�erent from the behaviour of
the Knight shift splitting 1Kka = (K2 � K1)/2 /1⌫ between l2
and l1 below Tnem. From the temperature dependence of 1Kka
(shown in Fig. 3b), one sees that it exhibits the typical

p
Tnem �T

behaviour of a Landau-type order parameter close to a second-order
phase transition.

Having established an order parameter type of behaviour
of splitting 1⌫ and having excluded it is of lattice origin,
we consider next the possibility that spin degrees of freedom
cause the observed in-plane anisotropy of the Knight shift in
the orthorhombic state. We have therefore measured the spin–
lattice relaxation rate T�1

1 as a function of temperature (see
Fig. 3). The quantity (T1T )�1 is proportional to the q-sum
of the imaginary part of the dynamical susceptibility, that is,
(T1T )�1 /P

qA2
hf(q)� 00(q,!)/!, thereby probing antiferromagnetic

(AFM) spin fluctuations. We observe that when crossing the
nematic phase transition, (T1T )�1 barely changes, indicating that
AFM fluctuations are not enhanced around Tnem and the system
is evidently very far away from any magnetic instability. Only
when further lowering the temperature we observe that (T1T )�1

gradually increases and that at Tc, when superconductivity sets in,
the AFM fluctuations are significantly enhanced. This observation
is in agreement with previous (T1T )�1 measurements on FeSe
powders26 and evidences that spin fluctuations are not driving the
nematic transition. Moreover, the extremely narrow 77Se NMR lines
being well preserved down to 4.2 K indicates the complete absence
of static magnetism27.

The remaining degree of freedom that can drive the nematic
ordering is the orbital one, in particular in the form of ferro-orbital
order (FOO). It is clear that such an orbital ordering breaks the
in-plane local symmetry at the Se sites (see Fig. 4), and generates
two non-equivalent directions ? c: the a and b direction. We first
consider FOO from a theoretical point of view, defining the FOO
order parameter as  = (nx �ny)/(nx +ny), where nx ,y corresponds
to the occupation of x = dxz and y = dyz orbitals indicated in
Fig. 4 (z corresponds to the crystallographic c axis). Given the
symmetries of the system, the free energy in the vicinity of the orbital
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Figure 2 | 77Se NMR spectra for the FeSe single crystal. a, Measured at a
field of 9 T applied parallel to either the crystallographic a axis or c axis, as a
function of temperature. The 77Se line splits into two lines (l1 and l2) at
Tnem =91 K for Hka, whereas the line l3 for Hkc remains narrow at all
temperatures. To avoid an overlap, the spectra for Hkc are o�set by
�10 kHz. b, For an in-plane magnetic field where Hk [110]. The absence of
the line splitting for this field orientation is direct proof for a breaking of the
local four-fold rotational symmetry. The broadening of the line is attributed
to the strain induced by glueing this crystal inside the NMR coil.
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other words, if we attribute T and x dependencies entirely to
the effects of AFSRO, we would be led to an unphysical
conclusion that the antiferromagnetic spin–spin correlation
is stronger in the Co doped superconducting phase than in
the undoped phase with AFLRO. Moreover, growth of
AFSRO generally results in enhancement of 1=T1T with
decreasing T , as observed for La2!xSrxCuO4,22) but our
1=T1T data contradict with such a scenario as explained
below. While AFSRO is very likely to play a significant
role in controlling the behavior of !spin, there must be an
additional mechanism which suppresses !spin. We will
address this issue below.

Before proceeding, we would like to comment briefly on
the implications of the systematic line broadening of the
NMR lines with doping in Fig. 3.17) Equation (2) implies
that the distribution of Kspin in Fig. 3 reflects that of !spin.
Accordingly, the FFT lineshapes in Fig. 3 represent a
histogram of the distribution of !spin in each sample. For
example, some parts of the x ¼ 0:08 sample have !spin as
large (small) as that of the x ¼ 0:04 (x ¼ 0:105) sample, i.e.,
the local electronic properties are inherently inhomogeneous
at a microscopic level. We emphasize that one cannot
attribute the present finding to macroscopic inhomogeneity
of the Co concentrations. As shown in Fig. 1, the electrical
resistivity "ab is very sensitive to phase transitions at TSDW

and Tc. If the x ¼ 0:08 crystal had a macroscopic domain
with Co 4% doping, for example, we would observe an
additional SDW anomaly in the "ab data. We recall that
analogous microscopic inhomogeneity was also observed for
the hole-doped high Tc cuprates La2!xSrxCuO4,23,24) and
understood as the consequence of microscopic patch-by-
patch inhomogeneity of the carrier concentration with the
typical length scales of #3 nm. Our results in Fig. 3 show
that analogous ‘‘patchy’’ electronic inhomogeneity also
exists in Ba(Fe1!xCox)2As2 with comparable length scales.

Additional clues on the nature of spin correlations may be
seen in the T and x dependencies of 1=T1T . We summarize
1=T1T measured at the peak of the NMR lineshapes in
Fig. 5. Theoretically, 1=T1T is related to the wave vector
integral of the low frequency component of spin fluctuations,

1

T1T
#
X

q

j#nAðqÞj2
Im!ðq; f Þ

f
; ð3Þ

where Im!ðq; f Þ is the imaginary part of the dynamic
electron spin susceptibility at the NMR frequency f (# 65
MHz), jAðqÞj2 ¼ jA cosðqxa=2Þ cosðqya=2Þj2 is the form
factor of the transferred hyperfine interaction at the 75As
sites (a is the lattice constant),15) and the wave vector
summation of q is taken over the first Brillouirn zone. The
undoped x ¼ 0 sample does not exhibit a large enhancement
of 1=T1T immediately above TSDW ¼ 135 K, in agreement
with Kitagawa et al.18) There are two reasons for the absence
of the signature of critical slowing down. First, the AFLRO
is accompanied by a tetragonal to orthorhombic structural
phase transition,8) and the simultaneous magnetic and
structural phase transitions are weakly first order.18) Second,
since we are applying Bext along the c-axis, the ab-plane
components of the dipole hyperfine fields from Fe moments,
as well as the transferred hyperfine fields in eq. (3), cancel
out at the location of 75As sites when spin correlations are
commensurate7,8) with the lattice.

On the other hand, underdoped x ¼ 0:02 and 0.04 samples
show a divergent behavior of 1=T1T due to critical slowing
down of spin fluctuations toward TSDW ¼ 100 and 66 K,
respectively. This strongly suggests that an SDW state,
presumably incommensurate with the lattice, emerges below
TSDW as a result of the second order phase transition.
Moreover, we confirmed that the whole NMR line broadens
below TSDW, hence the SDW transition affects the 100%
volume of the sample. We will report the complete details
elsewhere.

We have not conducted NMR measurements in the
concentration range x ¼ 0:05{0:07. However, the NMR
lineshapes of the x ¼ 0:04 and 0.08 samples are significantly
superposed because of the patchy inhomogeneity, and we
have found that 1=T1T measured at the half-intensity
position on the lower K side of the x ¼ 0:04 is nearly the
same as 1=T1T measured at the half intensity position on the
higher K side of the x ¼ 0:08 crystals (see Fig. 3). These
1=T1T data points measured in the middle between the
peaks of x ¼ 0:04 and 0.08 are plotted in Fig. 5, labeled as
the results for the effective concentration of ‘‘6%’’. The
enhancement of 1=T1T toward Tc ¼ 22 K for ‘‘6%’’ and
8% samples signals the residual effects of low frequency
AFSRO at low temperatures, and we conclude that the
FeAs layers are on the verge of forming an SDW ground
state even for x . 0:08.

In contrast, 1=T1T for the slightly overdoped x ¼ 0:105
levels off after monotonic decrease with T , and exhibits no
evidence for the enhancement due to low frequency AFSRO.
Equally important to notice is that 1=T1T initially decreases
with T below 300 K even in the underdoped x ¼ 0:02 and
0.04 samples. We confirmed that 1=T1T at the Co sites
in x ¼ 0:0815) and x ¼ 0:04 (not shown) shows qualitatively
the same behavior as at 75As sites; hence the present results
are not the consequence of accidental cancellation of the
hyperfine fields at 75As sites. Recalling that the uniform (i.e.,
q ¼ 0) spin susceptibility !spin is also suppressed below
300 K for all concentrations, we conclude that the low
energy spin excitations are suppressed with decreasing T
except near TSDW, i.e., Ba(Fe1!xCox)2As2 exhibits spin
pseudo-gap behavior for a broad concentration range. We
note that analogous pseudo-gap behavior was first observed
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Fig. 5. (Color online) Filled symbols show 1=T1T measured at the peak
of the 75As NMR lineshapes for 0, 2, 4, 8, and 10.5% doped samples.
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Orbital order: C4 to C2 discrete symmetry breaking

Ising nematic transition: difference in orbital occupation
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Figure 4 | Top view of the FOO in FeSe with the two di�erent domains that
are present in a twinned crystal. The three orthogonal orbitals dxy , dyz and
dxz are indicated. The double-headed arrows indicate the nematic
order parameter.

there is little, if any, enhancement of the magnetic excitations, an
enhancement that would be expected from Fermi-liquid theory
in the vicinity of a spin-density wave transition. This implies
that the characteristic energy of the degrees of freedom driving
the nematic transition considerably di�ers from the characteristic
energy of magnetic degrees of freedom: orbital and spin degrees of
freedom are well separated. When going below Tnem the spin–lattice
relaxation rate increases steadily, approaching Tc in a manner that is
quantitatively di�erent for the lines l1 and l2 (see Fig. 3c). This is to
be expected because the spin-relaxation rate in the FOO state picks
up the anisotropies in its hyperfine couplings and susceptibilities, as
the Knight shift does.

Finally, we analyse the interplay of the orbital ordering and
superconductivity. Previously, scanning tunnelling spectroscopy
measurements have found a two-fold breaking of the Cooper-pair
symmetry in FeSe, which implies that the superconducting order
parameter is directly a�ected by the nematicity29. Here we observe
the complementary e�ect: the splitting1Kka (which is proportional
to the orbital order parameter) changes significantly below Tc (see
Supplementary Methods). Thus, the nematic order parameter is
directly a�ected by superconductivity. The splitting1Kka becoming
smaller while the Knight shifts Kkc and Kav

ka barely change indicates
that in our bulk FeSe crystals superconductivity and nematicity
compete—superconductivity tends to suppress orbital ordering and
vice versa. It is interesting to note that in the single layers of FeSe
for which spectacularly high Tc values have been reported19–24 a
tetragonal–orthorhombic transition is absent, evidencing a much
weaker nematic tendency. It will have to be established whether the
suppressed nematicity is a cause for the strongly enhancedTc in FeSe
single layers.

Methods
Single crystals of FeSe (Tc ⇠9.3 K) were grown using a KCl–AlCl3 flux technique
as described in detail elsewhere30. The mixture of Fe, Se, AlCl3 and KCl was
sealed in an evacuated Pyrex ampoule. The samples were heated to 450 �C in a
horizontal tube furnace, held at this temperature for 40 days. The temperature of
the hottest part of the ampoule was 450 �C and the coolest part was 370–380 �C.
The obtained product was washed with distilled water to remove flux and other
by-products and then the tetragonal-shaped single crystals were mechanically
extracted. The typical size of the obtained crystals was 1⇥1⇥0.1mm3. The
temperature dependence of the resistivity of FeSe single crystals was measured
using a conventional four-probe configuration in a 14 T physical property
measurements system and the magnetic susceptibility was measured in a 5 T
magnetic property measurements system.

77Se (nuclear spin I =1/2) NMR was carried out in a FeSe single crystal
(0.7⇥0.7⇥0.1mm3) at an external field of 9 T and in the range of temperature
4.2–140K. The sample was rotated using a goniometer for the exact alignment
along the external field. The 77Se NMR spectra were acquired by a standard

spin-echo technique with a typical ⇡/2 pulse length 2–3 µs. The nuclear
spin–lattice relaxation rate T�1

1 was obtained by fitting the recovery of the nuclear
magnetization M(t) after a saturating pulse to a single exponential function,
1�M(t)/M(1)=Aexp(�t/T1), where A is a fitting parameter.
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(x) (from Ref. (23)) are indicated by blue triangles, purple squares and red
circles respectively. T0(x) is the mean field transition temperature associated with the critical
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versus temperature T � T0(x) with a fit to a universal straight line.
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Stripe magnetizations

2

FIG. 1. (color online) Secondary emission (a and b) and Ra-
man response (c and d) for EuFe2As2 at 177 K (green) and
300 K (red) for xy (a and c) and x′y′ (b and d) polariza-
tion geometries corresponding to B2g and B1g responses in
the tetragonal phase, recorded with λL=476 nm. Schematic
diagram of the Fe-As layer is shown in (d), with the tetrago-
nal 2-Fe unit cell in blue and the orthorhombic 4-Fe unit cell
in black. The light polarization vectors are denoted with re-
spect to the crystallographic orientations. The luminescence
background indicated by black dotted lines in (a) and (b) is
determined in Refs. [24, 25].

of the Bloch state at momentum k in the band b
with the dispersion ϵb

k
[20–22]. All components of the

symmetrized Raman tensor χeIeS can be classified by
irreducible representations of the crystallographic point
group [23]. The two photon fields with cross polarization
couple to quadrupole moments, and thus the scatter-
ing experiments probe the B2g susceptibility if light
polarization is aligned along a and b crystallographic
directions, and the B1g susceptibility if rotated by 45◦.
For the Fe pnictides, a local charge transfer between

degenerate dx′z and dy′z orbitals without a spin flip in-
duces a quadrupole moment of B2g symmetry on an iron
site, Fig. 3(b), while no low energy excitation of B1g

symmetry is allowed without charge transfer between
the irons. Therefore, χxy, which bears four nodes along
the crystallographic directions, delineates such singlet
quadrupole excitations [21, 22]. An excitation with a
spin flip excites a magnon to which, in the leading or-
der, light cannot couple. In Figs. 3(a-d) we illustrate the
relevant quadrupole excitation transition both in k-space
and real space.
In Figs. 1(a) and 1(b) we compare the intensity mea-

sured in xy and x′y′ geometries [24] from EuFe2As2 pnic-
tide just above TS = 175 K. The Raman response shown
in Figs. 1(c), 1(d) and 2 is derived from the scattering

intensity by accounting for the Bose factor [25].
As shown in Fig. 1(d), the electronic response from

intraband excitations using the x′y′ polarization is indeed
very weak. The broad feature centered at about 75 cm−1

is likely due to an interband transitions between the α
and β bands, as illustrated in Fig. 3 (a). The sharp mode
at 214 cm−1 is an iron B1g phonon [26] which only shows
weak anomaly upon cooling across TS [24].
In contrast, the response for the xy polarization is

much stronger, the signal extends beyond 1000 cm−1 ,
it strengthens significantly upon cooling and develops a
well defined maximum at low energy. In Fig. 2 we show
that the temperature evolution of the B2g Raman suscep-
tibility for EuFe2As2 and SrFe2As2 is generic for the 122
compounds [27]. Upon cooling toward TS , the data show
gradual enhancement of the low energy response along
with linear in temperature softening of the mode maxi-
mum frequency from about 160 cm−1 at room tempera-
ture to 90 cm−1 at TS , denoted ωmax(T ) in Figs. 2 (d-e),
an energy scale independent on the quasi-particle char-
acteristics. No enhancement with cooling is observed for
the susceptibility in any other symmetry channel. Such
critical evolution of the anomalous B2g susceptibility due
to quadrupole deformation of the electron density at the
Fermi surfaces is abruptly intervened at TS , the entrance
into the orthorhombic phase, when a density wave like
gap and a coherence peak at about 1070 cm−1 devel-
ops. The power law in the density wave gap structure
suggests that the gap is anisotropic, possibly with a dxy
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From these data, we calculate and plot in Figs. 2 (d-
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the Kramers-Kronig relations. χ′
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shows a mean-field-like enhancement with temperature
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behavior and does not soften near TS , indicating that the
critical slow down is intervened abruptly at TS .
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behavior and does not soften near TS , indicating that the
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The B2g-susceptibility data cannot be understood in a
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tations because in a paramagnetic phase such excitations
can only produce a featureless low frequency response.
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typically featureless and has a cutoff at 4π!vF /λL due
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in the direction of photon propagation, relatively small
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What drives nematic order in
iron-based superconductors?
R. M. Fernandes1*, A. V. Chubukov2* and J. Schmalian3*

Although the existence of nematic order in iron-based superconductors is now a well-established experimental fact, its origin
remains controversial. Nematic order breaks the discrete lattice rotational symmetry by making the x and y directions in the
iron plane non-equivalent. This can happen because of a regular structural transition or as the result of an electronically driven
instability — in particular, orbital order or spin-driven Ising-nematic order. The latter is a magnetic state that breaks rotational
symmetry but preserves time-reversal symmetry. Symmetry dictates that the development of one of these orders immediately
induces the other two, making the origin of nematicity a physics realization of the ‘chicken and egg problem’. In this
Review, we argue that the evidence strongly points to an electronic mechanism of nematicity, placing nematic order in the
class of correlation-driven electronic instabilities, like superconductivity and density-wave transitions. We discuss di�erent
microscopic models for nematicity and link them to the properties of the magnetic and superconducting states, providing a
unified perspective on the phase diagram of the iron pnictides.

The discovery of iron-based superconductors (FeSCs) with
transition temperatures Tc as high as 65K has signalled the
beginning of a new era in the investigation of unconventional

superconductivity (for a review, see ref. 1). A key first step to
unveil the nature of the superconducting phase is to understand
the normal state from which superconductivity arises. In most
FeSCs, superconductivity is found in the proximity of amagnetically
ordered state (transition temperature Tmag), which led early on
to the proposal that magnetic fluctuations play the key role
in promoting the superconducting pairing2,3. A more careful
examination of the phase diagram, however, revealed that there
is another non-superconducting ordered state besides magnetism.
Namely, at a certain temperature Tnem, the system spontaneously
breaks the symmetry between the x and y directions in the
Fe-plane, reducing the rotational point group symmetry of the
lattice from tetragonal to orthorhombic, whereas time-reversal
symmetry is preserved. In some materials, such as hole-doped
(Ba1�xKx)Fe2As2, the tetragonal-to-orthorhombic and magnetic
transitions are simultaneous and first-order (Tnem = Tmag; ref. 4),
whereas in electron-doped Ba(Fe1�xCox)2As2 and isovalent-doped
BaFe2(As1�xPx)2, they are split (Tnem > Tmag) and, with the
exception of a very small Co concentration, second order 5–8
(Fig. 1). As doping increases, the Tnem line tracks the Tmag line across
the phase diagram, approaching the superconducting dome. It is
therefore essential to understand the origin of this new order as it
may either support or act detrimentally to superconductivity.

The order parameter for a transition in which a rotational
symmetry is broken but time-reversal symmetry is preserved is a
director (it defines an axis but has no sense of direction), similar
to the order parameter in the nematic phase of liquid crystals 9.
By analogy, the orthorhombic state in FeSCs has been called a
‘nematic state’. Unlike isotropic liquid crystals, however, in FeSCs
the lattice symmetry forces the director to point only either along x

or y directions. This makes the nematic order parameter Ising-like,
hence the name Ising-nematic order.

At first sight, one might view this tetragonal-to-orthorhombic
transition as a regular structural transition driven by lattice
vibrations (phonons).However, early theoreticalwork10–12 suggested
that the tetragonal-to-orthorhombic transition may be driven
by electronic rather than lattice degrees of freedom. Indeed,
experiments find anisotropies in several electronic properties, such
as the d.c. resistivity 13,14, to be much larger than the anisotropy
of the lattice parameters. If the transition at Tnem is of electronic
origin, then it is probably driven by the same fluctuations that give
rise to superconductivity and magnetic order, and therefore is an
integral part of a global phase diagram of FeSCs. Electronic nematic
phases have recently been proposed in other unconventional
superconductors, such as high-Tc cuprates and heavy-fermion
materials 9. An electronically driven nematic state in FeSCs would
be in line with a generic reasoning that the pairing in all these
correlated electron systems has the same origin.

The discussion on the ‘nematicity’ in FeSCs has been largely
focused on two key issues. First, can the experiments distinguish
‘beyond reasonable doubt’ between phonon-driven and electron-
driven tetragonal symmetry breaking? Second, if this transition is
driven by electrons, which of their collective degrees of freedom
is driving it — charge/orbital fluctuations or spin fluctuations?
We argue below that answering the last question is crucial for
the understanding of superconductivity in FeSCs, as charge/orbital
fluctuations favour a sign-preserving s-wave state (s++) whereas spin
fluctuations favour a sign-changing s-wave (s+�) or a d-wave state.

Phenomenology of the nematic phase
To describe the nematic state, the first task is to identify the
appropriate order parameter. The experimental manifestations of
nematic order can be clustered into three classes. Taken alone, each
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transition. Here we are not concerned neither with the
feedback of nematic fluctuations on magnetism, nor with
the mapping out the phase diagram, and for that reason
do not include this term in the action keeping the spin
susceptibility renormalized.
Second, the last term in Eq. (12) describes the cou-

pling of the Raman vertex to the spin nematic order pa-
rameter ∝ (∆X)2−(∆Y )2 via the triangular Aslamazov-
Larkin like vertex, λAL evaluated in the App. A. We have
shown this vertex can be approximated by a frequency
and momentum independent function. Most relevant for
the present analysis is the weak temperature dependence
of λAL for temperatures exceeding the mismatch between
the electron and hole Fermi surfaces. As the latter can
be few tens of meVs the above statements hold for most
of the relevant temperatures.
We further perform the second Hubbard-Stratonovich

transformation by introducing the nematic filed φ. Cor-
responding to the two terms quartic in ∆X(Y ) in Eq. (12)
we introduce the static nematic field φ0 and the quantum
time dependent nematic field φ(τ) = φωeiωτ . The result-
ing quadratic action reads,

S =
∑

q

(χ−1
q + φ0)|∆X

q |2 + (χ−1
q − φ0)|∆Y

q |2

+ [(φ−ω + λALJ−ω)ΞXY (ω) + c.c.]

+
φ20
2g

+
|φω|2

g
. (14)

The action (14) is quadratic with respect to the stripe
order parameters, which thus can be integrated out ex-
plicitly. This procedure results in the effective action,

exp(−F) =

∫

d∆Xd∆Y exp(−S)

= exp

(

−
φ20
2g

−
|φω|2

g

)

Det(D̂3
+)Det(D̂3

−), (15)

where we have defined matrices in the Fourier space

D̂± = χ̂−1
± ±(φ−ω+λscJ−ω)M̂+±(φω+λscJω)M̂− (16)

with χ̂−1
± = δq1,q2

δω1,ω2
(χ−1

q1 ± φ0) and M̂± =
δq1,q2

δω1,ω2±ω. With the help of the standard formula
we convert determinant into the trace of the logarithm,
DetD̂ = exp(Tr ln D̂), and expand the resulting effective
action up to the second order in the nematic fields and the
source strength. Such an expansion amounts to the mean
field approximation that can be justified in the large N
limit. In Ref. (16) the thermodynamic properties of the
same model were shown to be reasonably well captured
in this approximation for N = 3 and we employ it here
as well, and write

F =
φ20
2g

+
|φω|2

g
− 3φ20Υ(0)− 3 |(φω + λALJω)|2 Υ(ω) ,

(17)

g g g(a) (b)λAL λAL λALλAL

χ(q,Ω)

χ(q,ω+Ω)

FIG. 2. Feynman graphs illustrating the results (18), (19).
The pair of the thick (blue) wavy lines at the left and right
ends of both graphs represent an incoming and scattered pho-
tons. The black triangles represent the Aslamazov-Larkin tri-
angular vertex giving rise to the coupling constant λAL of light
to spin nematic order parameter, (∆X)2 − (∆Y )2, computed
in App. A. The double wavy (red) lines denote the spin sus-
ceptibilities, χ(q,Ω). While the graph (a) is not specific to
theXY -geometry, the attraction in the nematic channel g > 0
makes it necessary to include the ladder diagrams shown in
the panel (b) and giving rise to the quasi-elastic peak in B2g

geometry.

where the dynamical spin nematic susceptibility

Υ(ω) =
∑

q,Ω

χ(q,Ω)χ(q,ω + Ω) (18)

has been introduced.
The action (17) is quadratic and the functional deriva-

tive in Eq. (9) gives for the Raman susceptibility,

κ(ω) = 3|λAL|2
Υ(ω)

1− 3gΥ(ω)
, (19)

see Fig. (2) for diagrammatic representation. To com-
pute Υ(ω) we use the standard finite temperature Mat-
subara summation technique over the discrete frequen-
cies followed by an analytic continuation to the real axis,
iωn → ω+ i0, to obtain the retarded spin nematic corre-
lation function Υ(iωn) → ΥR(ω).
To this end, we evaluate the bare susceptibility (18) by

converting the Matsubara sum over Ω into the complex
integral

Υ(iωn) =
∑

q

∮

dz

4πi
coth

z

2T
χ(−iz + ωm, q)χ(−iz, q) .

(20)

The integrand has two branch cuts at Im(z + iωn) = 0
and Im(z) = 0 where the product of two χ functions has
breaks of analyticity. As a result of analytic continuation
process we get

Υ(ω) =
∑

q

∫

dΩ

2π
coth

Ω

2T
[

χR(q,Ω+ ω)ImχR(q,Ω) + ImχR(q,Ω)χA(q,Ω− ω)
]

(21)

To make further progress we use standard expression for
the spin correlation function40,41

χ(q,Ωm) =
c

ξ−2 + (Q− q)2 + |Ωm|/γ
, (22)
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Here and for the rest of the paper, the summation over repeated
spin indices is assumed, and we shift the momenta of the
fermions near the X and Y Fermi pockets by Q1 and Q2,
respectively, i.e., εX,k+Q1 → εX,k, εY,k+Q2 → εY,k.

As discussed in Ref. 43, this model has eight fermionic
interactions un that can be decomposed into the SDW, the
charge density-wave (CDW), and the pairing channels. Since
our goal is to study stripe magnetism and the accompanied
Ising-nematic order, we keep only the interactions in the
spin channel with momenta near Q1 and Q2, restricting the
interacting Hamiltonian to

Hint = −1
2
uspin

∑

i,q

si,q · si,−q, (2)

where si,q =
∑

k c
†
",k+qασ αβci,kβ is the electronic spin op-

erator, with Pauli matrices σ αβ . The coupling uspin is the
combination of density-density and pair-hopping interactions
between hole and electron states (u1 and u3 terms in the
notation of Ref. 44):

u1c
†
",αc",αc

†
X,βcX,β = −u1

2
c
†
",ασ αβcX,β · c

†
X,γ σ γ δc",δ + (· · ·),

u3c
†
",αcX,αc

†
",βcX,β = −u3

2
c
†
",ασ αβcX,β · c

†
X,γ σ γ δc",δ + (· · ·),

(3)

where the dots stand for the terms with δα,βδγ ,δ , which only
contribute to the CDW channel. Combining the two contribu-
tions for the SDW channel, we find uspin = u1 + u3. Once uspin
exceeds some critical value (which gets smaller when δ0 and
δ2 decrease), static magnetic susceptibility diverges at (0,π )
and (π,0), and the system develops long-range magnetic order.
An excitonic-type SDW instability in Fe pnictides, resulting
from the interaction between hole and electron pockets, has
been considered by several authors.41,45–53

Our calculations are done in two steps. In the first step,
we introduce the bosonic fields "(X,Y ) ∝

∑
k c

†
",kασ αβc(X,Y ),kβ

for the collective magnetic degrees of freedom, integrate out
the fermions, and obtain a Ginzburg-Landau (GL) action for
"X and "Y . We show, in agreement with earlier results,41

that in a mean-field approximation only one of the magnetic
order parameters—either ⟨"X⟩ or ⟨"Y ⟩—becomes nonzero
in the magnetically ordered state. This leads to stripe-type
SDW order in which spins are ordered ferromagnetically in
one direction and antiferromagnetically in the other, i.e., the
ordering momentum is either (π,0) or (0,π ). In the second
step, we include fluctuations of the "X,Y fields, introduce
the collective Ising-nematic bosonic variable φ ∝ )2

X − )2
Y

together with ψ ∝ "2
X + "2

Y , integrate over "X and "Y , and
obtain an effective action in terms of φ and ψ . We analyze this
action and check whether the system develops an instability
towards ⟨φ⟩ ̸= 0 before ⟨"X⟩ or ⟨"Y ⟩ becomes nonzero.

A. The action in terms of "X and "Y

A straightforward way to obtain the action in terms of ⟨"X⟩
and ⟨"Y ⟩ is to start with the fermionic HamiltonianH = H0 +

Hint in Eqs. (1) and (2), write the partition function as the
integral over Grassmann variables,

Z ∝
∫

dci,kdc
†
i,ke−βH, (4)

and then decouple the quartic term in fermionic operators using
the Hubbard-Stratonovich transformation,

e
ax2

2 = 1√
2πa

∫
dy e(− y2

2a
+yx), (5)

where, in our case, x = si,0 =
∑

k c
†
",kασ αβc(X,Y ),kβ and y =

"(X,Y ). We then integrate Eq. (4) over fermionic variables using
the fact that after the Hubbard-Stratonovich transformation
the effective action becomes quadratic with respect to the
fermionic operators. The result of the integration is recast back
into the exponent and the partition function is expressed as

Z ∝
∫

d"Xd"Y e−Seff ["X,"Y ]. (6)

If the relevant "X and "Y are small, which we assume to
hold even if the magnetic transition is first-order (we present
the conditions on the parameters below), one can expand
Seff["X,"Y ] in powers of "X and "Y and obtain the Ginzburg-
Landau type of action for the order parameters "X,"Y . For
uniform "i , the most generic form of Seff["X,"Y ] is

Seff ["X,"Y ] = r0
(
"2

X + "2
Y

)
+ u

2

(
"2

X + "2
Y

)2

−g

2

(
"2

X − "2
Y

)2 + v ("X · "Y )2 . (7)

Carrying out this procedure, we obtain the coefficients
r0, u, g, and v in terms of the noninteracting fermionic
propagators convoluted with Pauli matrices (details can be
found in Appendix A). The coefficient v vanishes in our
model because of the anticommutation property of the Pauli
matrices: σ iσ j + σ jσ i = 0 for i ̸= j . To get a nonzero v,
one needs to include direct interactions between the two
electron pockets.41 The other three prefactors are expressed
via fermionic propagators G−1

j,k = iωn − ξj,k as

r0 = 2
uspin

+ 2
∫

k

G",kGX,k,

u = 1
2

∫

k

G2
",k(GX,k + GY,k)2, (8)

g = −1
2

∫

k

G2
",k(GX,k − GY,k)2,

where
∫
k

= T
∑

n

∫
ddk

(2π )d and k = (k,ωn), with momentum k
and Matsubara frequency ωn = (2n + 1)πT . Similar coeffi-
cients were found in Ref. 54, which focused on the magnetic
instabilities in a two-band model.

Evaluating the momentum integrals and summing over
Matsubara frequencies we obtain that

∫
k
G",kGX,k is negative

and at perfect nesting diverges as NF ln ./T , where NF ≈
m/(2π ) is the density of states of the hole pocket and . is the
upper cutoff for the low-energy theory, i.e., the scale at which
corrections to the parabolic dispersion become of the order one.
Away from perfect nesting, the logarithm saturates at T = 0 at
some finite but still large value.55 As a result, r0 decreases with
decreasing T and, if the amplitude of the interaction uspin is
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transition. Here we are not concerned neither with the
feedback of nematic fluctuations on magnetism, nor with
the mapping out the phase diagram, and for that reason
do not include this term in the action keeping the spin
susceptibility renormalized.

Second, the last term in Eq. (12) describes the cou-
pling of the Raman vertex to the spin nematic order pa-
rameter ∝ (∆X)2−(∆Y )2 via the triangular Aslamazov-
Larkin like vertex, λAL evaluated in the App. A. We have
shown this vertex can be approximated by a frequency
and momentum independent function. Most relevant for
the present analysis is the weak temperature dependence
of λAL for temperatures exceeding the mismatch between
the electron and hole Fermi surfaces. As the latter can
be few tens of meVs the above statements hold for most
of the relevant temperatures.

We further perform the second Hubbard-Stratonovich
transformation by introducing the nematic filed φ. Cor-
responding to the two terms quartic in ∆X(Y ) in Eq. (12)
we introduce the static nematic field φ0 and the quantum
time dependent nematic field φ(τ) = φωeiωτ . The result-
ing quadratic action reads,

S =
∑

q

(χ−1
q + φ0)|∆X

q |2 + (χ−1
q − φ0)|∆Y

q |2

+ [(φ−ω + λALJ−ω)ΞXY (ω) + c.c.]

+
φ20
2g

+
|φω|2

g
. (14)

The action (14) is quadratic with respect to the stripe
order parameters, which thus can be integrated out ex-
plicitly. This procedure results in the effective action,

exp(−F) =

∫

d∆Xd∆Y exp(−S)

= exp

(

−
φ20
2g

−
|φω|2

g

)

Det(D̂3
+)Det(D̂3

−), (15)

where we have defined matrices in the Fourier space

D̂± = χ̂−1
± ±(φ−ω+λscJ−ω)M̂+±(φω+λscJω)M̂− (16)

with χ̂−1
± = δq1,q2

δω1,ω2
(χ−1

q1 ± φ0) and M̂± =
δq1,q2

δω1,ω2±ω. With the help of the standard formula
we convert determinant into the trace of the logarithm,
DetD̂ = exp(Tr ln D̂), and expand the resulting effective
action up to the second order in the nematic fields and the
source strength. Such an expansion amounts to the mean
field approximation that can be justified in the large N
limit. In Ref. (16) the thermodynamic properties of the
same model were shown to be reasonably well captured
in this approximation for N = 3 and we employ it here
as well, and write

F =
φ20
2g

+
|φω|2

g
− 3φ20Υ(0)− 3 |(φω + λALJω)|2 Υ(ω) ,

(17)

g g g(a) (b)λAL λAL λALλAL

χ(q,Ω)

χ(q,ω+Ω)

FIG. 2. Feynman graphs illustrating the results (18), (19).
The pair of the thick (blue) wavy lines at the left and right
ends of both graphs represent an incoming and scattered pho-
tons. The black triangles represent the Aslamazov-Larkin tri-
angular vertex giving rise to the coupling constant λAL of light
to spin nematic order parameter, (∆X)2 − (∆Y )2, computed
in App. A. The double wavy (red) lines denote the spin sus-
ceptibilities, χ(q,Ω). While the graph (a) is not specific to
theXY -geometry, the attraction in the nematic channel g > 0
makes it necessary to include the ladder diagrams shown in
the panel (b) and giving rise to the quasi-elastic peak in B2g

geometry.

where the dynamical spin nematic susceptibility

Υ(ω) =
∑

q,Ω

χ(q,Ω)χ(q,ω + Ω) (18)

has been introduced.
The action (17) is quadratic and the functional deriva-

tive in Eq. (9) gives for the Raman susceptibility,

κ(ω) = 3|λAL|2
Υ(ω)

1− 3gΥ(ω)
, (19)

see Fig. (2) for diagrammatic representation. To com-
pute Υ(ω) we use the standard finite temperature Mat-
subara summation technique over the discrete frequen-
cies followed by an analytic continuation to the real axis,
iωn → ω+ i0, to obtain the retarded spin nematic corre-
lation function Υ(iωn) → ΥR(ω).
To this end, we evaluate the bare susceptibility (18) by

converting the Matsubara sum over Ω into the complex
integral

Υ(iωn) =
∑

q

∮

dz

4πi
coth

z

2T
χ(−iz + ωm, q)χ(−iz, q) .

(20)

The integrand has two branch cuts at Im(z + iωn) = 0
and Im(z) = 0 where the product of two χ functions has
breaks of analyticity. As a result of analytic continuation
process we get

Υ(ω) =
∑

q

∫

dΩ

2π
coth

Ω

2T
[

χR(q,Ω+ ω)ImχR(q,Ω) + ImχR(q,Ω)χA(q,Ω− ω)
]

(21)

To make further progress we use standard expression for
the spin correlation function40,41

χ(q,Ωm) =
c

ξ−2 + (Q− q)2 + |Ωm|/γ
, (22)
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FIG. 3. (color online) The modeling of quasi-elastic peak in
Raman response function in accordance to Eq. (32), where
κ′′ is plotted in the units of 3λ2

ALγ for the following choice of
fitting parameters from bottom curve to the top one: τ = 2,
(red) dashed line, τ = 1.5 (black) thin solid line and τ = 1.25
(blue) solid thick line; ḡ = 0.2, γ̄ = 5, L = 10. The peak grows
when the structural transition is approached upon cooling.

relaxation-like feature can be attributed to the critical
slow-down associated with the approach to discrete sym-
metry breaking transition. Upon cooling the system ex-
periences locking in one of the two degenerate configu-
rations related by the C4 rotation for increasingly longer
time intervals.

In this work we put forward the interpretation of the
quasi-elastic peak as the precursor to the nematic transi-
tion. The attraction in B2g is the necessary precondition
for this transition. To understand the origin of quasi-
elastic peak as it appears in Eq. (19) note that in the
static limit the real part of Raman susceptibility scales
as ∼ (T − θ)−1 where θ < min{TN , To}. I.e. the temper-
ature scale θ is less than both the mean field magnetic
transition transition and the orbital ordering transitions.
Indeed, in generic situation both channels may contribute
to the attraction. Distinguishing between the two contri-
butions remains a challenge. Nevertheless we can deduce
the low energy scattering by making the reasonable as-
sumption on the imaginary part of the bare response.
Assume that at low frequencies it scales as ∼ ω/Γ with Γ
being a non-critical at T = θ and hence weakly tempera-
ture dependent relaxation rate. Then it follows from the
denominator structure of Eq. (19) that at low frequencies
κ′′(ω) ∼ (T − θ + iω/Γ)−1 We thus see that the relax-

ation rate is suppressed by a factor of T − θ compared
to the bare rate Γ. We conclude that the quasi-elastic
scattering is the case of critical slowing down.

Regardless of the origin of the attraction the intra-
band processes alone are insufficient to describe the large
frequency width of the quasi-elastic scattering. Indeed,
at zero momentum such transitions are forbidden and the
quasi-elastic peak is absent.42,43 The small momentum
intra-band transitions restricted to either Γ or M points
are gapped and cannot account for quasi-elastic scatter-
ing either. The excitation of two electron hole pairs at
momentum close to the antiferromagnetic wave vector
each enables the relaxation of zero momentum excita-
tions by lifting the kinematical constrains. It was argued,
however that the phase space limitations make the con-
tributions of such processes to the relaxation rate scale as
cubic power of the frequency difference of scattered and
incoming photons. 43 As our calculations demonstrate
this suppression is only relevant at very low frequencies
and for relevant temperatures and frequencies the scaling
is essentially linear. In that regard this situation is very
similar to that in cuprates.44 Even though the latter are
single- rather than multi-band materials the processes
that matter the most are confined to the vicinity of hot
spots, i.e. the points on a FS connected by the antifer-
romagnetic wave vector.
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Appendix A: Derivation of the effective action in
terms of the stripe magnetizations

The calculations in this section are an extension of the corresponding derivations in Re. (16). We introduce the
eight component spinor,

Ψ†
k
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†
2,k↑, f

†
1,k↑, f

†
2,k↑; c

†
1,k↓, c

†
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†
1,k↓, f

†
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)
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FIG. 1. (color online) Secondary emission (a and b) and Ra-
man response (c and d) for EuFe2As2 at 177 K (green) and
300 K (red) for xy (a and c) and x′y′ (b and d) polariza-
tion geometries corresponding to B2g and B1g responses in
the tetragonal phase, recorded with λL=476 nm. Schematic
diagram of the Fe-As layer is shown in (d), with the tetrago-
nal 2-Fe unit cell in blue and the orthorhombic 4-Fe unit cell
in black. The light polarization vectors are denoted with re-
spect to the crystallographic orientations. The luminescence
background indicated by black dotted lines in (a) and (b) is
determined in Refs. [24, 25].

of the Bloch state at momentum k in the band b
with the dispersion ϵb

k
[20–22]. All components of the

symmetrized Raman tensor χeIeS can be classified by
irreducible representations of the crystallographic point
group [23]. The two photon fields with cross polarization
couple to quadrupole moments, and thus the scatter-
ing experiments probe the B2g susceptibility if light
polarization is aligned along a and b crystallographic
directions, and the B1g susceptibility if rotated by 45◦.
For the Fe pnictides, a local charge transfer between

degenerate dx′z and dy′z orbitals without a spin flip in-
duces a quadrupole moment of B2g symmetry on an iron
site, Fig. 3(b), while no low energy excitation of B1g

symmetry is allowed without charge transfer between
the irons. Therefore, χxy, which bears four nodes along
the crystallographic directions, delineates such singlet
quadrupole excitations [21, 22]. An excitation with a
spin flip excites a magnon to which, in the leading or-
der, light cannot couple. In Figs. 3(a-d) we illustrate the
relevant quadrupole excitation transition both in k-space
and real space.

In Figs. 1(a) and 1(b) we compare the intensity mea-
sured in xy and x′y′ geometries [24] from EuFe2As2 pnic-
tide just above TS = 175 K. The Raman response shown
in Figs. 1(c), 1(d) and 2 is derived from the scattering

intensity by accounting for the Bose factor [25].
As shown in Fig. 1(d), the electronic response from

intraband excitations using the x′y′ polarization is indeed
very weak. The broad feature centered at about 75 cm−1

is likely due to an interband transitions between the α
and β bands, as illustrated in Fig. 3 (a). The sharp mode
at 214 cm−1 is an iron B1g phonon [26] which only shows
weak anomaly upon cooling across TS [24].
In contrast, the response for the xy polarization is

much stronger, the signal extends beyond 1000 cm−1 ,
it strengthens significantly upon cooling and develops a
well defined maximum at low energy. In Fig. 2 we show
that the temperature evolution of the B2g Raman suscep-
tibility for EuFe2As2 and SrFe2As2 is generic for the 122
compounds [27]. Upon cooling toward TS , the data show
gradual enhancement of the low energy response along
with linear in temperature softening of the mode maxi-
mum frequency from about 160 cm−1 at room tempera-
ture to 90 cm−1 at TS , denoted ωmax(T ) in Figs. 2 (d-e),
an energy scale independent on the quasi-particle char-
acteristics. No enhancement with cooling is observed for
the susceptibility in any other symmetry channel. Such
critical evolution of the anomalous B2g susceptibility due
to quadrupole deformation of the electron density at the
Fermi surfaces is abruptly intervened at TS , the entrance
into the orthorhombic phase, when a density wave like
gap and a coherence peak at about 1070 cm−1 devel-
ops. The power law in the density wave gap structure
suggests that the gap is anisotropic, possibly with a dxy
symmetry.

From these data, we calculate and plot in Figs. 2 (d-
e) the real part of the static Raman susceptibility using
the Kramers-Kronig relations. χ′

xy(0, T ) ∝ (T − T ∗)−1

shows a mean-field-like enhancement with temperature
T ∗ about 80 K below TS . Remarkably, the mode’s maxi-
mum frequency ωmax(T ) scales to the very same (T−T ∗)
behavior and does not soften near TS , indicating that the
critical slow down is intervened abruptly at TS .
The B2g-susceptibility data cannot be understood in a

picture of non-interacting incoherent quasi-particle exci-
tations because in a paramagnetic phase such excitations
can only produce a featureless low frequency response.
The spectrum of low-frequency anisotropic plasmas is
typically featureless and has a cutoff at 4π!vF /λL due
to kinematic constraints of the scattering process, where
λL is the excitation wavelength and vF is Fermi velocity
in the direction of photon propagation, relatively small
for the layered iron pnictides [28, 29]. Hence, the pre-
sented χ′′

xy(ω, T ) data showing the emergence and soft-
ening of an anomalous quasi-elastic response above TS is
a manifestation of electronic correlations.

To describe the observed collective behavior we use an
expression for interacting susceptibilities

χxy(ω, T ) ∝
χ(0)
xy (ω, T )

1− gχ(0)
xy (ω, T )

(2)

xy

B2g
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as shown in the insets of Figs. 2 and 3. The symmetry
properties of the collective modes reflect those of the
subdominant channels in the potential Vk;k0 which do not
support pairing in the ground state [18].

The symmetry-dependent Raman response of
Rb0:8Fe1:6Se2 is shown in Fig. 2. Because of surface issues
(see Supplemental Material [24]) there is a relatively
strong increase towards the laser line. In the A1g and B2g

spectra, the relative difference between the normal and the
superconducting state is weak and absent, respectively,
since the band structure of Rb0:8Fe1:6Se2 [6,7] does not
have Fermi surface crossings close to the sensitivity max-
ima of the related form factors (see insets of Fig. 2). In B1g

symmetry, the suppression of the low-temperature spectra
due to the gap and the excess intensity at and above 2! can
be considered typical features of a superconductor [15].
The relative changes of below and above a threshold at
approximately 60 cm!1 reach 80% and 30%, respectively
[Fig. 2(c)]. Below 60 cm!1, the intensity is only weakly
energy dependent indicating a clean isotropic gap. The
phonons at 80 and 115 cm!1, close to the gap edge, gain
intensity below Tc as expected for weak electron-phonon
coupling. As can be seen directly in the insets of Fig. 2 an

appreciable response is expected only in B1g symmetry if
holelike bands in the Brillouin zone center are absent.
In the presence of hole bands, gap structures appear also
in A1g symmetry [20]. Hence, the selection rules based on
symmetry arguments corresponding to the 1 Fe unit cell
[20] are supported by the results in Rb0:8Fe1:6Se2 and are
likely to be of general significance in the iron-based
superconductors.
In Fig. 3, we show Raman spectra of Ba0:6K0:4Fe2As2.

Here, we observe superconductivity-induced features in all

FIG. 1 (color online). Crystal and reciprocal lattices of
iron-based superconductors. (a) FeAs=Se layers (small spheres)
and (earth) alkali metals (big spheres). (b) 1 Fe (dashes) and 2
Fe (full line) unit cells. (c), (d) First Brillouin zones (BZ, dashes
for the 1 Fe cell) with schematic Fermi surfaces of (c),
Ba0:6K0:4Fe2As2 [4,5] and (d), Rb0:8Fe1:6Se2 [6,7]. Also indi-
cated are the two dominant interaction potentials Vs and Vd.
(e) For Vs > Vd the pairing state is predicted to have s"
symmetry for which the phase of the gap on the hole and electron
bands differs by ! [10,11]. (f) For Vd > Vs a state with dx2!y2

symmetry is favored [9,13].

FIG. 2 (color online). Normal and superconducting Raman
spectra of Rb0:8Fe1:6Se2 at temperatures as indicated. The insets
show the correspondence between light polarizations and sensi-
tivities in momentum space for the 1 Fe unit cell. (a)–(c) Spectra
in A1g, B2g, and B1g symmetry. (d) The difference spectra high-
light the absence of pair breaking in B2g and most likely also in
A1g symmetry. Only the B1g spectra show the features typical for
a superconductor.
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We show that electronic Raman scattering affords a window into the essential properties of the pairing

potential Vk;k0 of iron-based superconductors. In Ba0:6K0:4Fe2As2 we observe band dependent energy gaps
along with excitonic Bardasis-Schrieffer modes characterizing, respectively, the dominant and subdo-

minant pairing channel. The dx2!y2 symmetry of all excitons allows us to identify the subdominant

channel to originate from the interaction between the electron bands. Consequently, the dominant channel

driving superconductivity results from the interaction between the electron and hole bands and has the full

lattice symmetry. The results in Rb0:8Fe1:6Se2 along with earlier ones in BaðFe0:939Co0:061Þ2As2 highlight
the influence of the Fermi surface topology on the pairing interactions.
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Cooper pairing in superconductors is driven by the inter-
action potential Vk;k0 between two electrons. In conven-
tional superconductors with an isotropic gap ! prominent
structures appear in many spectroscopies at @!q þ !, and
Vk;k0 can be derived by and large from the spectrum of
interactions @!q [1]. This access is hampered in systems
with the gap !k varying strongly with the electronic
momentum @k. The iron-based superconductors [2,3], as
shown in Fig. 1, open up new vistas. Since the hole- and
electronlike Fermi surfaces can be tuned by substitution
[Figs. 1(c) and 1(d)] they can be considered model systems
for studying the pairing interaction in anisotropicmultiband
systems [8–10]. Repulsive spin [11] and attractive orbital
[12] fluctuations were suggested to provide appreciable
interaction potentials Vk;k0 . The resulting ground states
may preserve [Fig. 1(e)] or break the full lattice symmetry
[Fig. 1(f)]. In the spin channel, the interactions between
either the central holelike and the peripheral electronlike
Fermi surfaces Vs [11] or the electron bands alone Vd are
nearly degenerate [9,13] [Figs. 1(c) and 1(d)] and entail a
sign change of the energy gap !k [Figs. 1(e) and 1(f)].
Raman scattering offers an opportunity to scrutinize

competing superconducting instabilities and derive essen-
tial properties of Vk;k0 . The electronic response provides
direct access to the energy gap and its momentum depen-
dence [14,15] reflecting the dominant channel responsible
for Cooper pairing. In addition, residual interactions
resulting from anisotropies of the pairing potential Vk;k0

may lead to sharp in-gap modes due to the formation of
bound states of the two electrons of a broken Cooper pair
[13,16–19] similar to electron-hole excitons in semicon-
ductors. The energy and the symmetry properties of these

‘‘Cooperons’’ provide insight into the momentum
dependence of Vk;k0 or decompositions thereof in terms
of orthonormal functions !i such as Vk;k0 ¼ !2

sVs þ
!2

dVd þ & & & and, consequently, the type of interaction.
In this Letter, we present light scattering spectra as a

function of the Fermi surface topology in order to gain
insight into the pairing interaction. The results on the
electron-doped iron-chalcogenide Rb0:8Fe1:6Se2 and the
hole-doped iron-pnictide Ba0:6K0:4Fe2As2 are analyzed
along with the data of BaðFe0:939Co0:061Þ2As2 studied
earlier [20].
The Ba0:6K0:4Fe2As2 sample has a transition tempera-

ture Tc of 39 K. Good crystallinity and low defect concen-
tration were shown by x-ray diffraction and specific heat
measurements [21]. Rb0:8Fe1:6Se2 has a sharp transition at
Tc ¼ 32 K [22]. The recently discovered layered structure
[23] has little influence on the light scattering experiments
since only the metallic (superconducting) part contributes
to the particle-hole continuum.
The experiments were performed with standard light

scattering equipment [15] using a solid state laser emitting
at 532 nm. The Rb0:8Fe1:6Se2 crystal was cleaved in situ at
low temperature. The figures display the Raman suscepti-
bilities R"00

#;#ð"; TÞ ¼ Sð"; TÞf1þ nðT;"Þg!1, where R
is an experimental constant, S is the van Hove function
being proportional to the rate of scattered photons, and n is
the Bose-Einstein distribution. The polarizations of the
incoming and scattered photons are given with respect to
the 1 Fe unit cell [Fig. 1(b)] relevant for the electronic
properties (for details see the Supplemental Material [24]).
The related excitation symmetries translate into sensitiv-
ities in momentum space for electron-hole excitations [15]
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FIG. 1. (color online) Secondary emission (a and b) and Ra-
man response (c and d) for EuFe2As2 at 177 K (green) and
300 K (red) for xy (a and c) and x′y′ (b and d) polariza-
tion geometries corresponding to B2g and B1g responses in
the tetragonal phase, recorded with λL=476 nm. Schematic
diagram of the Fe-As layer is shown in (d), with the tetrago-
nal 2-Fe unit cell in blue and the orthorhombic 4-Fe unit cell
in black. The light polarization vectors are denoted with re-
spect to the crystallographic orientations. The luminescence
background indicated by black dotted lines in (a) and (b) is
determined in Refs. [24, 25].

of the Bloch state at momentum k in the band b
with the dispersion ϵb

k
[20–22]. All components of the

symmetrized Raman tensor χeIeS can be classified by
irreducible representations of the crystallographic point
group [23]. The two photon fields with cross polarization
couple to quadrupole moments, and thus the scatter-
ing experiments probe the B2g susceptibility if light
polarization is aligned along a and b crystallographic
directions, and the B1g susceptibility if rotated by 45◦.
For the Fe pnictides, a local charge transfer between

degenerate dx′z and dy′z orbitals without a spin flip in-
duces a quadrupole moment of B2g symmetry on an iron
site, Fig. 3(b), while no low energy excitation of B1g

symmetry is allowed without charge transfer between
the irons. Therefore, χxy, which bears four nodes along
the crystallographic directions, delineates such singlet
quadrupole excitations [21, 22]. An excitation with a
spin flip excites a magnon to which, in the leading or-
der, light cannot couple. In Figs. 3(a-d) we illustrate the
relevant quadrupole excitation transition both in k-space
and real space.

In Figs. 1(a) and 1(b) we compare the intensity mea-
sured in xy and x′y′ geometries [24] from EuFe2As2 pnic-
tide just above TS = 175 K. The Raman response shown
in Figs. 1(c), 1(d) and 2 is derived from the scattering

intensity by accounting for the Bose factor [25].
As shown in Fig. 1(d), the electronic response from

intraband excitations using the x′y′ polarization is indeed
very weak. The broad feature centered at about 75 cm−1

is likely due to an interband transitions between the α
and β bands, as illustrated in Fig. 3 (a). The sharp mode
at 214 cm−1 is an iron B1g phonon [26] which only shows
weak anomaly upon cooling across TS [24].
In contrast, the response for the xy polarization is

much stronger, the signal extends beyond 1000 cm−1 ,
it strengthens significantly upon cooling and develops a
well defined maximum at low energy. In Fig. 2 we show
that the temperature evolution of the B2g Raman suscep-
tibility for EuFe2As2 and SrFe2As2 is generic for the 122
compounds [27]. Upon cooling toward TS , the data show
gradual enhancement of the low energy response along
with linear in temperature softening of the mode maxi-
mum frequency from about 160 cm−1 at room tempera-
ture to 90 cm−1 at TS , denoted ωmax(T ) in Figs. 2 (d-e),
an energy scale independent on the quasi-particle char-
acteristics. No enhancement with cooling is observed for
the susceptibility in any other symmetry channel. Such
critical evolution of the anomalous B2g susceptibility due
to quadrupole deformation of the electron density at the
Fermi surfaces is abruptly intervened at TS , the entrance
into the orthorhombic phase, when a density wave like
gap and a coherence peak at about 1070 cm−1 devel-
ops. The power law in the density wave gap structure
suggests that the gap is anisotropic, possibly with a dxy
symmetry.

From these data, we calculate and plot in Figs. 2 (d-
e) the real part of the static Raman susceptibility using
the Kramers-Kronig relations. χ′

xy(0, T ) ∝ (T − T ∗)−1

shows a mean-field-like enhancement with temperature
T ∗ about 80 K below TS . Remarkably, the mode’s maxi-
mum frequency ωmax(T ) scales to the very same (T−T ∗)
behavior and does not soften near TS , indicating that the
critical slow down is intervened abruptly at TS .
The B2g-susceptibility data cannot be understood in a

picture of non-interacting incoherent quasi-particle exci-
tations because in a paramagnetic phase such excitations
can only produce a featureless low frequency response.
The spectrum of low-frequency anisotropic plasmas is
typically featureless and has a cutoff at 4π!vF /λL due
to kinematic constraints of the scattering process, where
λL is the excitation wavelength and vF is Fermi velocity
in the direction of photon propagation, relatively small
for the layered iron pnictides [28, 29]. Hence, the pre-
sented χ′′

xy(ω, T ) data showing the emergence and soft-
ening of an anomalous quasi-elastic response above TS is
a manifestation of electronic correlations.

To describe the observed collective behavior we use an
expression for interacting susceptibilities

χxy(ω, T ) ∝
χ(0)
xy (ω, T )

1− gχ(0)
xy (ω, T )

(2)

xy

B2g

B2g (2Fe/unit cell) = B1g (1Fe/unit cell)  
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FIG. 9. (color online) Hysteresis loops measured at 2 K with
magnetic field applied along the c-axis for different SC sam-
ples Rb1−xFe2−ySe2. For clarity, the data for samples F 266
and BR 18 are magnified by factors of 5 and 10, respectively.

FIG. 10. (color online) Hysteresis loop for SC sample BR 16
at 2 K (solid circles) measured with the magnetic field applied
perpendicular to the c-axis, together with the magnetization
curve at 40 K (open squares).

magnetic field was always perpendicular to the current
direction, so only the transverse configuration was stud-
ied. The contacts were made with a conductive silver
paint. The error in the absolute value of the measured
resistivity was about 20 % due to finite dimensions of
the potential contacts. The in-plane resistivity ρab of the
SC sample prepared by self-flux method (F 266) is by
approximately one order of magnitude larger than that
for samples grown by Bridgman method which can be at-
tributed to higher impurity content of the self-flux sam-
ples. The inter-plane resistivity ρc of a typical sample
grown by Bridgman method with high SC parameters
(BR 16) is by a factor of two higher than the in-plane
resistivity. The resistivity curves of all superconducting
samples show a broad hump at a temperature Tmax that
for different samples varies in the range of 190–215 K
with a semiconductor-like temperature dependence above

and a metal-like dependence below Tmax. We note that
the superconducting samples from batch BR 16 have
the smallest value of the resistivity compared to other
batches. It is also the smallest for the superconduct-
ing Rb1−xFe2−ySe2 crystals reported so far.12,15 Together
with the larger resistivity ratio ρ(Tmax)/ρ(Tc) = 37 this
may indicate a higher purity of these superconducting
samples.

FIG. 11. (color online) (a) Temperature dependences of the
in-plane resistivity ρab and inter-plane resistivity ρc for the
SC sample BR 16 (left scale) and for the in-plane resistivity
for the SC sample F 266 (right scale) measured on cooling in
zero external magnetic field. (b) Temperature dependences
of the in-plane resistivity for the non SC samples. Dashed
curves mark the Arrhenius fits at high temperatures, solid
lines - the MVRH fits al lower temperatures as described in
the text.

The resistivity of the non-superconducting samples is
by several orders higher than that of the SC samples.
It shows a steep increase on decreasing temperature and
a small but clearly discernible anomaly at T ∗=233 K.
In the range 300–240 K the temperature dependence of
the resistivity for the non SC samples can be described
by Arrhenius law ρ = ρ0 exp(∆Ea/kT ) with an activa-
tion energy ∆Ea of 0.16, 0.079 and 0.073 eV for the
samples BR 19, BR 22, and BR 17, respectively. At
temperatures below 240 K down to 80 K the resistiv-
ity of the non SC samples is not thermally activated
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Anisotropic magnetism, superconductivity, and the phase diagram of Rb1−xFe2−ySe2

V. Tsurkan,1, 2 J. Deisenhofer,1 A. Günther,1 H.-A. Krug von Nidda,1 S. Widmann,1 and A. Loidl1
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Institute of Physics, University of Augsburg, D 86159, Augsburg, Germany

2Institute of Applied Physics, Academy of Sciences of Moldova, MD 2028, Chisinau, R. Moldova
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We report the crystal growth and structural, magnetic, conductivity, and specific heat inves-
tigations of Rb1−xFe2−ySe2 single crystals with varying stoichiometry prepared by self-flux and
Bridgman methods. The system exhibits a strongly anisotropic antiferromagnetic behavior below
400 K. Bulk superconductivity is found in samples with Fe concentrations 1.53 < 2 − y < 1.6,
whereas for 2 − y < 1.5 and 2 − y > 1.6 insulating and semiconducting behavior is observed, re-
spectively. Within the measured range of variation of the Rb concentration (0.6–0.8) no correlation
between the Rb content and the lattice parameters of the samples was found. The superconducting
samples show the smallest value of the lattice parameter c compared to the non-superconducting
samples. The sharpest transition to the superconducting state, the highest transition temperature
Tc of 32.4 K, and the highest diamagnetic response corresponding to a critical current density jc
of 1.6 × 104 A/cm2 (at 2 K) is found for compositions close to Rb2Fe4Se5. Upper critical fields
Hc2 of ∼ 250 kOe for the in-plane and 630 kOe for the inter-plane configurations are estimated
from resistivity studies in magnetic fields. In the non-superconducting samples with the Fe con-
centration below 1.45 both specific heat and susceptibility revealed an anomaly at 220 K which
is not related to antiferromagnetic or structural transformations. Comparison with the magnetic
behavior of non-superconducting samples provides evidence for the coexistence of superconductivity
and static antiferromagnetic order.

PACS numbers: 74.70.Xa 74.62.Bf 74.25.Ha 74.25.Bt

I. INTRODUCTION

Iron-based superconductors1–4 are currently among
the most intensively studied materials. Among different
groups of these superconductors, the iron chalcogenides
have recently attracted particular attention. The un-
doped iron selenide, FeSe, exhibts a relatively low critical
temperature Tc ≃ 8 K at ambient pressure,4 but it raises
to 37 K under external pressure.5,6 Earlier attempts to
increase Tc of FeSe using chemical doping resulted in a Tc

≃ 14 K by substitution of Se with Te.7,8 Recent reports
of Tc ≃ 30 K in potassium intercalated FeSe9 further
pushed the research activity in the iron chalcogenide fam-
ily. Consequently, successful intercalation of other alkali
metals (Rb and Cs) in FeSe was realized and supercon-
ducting (SC) samples with Tc between 27 and 33 K were
prepared.10–16 Further studies of SC chalcogenides with
hypothetical stoichiometry A0.8Fe2Se2 (A = K, Rb, Cs,
Tl) revealed significant differences in their SC proper-
ties compared to the related SC pnictides with a similar
structural arrangement.

Intriguing coexistence of superconductivity and
static antiferromagnetic order and a proximity to
an insulating state were suggested.17–21 In addition,
angle-resolved photoemission spectroscopy (ARPES)
studies22–24 showed a different topology of the Fermi sur-
face in A0.8Fe2Se2 compared to other Fe-based super-
conductors suggesting a pairing mechanism distinct from
s± symmetry.25 Despite numerous reports, the data on
A0.8Fe2Se2 materials with regard to their intrinsic prop-
erties is far from being conclusive. For example, the con-
ducting and magnetic properties of the Rb-based samples

reported by different authors vary significantly indicating
a strong dependence on preparation conditions and impu-
rity content.12,13,15,16,19,20 Moreover, the correlation be-
tween the properties and stoichiometry of A0.8Fe2Se2 has
been not fully established yet. Here we present the results
of the structural, magnetic, conductivity, and thermody-
namic characterization of the Rb-Fe-Se system performed
on single crystals grown by two different methods: self-
flux and Bridgman techniques. The selection of the Rb-
based system is motivated by an ease to grow large single
crystals with a higher volume fraction of the SC phase
compared to K- and Cs-based Fe chalcogenides. The vari-
ations of the conducting and magnetic parameters with
the stoichiometry determined by wave-length dispersive
x-ray electron-probe microanalysis (WDS EPMA) are
summarized in a phase diagram of the Rb-Fe-Se system.

II. RESULTS AND DISCUSSION

A. Preparation and composition analysis

Polycrystalline FeSe synthesized from the high-purity
elements (99.98 % Fe and 99.999 % Se) and 99.75 % Rb
were used as starting material for the growth of single
crystals. Handling of the reaction mixtures was done in
an argon box with residual oxygen and water content less
than 1 ppm. The preparation conditions are given in Ta-
ble I. In the growth runs with starting composition cor-
responding to nominal stoichiometry Rb0.8Fe2Se2 the so-
lidified ingots showed significant inhomogeneity. Samples
from the top of the ingots revealed superconducting prop-
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FIG. 2: Fermi surface of KxFe2−ySe2 superconductor. (a) The pho-
toemission intensity map for the Fermi surface at kz = 0 taken with
21 eV photons at 35 K. The kx and ky are defined along Fe-Fe direc-
tions. (b) The photoemission intensity map for the Fermi surface at
kz = π taken with 31eV photons at 35 K. (c) The photoemission in-
tensity map taken along ky-kz cross-section of the three-dimensional
(3D) Brillouin zone. (d) The momentum distribution curves (MDCs)
at Fermi energy (EF ) taken at different photon energies. (e), (f) The
polarization dependence of the photoemission intensity maps taken
in the Z-A plane at 35K taken with the p and s polarization geome-
tries respectively. Data were taken at SSRL for panels a, b, c, and d,
and UVSOR for panels e and f.

∼31 K. The chemical compositions of the samples were de-
termined by energy dispersive X-ray (EDX) spectroscopy to
be K0.77Fe1.65Se2. The synchrotron ARPES experiments were
performed at Beamline 5-4 of SSRL synchrotron facility, and
Beamline 21B1 of NSRRC facility, with Scienta R4000 elec-
tron analyzers. The overall energy resolution in the gap mea-
surement is about 10 meV at SSRL or NSRRC, and angular
resolution is 0.3 degree. The polarization dependence of the
Fermi surface was measured at UVSOR facility with an MBS
A-1 electron analyzer. The samples were cleaved in situ, and
measured under ultra-high-vacuum of 5 × 10−11torr.
For a close examination of the κ electron pocket, Figs. 2(a)-

2(b) show the photoemission intensity maps for the Fermi sur-
face at two different kz’s. While the electron pockets around
the zone corner show little kz dependence, the small κ pocket
could be only observed near the Z point for kz = π, indicating
its strong three-dimensional (3D) character. The kz depen-
dence of κ is further illustrated by the photoemission inten-
sity map along the ky-kz cross-section of the Brillouin zone
[Fig. 2(c)]. We determined the Fermi crossings of κ accord-
ing to the momentum distribution curves (MDCs) near Fermi
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FIG. 3: The superconducting gap at the κ pocket of KxFe2−ySe2.
(a) Symmetrized photoemission intensities for three momentum cuts
across the κ pocket near Z as shown by the thick lines #1-#3 in the
inset. (b) Symmetrized energy distribution curves at the Fermi cross-
ings of the κ band with momenta counterclockwise along the κ pocket
as shown by the labeled polar angles. (c) Gap distribution of the κ
pocket around Z in polar coordinates, where the radius represents the
gap size, and the polar angle θ represents the position on the κ pocket
with respect to the Z point, θ=0 being the Γ-M direction. The data
were taken at NSRRC with 31 eV photons at 13 K.

energy (EF) taken with different photon energies [Fig. 2(d)].
Such a small enclosed κ electron pocket around Z is gener-
ally overlooked by theories in studying the pairing symmetry
of KxFe2−ySe2, even it was found to exhibit a superconduct-
ing gap with comparable amplitude as that on the large δ/δ′
electron cylinders at the zone corner.
Previous photoemission studies on KxFe2−ySe2 only re-

solved one electron pocket around the zone corner. In the
folded Brillouin zone with two iron ions per unit cell, there
should be two electron cylinders around the zone corner due
to folding. Band calculations show that these two electron
cylinders in KxFe2−ySe2 have opposite symmetries with re-
spect to the Z − Γ − M plane [30], as found in other Fe-
HTS’s. To resolve this discrepancy, we show the polarization-
dependent ARPES data in Figs. 2(e) and 2(f). Due to the
multi-orbital nature of the Fermi surface in iron-based su-
perconductors, certain Fermi surface sheet might exhibit ei-
ther even or odd spatial symmetry, thus could be observed
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when moving to a higher BZ along the out-of-plane direc-
tion than in-plane, indicating that the magnetic moment is
oriented predominantly along the L direction in this sys-
tem. This is consistent with the reported spin configuration
in the magnetically ordered phase, in which spins are
alternatively pointing up and down along the c axis [25].
Figure 2(c) shows inelastic magnetic intensity in the vi-
cinity of the AFM ordering wave vector Q ¼
ð1:3 0:1 0:5ÞFe1 at 11.5 meV, measured at a low tempera-

ture, T ¼ 1:5 K. The intense spin-wave peak is consistent
with recent time-of-flight INS measurements on an insu-
lating Rb2þ!Fe4Se5 compound [26].

Now we turn to the INS measurements across Tc near a
few candidate Q vectors, where the magnetic resonant
mode could be expected. Figures 3(a) and 3(b) display
raw energy-scan spectra recorded above and below Tc at
Q ¼ ð0:5 0:3125 0:5ÞFe1 , where the resonance has been

theoretically predicted [12], and at ð0:5 0 0:5ÞFe1 , where
it is usually found in other Fe-based superconductors [7,8].
In the absence of any resonant enhancement, the intensity
is expected to be higher in the normal state due to the
influence of the Bose factor at low energies. Already in the
raw data, one can see that this is the case for all data points
except a narrow energy region around 14 meV at Q ¼
ð0:5 0:3125 0:5ÞFe1 .

To emphasize this effect and to eliminate the energy-
dependent background, we plot temperature differences of
the same data sets in Figs. 3(c) and 3(d). Also shown
are the difference spectra for Q ¼ ð0:5 0:5 0:5ÞFe1 ,
ð0:5 0:25 0:5ÞFe1 , and ð0:5 0 0ÞFe1 . As seen in Fig. 3(c), a

prominent peak (shaded region) is found at "!res %
14 meV for Q ¼ ð0:5 0:3125 0:5ÞFe1 and Q ¼
ð0:5 0:25 0:5ÞFe1 , which we attribute to the magnetic reso-

nant mode. However, no such peak is observed at Q ¼
ð0:5 0:5 0:5ÞFe1 , in contrast to some alternative predictions

based on the d-wave pairing symmetry [13]. Figure 3(d)
also demonstrates the absence of any resonant mode at
Q ¼ ð0:5 0 0:5ÞFe1 and ð0:5 0 0ÞFe1 , where it is usually

found in iron pnictides [7,8]. At these wave vectors, the
data simply follow the solid line, which is the Bose-factor
difference between 1.5 and 35 K.

To verify whether the observed redistribution of spectral
weight at low temperatures is related to the SC transition,
we have measured the temperature dependence of the
resonance intensity at Q ¼ ð0:5 0:3125 0:5ÞFe1 , which is

shown in Fig. 3(e). Indeed, an order-parameter-like in-
crease of intensity below Tc is found, which is accepted
as the hallmark of the magnetic resonant mode.

To pin down the exact location of the resonance in Q
space, we have measured momentum scans along the BZ
boundary at both temperatures. Their difference is pre-
sented in Fig. 3(f) and suggests a maximum at the com-
mensurate nesting wave vector Qres ¼ ð0:5 0:25 0:5ÞFe1
shown by the star symbols in Fig. 2(a), close to the

predicted resonance position, Q ¼ ð0:5 0:3125 0:5ÞFe1
[12]. Yet, the disagreement is small compared to the Q
width of the peak, which explains the similar INS response
at both Q vectors, as seen from Fig. 3(c). Because the

FIG. 3 (color online). (a),(b) Raw energy scans measured in
the SC (1.5 K) and normal (35 K) states at Q ¼
ð0:5 0:3125 0:5ÞFe1 and ð0:5 0 0:5ÞFe1 , respectively. The inset in

(a) shows the zoomed-in part of the resonant peak in the
raw data. (c) Intensity difference between the SC state and
the normal state at three Q vectors: ð0:5 0:25 0:5ÞFe1 ,
ð0:5 0:3125 0:5ÞFe1 , and ð0:5 0:5 0:5ÞFe1 . While there is no posi-
tive intensity at (0.5 0.5 0.5), a clear resonance peak (shaded
region) is observed around 14 meV both at ð0:5 0:25 0:5ÞFe1 and
ð0:5 0:3125 0:5ÞFe1 . (d) The same plot as in (c) but for Q ¼
ð0:5 0 0:5ÞFe1 and ð0:5 0 0ÞFe1 , where the magnetic resonant
mode has been found in other Fe-based superconductors but is
absent here. The base line in (c),(d) is the difference of the Bose
factors. (e) Temperature dependence of the raw INS intensity at
14 meV and Q ¼ ð0:5 0:3125 0:5ÞFe1 that demonstrates an

order-parameter-like behavior with an onset at Tc. (f) Intensity
difference of momentum scans along the BZ boundary, measured
below and above Tc, with a maximum at the commensurate wave
vector Qres ¼ ð0:5 0:25 0:5ÞFe1 . The solid line is a Gaussian fit

with a linear background. Different symbols represent identical
momentum scans measured in different experiments, rescaled
to the (002) nuclear Bragg peak intensity. The position of
the resonant mode predicted by Maier et al. [12] is shown by
the arrow.
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predicts that the two electron-pockets in KxFeySe2 are strongly hybridized, over most

of the Fermi surface the calculations predict similar bonding-antibonding splitting and

a possibility of a strictly-nodeless sign-changing s-wave superconductivity [290]. The

three di�erent types of states are summarized in figure 29.

Figure 29. This cartoon shows three proposed pairing states for KxFe2�ySe2 in the
2-Fe Brillouin zone. As suggested by the first principles calculations, a finite gap
between the inner and the outer Fermi surface sheets is introduced. (a) d-wave state,
including small parts of the Fermi surface where the gap is small; (b) the “incipient”
s± state, with hole bands in proximity of the Fermi level, but not crossing it; (c) the
“bonding-antibonding” s± state. Note that (a) and (c), but not (b), can give rise to a
spin resonance at (�,�) (in the unfolded Brillouin zone).

One of the latest experimental developments relevant to the the order parameter

in KxFeySe2 is a recent inelastic neutron scattering measurement [277]. In agreement

with ARPES-measured band structure, these authors did not find any peak around the

(�, 0) wave vector, indicating the absence of the conventional electron–hole nesting. In

agreement with theoretical expectation [274], there is not much scattering at exactly

(�, �), even though this is the vector of nearly exact electron–electron nesting. The

reason is that the real part of the noninteracting spin-susceptibility is large when the

Fermi velocities of the initial and the final states are opposite, and the real part controls

the Stoner enhancement of the full susceptibility. Thus, a peak in susceptibility is

expected when the FSs displaced by the given momentum just touch; if the radius of

the electronic FSs in KxFeySe2 is kF , then a peak in the neutron scattering is expected

near Q = (�/a, �/a)�(kF , kF ). Actual calculations [274] show that due to the somewhat

squarish shape of the FS the peak appears to be asymmetric and located at (�, 0.625�)

(for 0.1e doping). Experimentally, a peak is observed at (�, �/2), not far from this

predicted position, and found to be resonantly enhanced below Tc. The latter fact

indicates that this wave vector connects two points on the FS, and these points have

order parameters of the opposite signs, consistent, in principle, with the “quasi-nodeless”

d-wave or with the bonding-antibonding s±, but not with the “incipient s±”.

A second look, however, reveals that this straightforward interpretation may be too

naive. Indeed, the FS suggested by ARPES has by far too small electron pockets to

provide any states removed from each other by (�, �/2). One either needs to assume

“Gap symmetry and structure of Fe-based superconductors”
P. J. Hirschfeld, M. M. Korshunov, I. I. Mazin
Rep. Prog. Phys. 74, 124508 (2011)

http://arxiv.org/find/cond-mat/1/au:+Hirschfeld_P/0/1/0/all/0/1
http://arxiv.org/find/cond-mat/1/au:+Korshunov_M/0/1/0/all/0/1
http://arxiv.org/find/cond-mat/1/au:+Mazin_I/0/1/0/all/0/1
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the only p-dependent quantities involved are the
spherical harmonics. Thus, M is a good quantum
number regardless of the center-of-mass momentum Aq.

(1) q —+0 Case
In the case of zero center-of-mass momentum, Eqs.

(3.10) give L as an additional good quantum number.
This follows since neither the coherence factors nor the
energy v~(q) of the quasi-particle pair are dependent
on the polar angle in this case. The angular part of the
sum gi, then reduces to

Vr M (ey p) Vlm(0) 'p)dooIa ~r ifiMm

%Q„„{q)
'

2h IO

.3
02

.I-
I

0 I

i I I I I I I I I I I

2 3 4 5 6 7 8 9 IO II l2I3
&(I I

)IL &o

The sum P& is converted into an integral by letting

Qg ~ Ln/(2ir)'j) dk k'dorI„

where the volume v of the normalization box is taken
as unity. The radial integrals over k are all of the form

1 r a(k, 0)b(k,0)
Jab" k'dk,

(2s.) ' ~ (AQ)' —vg(0)' (3.11)

V,I„,„'~...+ (1 v—,I„,*o)r.,~—
=lim Z(q)2viIsm~"pro. (3.13b)

From these equations it is seen that the direct Coulomb
interaction 4ore'/q' involved in Z(q) only appears for
the I=&=0 state. It will be shown below that this
st.ate has a solution corresponding to a plasma oscil-
lation with the usual plasmon energy

AQ~ =A (47rISe'/m) ' 10 ey

where each of the quantities a, b, c, is one of the
coherence factors, the energy i»(0) of the independent
quasi-particles, or the excitation energy AQ. The inte-
gration over the magnitude of k is replaced by an
integration over the Bloch state energy e&, as measured
from the Fermi surface, by setting

k'dk= (m/A') l(2Ep)'*de= 2n'iV(0)de, (3.12)

where we have made the approximation of a constant
density of states. The approximation leads to an error
of order Ato, /Ep=10 '. The integrals I,o oare only. ..
performed over the region —Ace, (~(her, since the
potentials VE have been set equal to zero outside this
energy band. Using (3.12), Eqs. (3.10a) and (3.10b)
for the q ~ 0 case are written as

(1—VrI. ")fir sr VrIhnI o&rsr—

=lim Z(q)2vrg, m~ pro, (3 13a)

FIG. 6. The L-state exciton energy in the limit g —+ 0 as a
function of the L-wave coupling constant gL, , where s state pairing
in the ground state has been assumed. The solid curve is based
on the Anderson-Rickayzen equations while the slightly higher
dashed curve includes the effect of the vertices shown in Figs,
2(h) and 2(i) for go=0.25. For gz, )go the L-state exciton energy
is imaginary. If gz, is the largest coupling constant, the linearization
should be carried out with respect to L-state pairing in the ground
state.

( 1 1 q (arcsinxq

Ig, g& & x )
( 1 1 y x arcsinx

(+r.M mode) ~

&g~ go& (1—~')'

(3.15a)

(3.15b)

Values of x= (AQ/2A) are plotted as a function of the
left-hand sides of these equations in Fig. 6. The plot
shows that w'hen g~ becomes larger than go, the fre-
quency 0 of the 1"&~ mode becomes imaginary, indi-
cating that the system is unstable when described by a
ground state formed with s-state pairing. Therefore, if
gl. is the largest coupling constant present, the ground
state should be formed from pair functions having
I.-type symmetry. The pair spin function is singlet or
triplet depending on whether I. is even or odd, since
the wave function describing the exciton state must be
antisymmetric on the interchange of all coordinates of
the quasi-particle pair involved.

and lies far above the gap 2D 10—' ev. In this section
only the 3f/0 cases will be considered, in which the
right-hand sides of Eqs. (2.13) become zero. Since the
integrand of Iqg~ ' is odd about the Fermi surface
within the constant density of states approximation,
Igg~ ' vanishes and there is no coupling between the A
and I' modes. The excitation energies for the 1./0
modes with zero center-of-mass momentum are then
determined by the conditions:

(1—VrI„„*o)=0, (Ar, sr mode), (3.14a)
(1—ViI.t")=0, (I'r.sr mode). (3.14b)

Setting x= (AQ/2A) ~& 1 in the integrals I„~o and I„i~o
and using the definition (3.8) of the coupling constant
gr„Eqs. (3.13) become:
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FIG. 5. Calculated Raman susceptibility, χ ′′ as a function of the
dimensionless frequency, ω/2#s for the fixed κ = 0.62 > κ2. The
two peaks represent in-gap modes corresponding to the two solid
lines in Fig. 4. The parameters are the same as in Fig. 4. The
continuum starts once the frequency enters the shaded area in Fig. 4.
The small imaginary part 0.003(2#s) was added to the frequency for
regularization.

vicinity of the boundary between the s+− and s + id phases
the two modes have roughly similar binding energies of the
order of #, see Fig. 4. The mixing between the two channels
tend to repel the two modes in frequency similar to a familiar
level repulsion, which is also shown in Fig. 4. In the case of
s+− OP, however, such a mixing is a weak effect, and the peaks
will, in general, stay close in energy.

In the presence of the disorder and inhomogeneous
broadening, the frequency interval between the two peaks
is filled up below the superconducting transition. This trend
is in agreement with the experimental results reproduced
in Fig. 2.

IV. CONCLUSIONS

In this paper, we analyzed the Raman response of an
AFe2Se2 superconductor assuming that the symmetry of the
superconducting state is the “other” s+− state [46,47], in
which the gap is s-wave, but it changes sign between the two

ω 2 s

χ ''

0. 0.2 0.4 0.60

10

20

FIG. 6. Calculated Raman susceptibility, χ ′′ as a function of the
dimensionless frequency, ω/2#s for the fixed κ = 0.63 > κ2. The
two peaks represent in-gap modes corresponding to the two solid
lines in Fig. 4. The parameters used in the calculation are ud = 0.4,
uρ = 0.98, µ+/µ− = 0.05. The finite imaginary part 0.07(2#s) ≪
2#s is added to the frequency to simulate the effect of the disorder
induced smearing.

0.0 0.5 1.0 1.5 ω 2 s0.0
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χ ''

FIG. 7. (Color online) Raman intensity, χ ′′
r,r as a function of x =

ω/2#s . Solid (black) line is obtained by substitution of Eqs. (C3b),
(C5), and (C6) in Eq. (30) for us = 0.5, ud = 0.4, and uρ = 0.2.
Dashed (red) line is calculated Raman intensity with only Cooper
channel included, uρ = 0. Dashed (blue) line is calculated Raman
intensity with only particle-hole channel included, ud = 0. A small
imaginary part is added to the frequency for illustration purposes,
x → x + i&, & = 10−5. The quasiparticle continuum is shown only
for the full Raman susceptibility.

hybridized electron pockets. We focused on Raman response
in B2g channel in the actual 2Fe BZ.

We found that B2g Raman susceptibility at T = 0 exhibits
the double-peak structure, Fig. 5. The two peaks correspond to
two distinct in-gap B2g symmetric collective modes. The first
mode is the BS mode in the Cooper channel, and its existence
is due to the fact that the pairing interaction in the d-wave
channel is weaker than that in s+− channel, but nevertheless is
attractive. The second mode is the exciton in the particle-
hole channel. This mode emerges because density-density
interaction in B2g channel is also attractive. The d-wave
attraction emerges from the original Hubbard-type repulsion
because density-density interaction in the B2g channel changes
sign between the two hybridized electron pockets. This sign
reversal is akin to the transformation of the Hubbard repulsion
into a attraction in s+− Cooper channel. This situation should
be contrasted with that in a single band superconductors where
the interaction in the particle-hole channel is, in general, a
repulsive one.

In a generic situation, the BS mode and particle-hole exciton
are strongly mixed in which case only a single undamped
in-gap mode survives, the other is pushed above 2# threshold
(see Fig. 7). This does not happen for s+− superconductor
as the vertex which couples particle-particle and particle-hole
channels is an odd function of an s+− gap, and the contributions
to this vertex bonding and antibonding Fermi pockets nearly
cancel each other, the net result remains finite only due
to a finite ellipticity of electron pockets. As a result, both
modes remain below 2# and the Raman intensity χ ′′(ω)
has two distinct peaks, Fig. 4. The decoupling between the
two channels becomes exact at the boundary between s+−

and s + id phases, at κ = κ2 along T = 0 line on the phase
diagram in Fig. 2.

We compared our results with B2g Raman data for
K0.75Fe1.75Se2, reported in Ref. [62]. The double-peak struc-
ture of χ ′′(ω) combined with inhomogeneous broadening gives
rise to Raman profile with intensity enhanced in a finite
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FIG. 2. (Color online) Phase diagram of AFe2Se2 in (κ,T ) plane.
At high temperatures, the system is in the normal state. For κ < κ∗

(κ > κ∗) the transition occurs to the d-wave s+− state. The two normal
to superconductor transitions merge at the tetra-critical point, (κ∗,T ∗).
For T < T ∗, the system is in the d-wave state at 0 < κ < κ∗

1 (T ),
in s+− state for κ > κ∗

2 (T ) and the intermediate s + id phase with
broken time-reversal symmetry is obtained at κ∗

1 (T ) < κ < κ∗
2 (T ).

The inset shows the energy of BS mode in the s+− state in units of the
s+− OP, and the dashed line shows the minimal energy of quasiparticle
excitations. The BS mode softens closer to the transition to the s + id

state.

pockets. In explicit form, the parameter κ is

κ = λ

EF

µ−

µ+
, µ−1

± = 1
2

(
m−1

x ± m−1
y

)
. (4)

The parameter κ can be equally viewed as the ratio of the
dimensionless hybridization λ/EF to the combination µ+/µ−,
which characterizes the degree of pocket ellipticity.

The phase diagram of the system is shown in Fig. 2. The OP
just below Tc(κ) has s(d)-wave symmetry for κ > (<)κ∗. Near
κ = κ∗, there exists an interval κ1(T ) < κ < κ2(T ) where the
OP symmetry is s + id. This interval extends from a point at
T = Tc(κ∗), to a finite range κ1 < κ < κ2 at T = 0. For our
model with u1 + u2 = u4 − u3, κ∗ = 1/

√
3.

The quadratic part of the Hamiltonian (1) can be diagonal-
ized by transforming to new fermionic operators ak and bk
satisfying

ak = f1k cos θk + f2k sin θk ,
(5)

bk = −f1k sin θk + f2k cos θk,

where the angle of rotation in the orbital space is defined by

cos 2θk = δϵk/2
√

λ2 + (δϵk)2/4
,

(6)
sin 2θk = λ

√
λ2 + (δϵk)2/4

.

The electron states created by operators a
†
k and b

†
k were termed

antibonding and bonding states in Ref. [7] and we follow
their notations. In this work, we focus on the domain κ >
κ2(T ) where the OP has an s+− symmetry. The quasiparticle
dispersion is determined by the eigenvalues of the inverse
Green function, which in the mean-field approximation takes

the form

Ĝ−1
ϵ,k =

⎡

⎢⎢⎢⎣

−iϵ + ξ a
k sk's 0 ck's

sk'
∗
s −iϵ − ξ a

k ck'
∗
s 0

0 ck's −iϵ + ξ b
k −sk's

ck'
∗
s 0 −sk'

∗
s −iϵ − ξ b

k

⎤

⎥⎥⎥⎦
,

(7)

where ξ a,b
k are the energies of bonding and antibonding states

counted relative to the Fermi level EF ,

ξ a,b
k = 1

2

(
ϵ

(1)
k + ϵ

(2)
k

)
− EF ± 1

2

√(
ϵ

(1)
k − ϵ

(2)
k

)2 + 4λ2. (8)

In Eq. (7), we introduced shortened notations ck = cos 2θk,
sk = sin 2θk.

The matrix propagator in Eq. (7), in general, does not
reduce to the block-diagonal form because of off-diagonal
entries ck's , which describe interpocket pairing of a and b

fermions. Such a pairing is contained in the term ∝ck'sa
†
kb

†
k

in the mean-field Hamiltonian. This term is allowed by
symmetry, and intraband correlations ∝ck'sa

†
kb

†
k are induced

by proximity even when the superconductivity is driven by
intraband pairing [64,65]. At the same time, the terms ∝ck's

affect only states with momenta k such that ξ a
k + ξ b

k ! 's .
The momenta satisfying this condition fall in between of the
two hybridized Fermi surfaces and are separated from the
Fermi level by an energy of the order max{λ,δϵ}. If 's ≪
max{λ,δϵ}, interpocket contributions are parametrically small
compared to contributions from intrapocket pairing terms in
the Hamiltonian. To simplify presentation, we assume that the
condition 's ≪ max{λ,δϵ} holds and neglect ck's terms in
Eq. (7). With this simplification, the mean-field Hamiltonian
can be approximated by a block-diagonal form:

Ĝ−1
ϵ,k ≈

⎡

⎢⎢⎢⎣

−iϵ + ξ a
k sk's 0 0

sk'
∗
s −iϵ − ξ a

k 0 0

0 0 −iϵ + ξ b
k −sk's

0 0 −sk'
∗
s −iϵ − ξ b

k

⎤

⎥⎥⎥⎦
.

(9)

It is convenient to introduce extended Nambu notations,

χ
†
k = [χ †

k,a1,χ
†
k,a2,χ

†
k,b1,χ

†
k,b2] = [a†

k,↑,a−k,↓,b
†
k,↑,b−k,↓] .

(10)

The Pauli matrices τi , i = 1,2,3 act on Nambu indices within
each subband, and the other set of Pauli matrices *i with
i = 1,2,3 is operating in the space of the two subbands. For
the block-diagonal structure of Eq. (9), its inverse in Nambu
notations is

Ĝϵ,k = G+
ϵ,k + *3G

−
ϵ,k, G±

ϵ,k = 1
2

(
G

(a)
ϵ,k ± G

(b)
ϵ,k

)
, (11)

where

G
(a,b)
ϵ,k =

iϵ + τ3ξ
a,b
k ± τ1sk's

ϵ2 +
(
ξ a,b

k

)2 + s2
k'

2
s

. (12)

B. Raman susceptibility

The two-photon Raman scattering cross-section IR(ω) is
related to the imaginary part χ ′′(ω) of the retarded Raman
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then have opposite signs and tend to cancel. The cancellation
would be exact if the Fermi pockets were circular. In our case
of elliptical pockets, the cancellation is not complete and in the
limit of weak ellipticity and hybridization, {λ/EF ,µ+/µ−} ≪
1 but κ = O(1), we obtain (see Appendix A2 for details)

F
(

µ+

µ−
≪ 1; κ,φ

)
≈ µ+

µ−

[
2c2

ks
2
k − c4

k(1 + κ)
]

. (33)

The proportionality of F to µ+/µ− is the key result here. We
see that the term, which mixes contributions from particle-
hole and particle-particle channels, is parametrically small
for s+− superconductivity and near-circular pockets. The
angle-dependent term in Eq. (33) is not important as it yields
O(1) after angular integration. By this reason, in numerical
calculations below, we approximate F( µ+

µ−
≪ 1; κ,φ) by

F
(

µ+

µ−
≪ 1; κ,φ

)
≈ µ+

µ−
. (34)

In the limit of strong ellipticity, µ+/µ− = O(1) and F is a
nonuniversal number of order one.

It is clear from Eq. (30) that the Raman susceptibility is
peaked at the frequencies where the denominator in Eq. (30)
vanishes. In the absence of the coupling between particle-
hole and particle-particle channels, i.e., at $23 = $32 = 0,
the two poles in χ ′′ at ω < 2' would correspond to two
distinct collective modes: a BS mode at 1 + ud$22/2 = 0 and
a particle-hole exciton at 1 + uρ$33/2 = 0. In both cases,
to obtain the corresponding mode one needs an attractive
interaction. In our case, both ud and uρ are positive, i.e.,
both collective excitations are present and are Raman-active.
The existence of Raman-active particle-hole excitons in Fe
pnictides is not new: earlier an s-wave particle-hole exciton
was argued to be present in A1g Raman channel in systems
with both hole and electron pockets [22].

At a nonzero $23, the two modes get coupled, but, as
long as the coupling is small and the mode frequencies are at
some finite distance from each other, the two-pole structure of
χ ′′(ω) at ω < 2' survives, although each collective excitation
becomes a mixture of an exciton and a BS mode.

In Fig. 4, we show the behavior of the two modes as a
function of κ with and without the mixing term. The upper
mode is predominantly an exciton, the lower one is a BS
mode. The two modes repel each other, as it is expected as
the “coupling term” in Eq. (30) is repulsive.

The frequencies of the modes in the two channels as well
as the energies of the actual, coupled excitations are shown
in Fig. 4 as a function of the parameter κ . These results are
obtained by numerically performing angular integrations in
the Eqs. (32a)–(32c) and finding the roots of the equation
det[χ̂(x)] = 0. The BS mode softens when the parameter κ
decreases towards the critical value κ = κ2 and the system
undergoes the transition from s+− to s + id superconductor.
We emphasize that the “phase” mode rather than the “ampli-
tude” mode becomes critical. The “phase” excitations are in
the direction transverse to the direction of the phase of the
s+− OP. Hence a condensation of the phase mode implies
that the resulting state is s + id. This is consistent with the
GL analysis in [46]. If, instead, longitudinal mode would
soften, the resulting state would be s + d . We also note that

κ

ω 2 s

0.611525 0.65 0.7 0.75

0.2

0.4

0.6

FIG. 4. (Color online) B2g collective modes (solid lines) of an
s+− superconductor at T = 0 (the superconducting gap changes sign
between the two hybridized Fermi pockets). The energies of the
collective excitations are plotted as functions of the dimensionless
parameter κ introduced in Eq. (4). The energies are in units of 2's ,
where 's is the magnitude of s+− superconducting OP. The modes are
shown in the interval κ > κ2 ≈ 0.611 525 (see Fig. 2). At the energies
of the two modes the denominator in Eq. (30) vanishes, giving rise to
the δ-functional peak in the Raman intensity χ ′′. We used Eqs. (32) for
the polarization operators $ii in Eq. (30) and used the approximate
form for $23, (34). The parameters used in the calculation are
ud = 0.4, uρ = 0.6, µ+/µ− = 0.15. The lower (red) and upper(blue)
dashed lines are obtained in the limit $23 = $32 = 0, and represent
the BS mode and a particle-hole exciton, respectively. The coupling
between the two channels mixes the BS mode and p-h exciton.
This coupling is, however, weakened for s+− gap superconductivity
and scales with the degree of ellipticity of electron pockets. The
shaded area is the quasiparticle continuum whose lower boundary
is defined by 2's(κ/

√
κ2 + 1). This boundary approaches 2's for

large hybridization, κ ≫ 1.

the transition from s to s + id at κ = κ2(T = 0) breaks a
discrete time reversal symmetry (an Ising-type transition) and
therefore does not lead to the appearance of a Goldstone
mode. As a result, the BS mode must bounce back to a
finite value at κ < κ2. Finally, we note that the softening
of the BS mode is not affected by the particle-hole exciton.
Combined mode softens because the BS mode and the exciton
decouple at ω = 0. Indeed, one can easily find from (32b)
that $23(x = 0) = 0. From physics perspective, the vanishing
of the coupling is the consequence of the fact that the phase
of a superconducting OP enters the quantum action only via
spatial or temporal derivatives and hence the coupling between
the phase mode and other modes must vanish at zero frequency.

The Raman susceptibility calculated by substitution of
Eq. (32) into Eq. (30) is shown in Fig. 5. In an idealized case
of vanishingly small damping, the Raman intensity contains
two nearly δ-functional peaks, the lower one is predominantly
a BS mode, the upper one is predominantly an exciton in the
particle-hole channel. At higher degree of disorder, the peaks
get broader and intensity in the region between the peaks gets
increased.

Figure 6 illustrates this build up of the Raman intensity
for the specific choice of parameters. The peaks at lower
and higher energies represent the BS and exciton modes
respectively the same way as in Fig. 5. Except in the immediate
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FIG. 2. (Color online) Phase diagram of AFe2Se2 in (κ,T ) plane.
At high temperatures, the system is in the normal state. For κ < κ∗

(κ > κ∗) the transition occurs to the d-wave s+− state. The two normal
to superconductor transitions merge at the tetra-critical point, (κ∗,T ∗).
For T < T ∗, the system is in the d-wave state at 0 < κ < κ∗

1 (T ),
in s+− state for κ > κ∗

2 (T ) and the intermediate s + id phase with
broken time-reversal symmetry is obtained at κ∗

1 (T ) < κ < κ∗
2 (T ).

The inset shows the energy of BS mode in the s+− state in units of the
s+− OP, and the dashed line shows the minimal energy of quasiparticle
excitations. The BS mode softens closer to the transition to the s + id

state.

pockets. In explicit form, the parameter κ is

κ = λ

EF

µ−

µ+
, µ−1

± = 1
2

(
m−1

x ± m−1
y

)
. (4)

The parameter κ can be equally viewed as the ratio of the
dimensionless hybridization λ/EF to the combination µ+/µ−,
which characterizes the degree of pocket ellipticity.

The phase diagram of the system is shown in Fig. 2. The OP
just below Tc(κ) has s(d)-wave symmetry for κ > (<)κ∗. Near
κ = κ∗, there exists an interval κ1(T ) < κ < κ2(T ) where the
OP symmetry is s + id. This interval extends from a point at
T = Tc(κ∗), to a finite range κ1 < κ < κ2 at T = 0. For our
model with u1 + u2 = u4 − u3, κ∗ = 1/

√
3.

The quadratic part of the Hamiltonian (1) can be diagonal-
ized by transforming to new fermionic operators ak and bk
satisfying

ak = f1k cos θk + f2k sin θk ,
(5)

bk = −f1k sin θk + f2k cos θk,

where the angle of rotation in the orbital space is defined by

cos 2θk = δϵk/2
√

λ2 + (δϵk)2/4
,

(6)
sin 2θk = λ

√
λ2 + (δϵk)2/4

.

The electron states created by operators a
†
k and b

†
k were termed

antibonding and bonding states in Ref. [7] and we follow
their notations. In this work, we focus on the domain κ >
κ2(T ) where the OP has an s+− symmetry. The quasiparticle
dispersion is determined by the eigenvalues of the inverse
Green function, which in the mean-field approximation takes

the form

Ĝ−1
ϵ,k =

⎡

⎢⎢⎢⎣

−iϵ + ξ a
k sk's 0 ck's

sk'
∗
s −iϵ − ξ a

k ck'
∗
s 0

0 ck's −iϵ + ξ b
k −sk's

ck'
∗
s 0 −sk'

∗
s −iϵ − ξ b

k

⎤

⎥⎥⎥⎦
,

(7)

where ξ a,b
k are the energies of bonding and antibonding states

counted relative to the Fermi level EF ,

ξ a,b
k = 1

2

(
ϵ

(1)
k + ϵ

(2)
k

)
− EF ± 1

2

√(
ϵ

(1)
k − ϵ

(2)
k

)2 + 4λ2. (8)

In Eq. (7), we introduced shortened notations ck = cos 2θk,
sk = sin 2θk.

The matrix propagator in Eq. (7), in general, does not
reduce to the block-diagonal form because of off-diagonal
entries ck's , which describe interpocket pairing of a and b

fermions. Such a pairing is contained in the term ∝ck'sa
†
kb

†
k

in the mean-field Hamiltonian. This term is allowed by
symmetry, and intraband correlations ∝ck'sa

†
kb

†
k are induced

by proximity even when the superconductivity is driven by
intraband pairing [64,65]. At the same time, the terms ∝ck's

affect only states with momenta k such that ξ a
k + ξ b

k ! 's .
The momenta satisfying this condition fall in between of the
two hybridized Fermi surfaces and are separated from the
Fermi level by an energy of the order max{λ,δϵ}. If 's ≪
max{λ,δϵ}, interpocket contributions are parametrically small
compared to contributions from intrapocket pairing terms in
the Hamiltonian. To simplify presentation, we assume that the
condition 's ≪ max{λ,δϵ} holds and neglect ck's terms in
Eq. (7). With this simplification, the mean-field Hamiltonian
can be approximated by a block-diagonal form:

Ĝ−1
ϵ,k ≈

⎡

⎢⎢⎢⎣

−iϵ + ξ a
k sk's 0 0

sk'
∗
s −iϵ − ξ a

k 0 0

0 0 −iϵ + ξ b
k −sk's

0 0 −sk'
∗
s −iϵ − ξ b

k

⎤

⎥⎥⎥⎦
.

(9)

It is convenient to introduce extended Nambu notations,

χ
†
k = [χ †

k,a1,χ
†
k,a2,χ

†
k,b1,χ

†
k,b2] = [a†

k,↑,a−k,↓,b
†
k,↑,b−k,↓] .

(10)

The Pauli matrices τi , i = 1,2,3 act on Nambu indices within
each subband, and the other set of Pauli matrices *i with
i = 1,2,3 is operating in the space of the two subbands. For
the block-diagonal structure of Eq. (9), its inverse in Nambu
notations is

Ĝϵ,k = G+
ϵ,k + *3G

−
ϵ,k, G±

ϵ,k = 1
2

(
G

(a)
ϵ,k ± G

(b)
ϵ,k

)
, (11)

where

G
(a,b)
ϵ,k =

iϵ + τ3ξ
a,b
k ± τ1sk's

ϵ2 +
(
ξ a,b

k

)2 + s2
k'

2
s

. (12)

B. Raman susceptibility

The two-photon Raman scattering cross-section IR(ω) is
related to the imaginary part χ ′′(ω) of the retarded Raman
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then have opposite signs and tend to cancel. The cancellation
would be exact if the Fermi pockets were circular. In our case
of elliptical pockets, the cancellation is not complete and in the
limit of weak ellipticity and hybridization, {λ/EF ,µ+/µ−} ≪
1 but κ = O(1), we obtain (see Appendix A2 for details)

F
(

µ+

µ−
≪ 1; κ,φ

)
≈ µ+

µ−

[
2c2

ks
2
k − c4

k(1 + κ)
]

. (33)

The proportionality of F to µ+/µ− is the key result here. We
see that the term, which mixes contributions from particle-
hole and particle-particle channels, is parametrically small
for s+− superconductivity and near-circular pockets. The
angle-dependent term in Eq. (33) is not important as it yields
O(1) after angular integration. By this reason, in numerical
calculations below, we approximate F( µ+

µ−
≪ 1; κ,φ) by

F
(

µ+

µ−
≪ 1; κ,φ

)
≈ µ+

µ−
. (34)

In the limit of strong ellipticity, µ+/µ− = O(1) and F is a
nonuniversal number of order one.

It is clear from Eq. (30) that the Raman susceptibility is
peaked at the frequencies where the denominator in Eq. (30)
vanishes. In the absence of the coupling between particle-
hole and particle-particle channels, i.e., at $23 = $32 = 0,
the two poles in χ ′′ at ω < 2' would correspond to two
distinct collective modes: a BS mode at 1 + ud$22/2 = 0 and
a particle-hole exciton at 1 + uρ$33/2 = 0. In both cases,
to obtain the corresponding mode one needs an attractive
interaction. In our case, both ud and uρ are positive, i.e.,
both collective excitations are present and are Raman-active.
The existence of Raman-active particle-hole excitons in Fe
pnictides is not new: earlier an s-wave particle-hole exciton
was argued to be present in A1g Raman channel in systems
with both hole and electron pockets [22].

At a nonzero $23, the two modes get coupled, but, as
long as the coupling is small and the mode frequencies are at
some finite distance from each other, the two-pole structure of
χ ′′(ω) at ω < 2' survives, although each collective excitation
becomes a mixture of an exciton and a BS mode.

In Fig. 4, we show the behavior of the two modes as a
function of κ with and without the mixing term. The upper
mode is predominantly an exciton, the lower one is a BS
mode. The two modes repel each other, as it is expected as
the “coupling term” in Eq. (30) is repulsive.

The frequencies of the modes in the two channels as well
as the energies of the actual, coupled excitations are shown
in Fig. 4 as a function of the parameter κ . These results are
obtained by numerically performing angular integrations in
the Eqs. (32a)–(32c) and finding the roots of the equation
det[χ̂(x)] = 0. The BS mode softens when the parameter κ
decreases towards the critical value κ = κ2 and the system
undergoes the transition from s+− to s + id superconductor.
We emphasize that the “phase” mode rather than the “ampli-
tude” mode becomes critical. The “phase” excitations are in
the direction transverse to the direction of the phase of the
s+− OP. Hence a condensation of the phase mode implies
that the resulting state is s + id. This is consistent with the
GL analysis in [46]. If, instead, longitudinal mode would
soften, the resulting state would be s + d . We also note that

κ

ω 2 s

0.611525 0.65 0.7 0.75

0.2

0.4

0.6

FIG. 4. (Color online) B2g collective modes (solid lines) of an
s+− superconductor at T = 0 (the superconducting gap changes sign
between the two hybridized Fermi pockets). The energies of the
collective excitations are plotted as functions of the dimensionless
parameter κ introduced in Eq. (4). The energies are in units of 2's ,
where 's is the magnitude of s+− superconducting OP. The modes are
shown in the interval κ > κ2 ≈ 0.611 525 (see Fig. 2). At the energies
of the two modes the denominator in Eq. (30) vanishes, giving rise to
the δ-functional peak in the Raman intensity χ ′′. We used Eqs. (32) for
the polarization operators $ii in Eq. (30) and used the approximate
form for $23, (34). The parameters used in the calculation are
ud = 0.4, uρ = 0.6, µ+/µ− = 0.15. The lower (red) and upper(blue)
dashed lines are obtained in the limit $23 = $32 = 0, and represent
the BS mode and a particle-hole exciton, respectively. The coupling
between the two channels mixes the BS mode and p-h exciton.
This coupling is, however, weakened for s+− gap superconductivity
and scales with the degree of ellipticity of electron pockets. The
shaded area is the quasiparticle continuum whose lower boundary
is defined by 2's(κ/

√
κ2 + 1). This boundary approaches 2's for

large hybridization, κ ≫ 1.

the transition from s to s + id at κ = κ2(T = 0) breaks a
discrete time reversal symmetry (an Ising-type transition) and
therefore does not lead to the appearance of a Goldstone
mode. As a result, the BS mode must bounce back to a
finite value at κ < κ2. Finally, we note that the softening
of the BS mode is not affected by the particle-hole exciton.
Combined mode softens because the BS mode and the exciton
decouple at ω = 0. Indeed, one can easily find from (32b)
that $23(x = 0) = 0. From physics perspective, the vanishing
of the coupling is the consequence of the fact that the phase
of a superconducting OP enters the quantum action only via
spatial or temporal derivatives and hence the coupling between
the phase mode and other modes must vanish at zero frequency.

The Raman susceptibility calculated by substitution of
Eq. (32) into Eq. (30) is shown in Fig. 5. In an idealized case
of vanishingly small damping, the Raman intensity contains
two nearly δ-functional peaks, the lower one is predominantly
a BS mode, the upper one is predominantly an exciton in the
particle-hole channel. At higher degree of disorder, the peaks
get broader and intensity in the region between the peaks gets
increased.

Figure 6 illustrates this build up of the Raman intensity
for the specific choice of parameters. The peaks at lower
and higher energies represent the BS and exciton modes
respectively the same way as in Fig. 5. Except in the immediate
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FIG. 5. Calculated Raman susceptibility, χ ′′ as a function of the
dimensionless frequency, ω/2#s for the fixed κ = 0.62 > κ2. The
two peaks represent in-gap modes corresponding to the two solid
lines in Fig. 4. The parameters are the same as in Fig. 4. The
continuum starts once the frequency enters the shaded area in Fig. 4.
The small imaginary part 0.003(2#s) was added to the frequency for
regularization.

vicinity of the boundary between the s+− and s + id phases
the two modes have roughly similar binding energies of the
order of #, see Fig. 4. The mixing between the two channels
tend to repel the two modes in frequency similar to a familiar
level repulsion, which is also shown in Fig. 4. In the case of
s+− OP, however, such a mixing is a weak effect, and the peaks
will, in general, stay close in energy.

In the presence of the disorder and inhomogeneous
broadening, the frequency interval between the two peaks
is filled up below the superconducting transition. This trend
is in agreement with the experimental results reproduced
in Fig. 2.

IV. CONCLUSIONS

In this paper, we analyzed the Raman response of an
AFe2Se2 superconductor assuming that the symmetry of the
superconducting state is the “other” s+− state [46,47], in
which the gap is s-wave, but it changes sign between the two

ω 2 s

χ ''

0. 0.2 0.4 0.60

10

20

FIG. 6. Calculated Raman susceptibility, χ ′′ as a function of the
dimensionless frequency, ω/2#s for the fixed κ = 0.63 > κ2. The
two peaks represent in-gap modes corresponding to the two solid
lines in Fig. 4. The parameters used in the calculation are ud = 0.4,
uρ = 0.98, µ+/µ− = 0.05. The finite imaginary part 0.07(2#s) ≪
2#s is added to the frequency to simulate the effect of the disorder
induced smearing.
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FIG. 7. (Color online) Raman intensity, χ ′′
r,r as a function of x =

ω/2#s . Solid (black) line is obtained by substitution of Eqs. (C3b),
(C5), and (C6) in Eq. (30) for us = 0.5, ud = 0.4, and uρ = 0.2.
Dashed (red) line is calculated Raman intensity with only Cooper
channel included, uρ = 0. Dashed (blue) line is calculated Raman
intensity with only particle-hole channel included, ud = 0. A small
imaginary part is added to the frequency for illustration purposes,
x → x + i&, & = 10−5. The quasiparticle continuum is shown only
for the full Raman susceptibility.

hybridized electron pockets. We focused on Raman response
in B2g channel in the actual 2Fe BZ.

We found that B2g Raman susceptibility at T = 0 exhibits
the double-peak structure, Fig. 5. The two peaks correspond to
two distinct in-gap B2g symmetric collective modes. The first
mode is the BS mode in the Cooper channel, and its existence
is due to the fact that the pairing interaction in the d-wave
channel is weaker than that in s+− channel, but nevertheless is
attractive. The second mode is the exciton in the particle-
hole channel. This mode emerges because density-density
interaction in B2g channel is also attractive. The d-wave
attraction emerges from the original Hubbard-type repulsion
because density-density interaction in the B2g channel changes
sign between the two hybridized electron pockets. This sign
reversal is akin to the transformation of the Hubbard repulsion
into a attraction in s+− Cooper channel. This situation should
be contrasted with that in a single band superconductors where
the interaction in the particle-hole channel is, in general, a
repulsive one.

In a generic situation, the BS mode and particle-hole exciton
are strongly mixed in which case only a single undamped
in-gap mode survives, the other is pushed above 2# threshold
(see Fig. 7). This does not happen for s+− superconductor
as the vertex which couples particle-particle and particle-hole
channels is an odd function of an s+− gap, and the contributions
to this vertex bonding and antibonding Fermi pockets nearly
cancel each other, the net result remains finite only due
to a finite ellipticity of electron pockets. As a result, both
modes remain below 2# and the Raman intensity χ ′′(ω)
has two distinct peaks, Fig. 4. The decoupling between the
two channels becomes exact at the boundary between s+−

and s + id phases, at κ = κ2 along T = 0 line on the phase
diagram in Fig. 2.

We compared our results with B2g Raman data for
K0.75Fe1.75Se2, reported in Ref. [62]. The double-peak struc-
ture of χ ′′(ω) combined with inhomogeneous broadening gives
rise to Raman profile with intensity enhanced in a finite
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dimensionless frequency, ω/2#s for the fixed κ = 0.62 > κ2. The
two peaks represent in-gap modes corresponding to the two solid
lines in Fig. 4. The parameters are the same as in Fig. 4. The
continuum starts once the frequency enters the shaded area in Fig. 4.
The small imaginary part 0.003(2#s) was added to the frequency for
regularization.

vicinity of the boundary between the s+− and s + id phases
the two modes have roughly similar binding energies of the
order of #, see Fig. 4. The mixing between the two channels
tend to repel the two modes in frequency similar to a familiar
level repulsion, which is also shown in Fig. 4. In the case of
s+− OP, however, such a mixing is a weak effect, and the peaks
will, in general, stay close in energy.

In the presence of the disorder and inhomogeneous
broadening, the frequency interval between the two peaks
is filled up below the superconducting transition. This trend
is in agreement with the experimental results reproduced
in Fig. 2.

IV. CONCLUSIONS

In this paper, we analyzed the Raman response of an
AFe2Se2 superconductor assuming that the symmetry of the
superconducting state is the “other” s+− state [46,47], in
which the gap is s-wave, but it changes sign between the two
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2#s is added to the frequency to simulate the effect of the disorder
induced smearing.
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FIG. 7. (Color online) Raman intensity, χ ′′
r,r as a function of x =

ω/2#s . Solid (black) line is obtained by substitution of Eqs. (C3b),
(C5), and (C6) in Eq. (30) for us = 0.5, ud = 0.4, and uρ = 0.2.
Dashed (red) line is calculated Raman intensity with only Cooper
channel included, uρ = 0. Dashed (blue) line is calculated Raman
intensity with only particle-hole channel included, ud = 0. A small
imaginary part is added to the frequency for illustration purposes,
x → x + i&, & = 10−5. The quasiparticle continuum is shown only
for the full Raman susceptibility.

hybridized electron pockets. We focused on Raman response
in B2g channel in the actual 2Fe BZ.

We found that B2g Raman susceptibility at T = 0 exhibits
the double-peak structure, Fig. 5. The two peaks correspond to
two distinct in-gap B2g symmetric collective modes. The first
mode is the BS mode in the Cooper channel, and its existence
is due to the fact that the pairing interaction in the d-wave
channel is weaker than that in s+− channel, but nevertheless is
attractive. The second mode is the exciton in the particle-
hole channel. This mode emerges because density-density
interaction in B2g channel is also attractive. The d-wave
attraction emerges from the original Hubbard-type repulsion
because density-density interaction in the B2g channel changes
sign between the two hybridized electron pockets. This sign
reversal is akin to the transformation of the Hubbard repulsion
into a attraction in s+− Cooper channel. This situation should
be contrasted with that in a single band superconductors where
the interaction in the particle-hole channel is, in general, a
repulsive one.

In a generic situation, the BS mode and particle-hole exciton
are strongly mixed in which case only a single undamped
in-gap mode survives, the other is pushed above 2# threshold
(see Fig. 7). This does not happen for s+− superconductor
as the vertex which couples particle-particle and particle-hole
channels is an odd function of an s+− gap, and the contributions
to this vertex bonding and antibonding Fermi pockets nearly
cancel each other, the net result remains finite only due
to a finite ellipticity of electron pockets. As a result, both
modes remain below 2# and the Raman intensity χ ′′(ω)
has two distinct peaks, Fig. 4. The decoupling between the
two channels becomes exact at the boundary between s+−

and s + id phases, at κ = κ2 along T = 0 line on the phase
diagram in Fig. 2.

We compared our results with B2g Raman data for
K0.75Fe1.75Se2, reported in Ref. [62]. The double-peak struc-
ture of χ ′′(ω) combined with inhomogeneous broadening gives
rise to Raman profile with intensity enhanced in a finite

245134-8

as shown in the insets of Figs. 2 and 3. The symmetry
properties of the collective modes reflect those of the
subdominant channels in the potential Vk;k0 which do not
support pairing in the ground state [18].

The symmetry-dependent Raman response of
Rb0:8Fe1:6Se2 is shown in Fig. 2. Because of surface issues
(see Supplemental Material [24]) there is a relatively
strong increase towards the laser line. In the A1g and B2g

spectra, the relative difference between the normal and the
superconducting state is weak and absent, respectively,
since the band structure of Rb0:8Fe1:6Se2 [6,7] does not
have Fermi surface crossings close to the sensitivity max-
ima of the related form factors (see insets of Fig. 2). In B1g

symmetry, the suppression of the low-temperature spectra
due to the gap and the excess intensity at and above 2! can
be considered typical features of a superconductor [15].
The relative changes of below and above a threshold at
approximately 60 cm!1 reach 80% and 30%, respectively
[Fig. 2(c)]. Below 60 cm!1, the intensity is only weakly
energy dependent indicating a clean isotropic gap. The
phonons at 80 and 115 cm!1, close to the gap edge, gain
intensity below Tc as expected for weak electron-phonon
coupling. As can be seen directly in the insets of Fig. 2 an

appreciable response is expected only in B1g symmetry if
holelike bands in the Brillouin zone center are absent.
In the presence of hole bands, gap structures appear also
in A1g symmetry [20]. Hence, the selection rules based on
symmetry arguments corresponding to the 1 Fe unit cell
[20] are supported by the results in Rb0:8Fe1:6Se2 and are
likely to be of general significance in the iron-based
superconductors.
In Fig. 3, we show Raman spectra of Ba0:6K0:4Fe2As2.

Here, we observe superconductivity-induced features in all

FIG. 1 (color online). Crystal and reciprocal lattices of
iron-based superconductors. (a) FeAs=Se layers (small spheres)
and (earth) alkali metals (big spheres). (b) 1 Fe (dashes) and 2
Fe (full line) unit cells. (c), (d) First Brillouin zones (BZ, dashes
for the 1 Fe cell) with schematic Fermi surfaces of (c),
Ba0:6K0:4Fe2As2 [4,5] and (d), Rb0:8Fe1:6Se2 [6,7]. Also indi-
cated are the two dominant interaction potentials Vs and Vd.
(e) For Vs > Vd the pairing state is predicted to have s"
symmetry for which the phase of the gap on the hole and electron
bands differs by ! [10,11]. (f) For Vd > Vs a state with dx2!y2

symmetry is favored [9,13].

FIG. 2 (color online). Normal and superconducting Raman
spectra of Rb0:8Fe1:6Se2 at temperatures as indicated. The insets
show the correspondence between light polarizations and sensi-
tivities in momentum space for the 1 Fe unit cell. (a)–(c) Spectra
in A1g, B2g, and B1g symmetry. (d) The difference spectra high-
light the absence of pair breaking in B2g and most likely also in
A1g symmetry. Only the B1g spectra show the features typical for
a superconductor.
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FIG. 1. (Color online) Low-frequency Raman response from
K0.75Fe1.75Se2 superconductor in right-left scattering polarization
channel in the normal state, at T = 41 K (red), and in superconducting
state at T = 3 K (blue), from Ref. [62]. The upper panel shows the
response with contributions from phonons subtracted, as discussed
in Ref. [62]. The in-gap modes are found in the energy interval
8 meV ! ω ! 11 meV.

frequency interval where the enhancement of the Raman
intensity below Tc has been observed. We argue that the
observed enhancement of the Raman intensity is consistent
with the broadened double peak structure which we find
theoretically. The in-gap modes are observed at T = 3 K in
the interval 8 meV ! ω ! 11 meV. The ARPES measurements
give " ≈ 10 and ≈8 meV on a large Fermi surfaces according
to Refs. [42] and [63], respectively. Reference [42] gives 7 meV
on a small symmetric κ electron pocket. These data place the
energy of an in-gap modes observed in Ref. [62] well below
2". This indicates that the in-gap modes are strongly bound
in K0.75Fe1.75Se2, i.e., d-wave state is a strong competitor to
s-wave state.

The paper is organized as follows. In the Sec. II, we review
the pairing scenarios in AFe2Se2 (A = Rb, K, Cs) compounds,
and formulate the model for the description of our Raman data.
The calculation of the Raman intensity in s+− state is discussed
in Sec. III. We present our conclusions in Sec. IV.

II. COMPETITION BETWEEN s AND d-WAVE ORDERS IN
AFe2Se2 MATERIALS

In this section, we review the theoretical scenario which
leads naturally to the competition between s-wave and d-wave
pairing states. In Sec. II A, we describe the model in which
the relative pairing strength in the two channels is controlled
by the geometry of the electron pockets and the interpocket
hybridization. This model will also allow us to include density
fluctuations in the d-wave channel. Our goal is to describe a
double-peak structure in B2g geometry below Tc for s-wave
symmetric ground state.

A. The model

We follow [46] and consider the two-band model with
generic short-range interactions. The model Hamiltonian
contains the kinetic energy and the interactions. The kinetic

energy is quadratic in fermion operators and describes the
excitations near the two Fermi pockets located at (0,π ) and
(π,0) in the 1FeBZ. We define f

†
1(2)k as the creation operator

for electrons from the pocket at (0,π) [(π,0)], and in each
case count k as the momentum relative to the center of the
corresponding pocket. The quadratic part of the Hamiltonian
H = H2 + Hint is

H2 =
∑

n=1,2

∑

k

ϵ
(n)
k f

†
nkfnk +

∑

k

λ(f †
1kf2k + f

†
2kf1k), (1)

where the first term describes fermionic dispersion in 1FeBZ,
and the second term describes interpocket scattering with
momentum transfer Q = (π,π ). This second term hybridizes
the two pockets. It is allowed because the physical BZ is 2FeBZ
due to two nonequvalent position of Se atoms staggered out of
the Fe planes in a checkerboard fashion [47,60].

For simplicity we neglect the out-of-plane dispersion, i.e.,
consider effective 2D problem. Although such an approxima-
tion has to be applied with caution to describe finite momentum
probes such as inelastic neutron scattering [48], we can safely
use the 2D approximation to describe the zero momentum
Raman response.

The simplest model dispersion yielding two elliptical
FSs is

ϵ
(1,2)
k = k2

x

2mx,y

+
k2
y

2my,x

. (2)

We set mx < my , in which case the Fermi pocket centered at
(0,π ) has its major semiaxis along the ky axis.

The quartic interaction Hamiltonian is the sum of four terms
allowed by symmetry:

H1 = u1

2

∫
dx(f †

1σ f
†
2σ ′f2σ ′f1σ + f

†
2σ f

†
1σ ′f1σ ′f2σ ),

H2 = u2

2

∫
dx(f †

1σ f
†
2σ ′f1σ ′f2σ + f

†
2σ f

†
1σ ′f2σ ′f1σ ),

(3)
H3 = u3

2

∫
dx(f †

1σ f
†
1σ ′f2σ ′f2σ + f

†
2σ f

†
2σ ′f1σ ′f1σ ),

H4 = u4

2

∫
dx(f †

1σ f
†
1σ ′f1σ ′f1σ + f

†
2σ f

†
2σ ′f2σ ′f2σ ).

In Eq. (3), H1 and H2 are interband density-density and
exchange interactions, H4 is the intraband density-density
interaction, and H3 describes the umklapp pair-hopping
processes. The interactions with excess momentum Q do not
play a role in the present analysis and we omit them. For
the underlying orbital model with local Hund and Hubbard
interactions, u1 + u2 = u4 − u3 (Ref. [46]). For simplicity, we
assume that this condition holds. If it does not, the values of the
couplings ud and uρ in our consideration below will change,
but the overall form of the Raman response will remain the
same.

Two of us demonstrated in Ref. [46] that the supercon-
ducting OP in the model specified by Eqs. (1) and (3) has
s-, d-, or s + id symmetry depending on the ratio κ = λ/δϵ
of the hybridization amplitude λ and the energy scale δϵ,
related to ellipticity. The latter is determined by a typical
energy separation, δϵk = ϵ

(1)
k − ϵ

(2)
k between the unhybridized
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Conclusions II

1.Time reversal symmetry breaking            Raman active in-gap modes 
2.Competing channels          sharp in-gap modes 
3. Sign-changing gap          decoupling of Cooper and P-H channels
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