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Why quantum transduction?

Quantum systems, entangled at a distance, provide…

Fundamental physics tests (Bell’s inequality) 
New approaches for metrology (clock syncronization) 

Shared randomness at distance 
Distributed quantum computing 

And more (homomorphic/blind compute)?

Quantum networks provide these opportunities, 
but we need a way to get Q information from A to B 



Applications of linear systems:  
quantum interfaces

Good quantum  
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showed that a neglect patient’s failure to
explore the side of space contralateral to the
lesion could be attributed to a failure to
form and retrieve a representation of that
side of space, rather than to any perceptual
failure. Experiments with monkeys, in
which one hemisphere of the brain was
deprived of the visual information (although
cortically completely intact) that would
enable that hemisphere to form a representa-
tion of the contralateral side of space, gave
further support to this representational
account of neglect (2).

Neglect and amnesia are radically differ-
ent clinical syndromes, and the point of this
comparison is not to blur the distinction

between them. Rather, the point is to sug-
gest that widespread cortical networks
spanning temporal, frontal, and parietal
lobes subserve both memory and attention.
The different clinical syndromes arise from
different kinds of disruption to the long-
range axonal communication among parts
of the brain. This view contrasts with the
traditional view of cortical localization of
function, in which cognitive functions such
as attention and memory are supposed to be
subserved by spatially segregated areas of
cortex. Understanding subcortical control
of cortical plasticity in terms of widespread
cortical networks, rather than assigning dis-
crete parcels of cognitive function to dis-

crete cortical areas, will enhance our cur-
rent understanding of memory, learning,
and other cognitive functions. 
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uantum dots, solid-state structures
that are capable of confining a very
small number of electrons, have long

been thought of as artificial atoms. With the
help of these dots, the tools of device engi-
neering can be used to dissect new atomic
physics phenomena. Important advances in
recent years have made it routine in several
labs to construct the smallest possible dots,
each holding exactly one electron. One might
expect this artif icial “hydrogen” to have
extremely simple electronic properties. In
fact, because the host crystal is the semicon-
ductor gallium arsenide, the quantum proper-
ties of this artificial atom are different from
those of its natural analog in one striking
respect: The single electron spin, rather than
being coupled to the spin of one nuclear pro-
ton, is coupled to about a million spins car-
ried by the gallium and arsenic nuclei. This
bath of spins has previously been a nuisance,
in the sense that it has obscured the quantum
coherence of the bare electronic spin. On
page 2180, Petta et al. (1) report that they
have used a double quantum dot—in essence,
an artificial H2 molecule—to tame the effect
of the nuclear spins. The results suggest novel
ways in which the physics of these nuclear
spins may be put to use in the search for a
viable quantum computer. 

As a result of years of steady improve-
ment, the double-dot device (see the figure) of
Petta et al. is a superb system for precise con-
trol of this artificial H2 molecule. This is

accomplished via the electric potentials of the
six electrical leads shown. Overall variation
of their potentials (with respect to a ground)
sets the number of electrons in the two dots.
The low-lying electronic states of the two-
electron system, as with natural H2, consist of
a spin singlet (S) and three spin triplets (T), in
which the two spin 1/2 electrons combine to
form either a state of spin quantum number 0
(S) or 1 (the Ts). The energies of these states
are tuned in a variety of ways: There is an
externally applied magnetic field that splits
the triplets. The gate potential (G) controls the
tunneling barrier between the two dots.
Increasing tunneling increases the energy
splitting between S and T, because of the Pauli
principle—a singlet can lower its energy by
(virtual) tunneling of one of the electrons to
the other dot, forming a temporary polarized
state; but this state is disallowed if the spin
configuration is a triplet. One can also vary
the degree of virtual tunneling in an unsym-

metrical way, by applying a voltage between
electrodes L and R. The virtual tunneling then
is only in one direction, but the result is the
same: control (in fact, much more reliable
control) of the singlet-triplet splitting.

This splitting arises from an effective
spin-spin coupling that is very aptly named
the exchange interaction in physics,

because it does really
correspond to an inter-
change of spin states:
As a function of time,
|up-down〉 is converted
to |down-up〉, and back
again. The computer
science terminology for
this operation is SWAP.
SWAP is a very useful
primitive for quantum
computing (2), because
it can be done partially,
in superposition. In
fact, the exchange inter-
action permits all trans-
formations of the form
(3) |a,b〉 → cos(�) |a,b〉

+ i sin(�) |b,a〉 to be done, for any value of �,
where � is proportional to the interaction
time. (This equation emphasizes that any
pair of spin states a and b, pointing in any
direction, get SWAPPED, not just the states
|up〉 and |down〉.)

If this were the end of the story, the engi-
neering of the quantum computer could be ini-
tiated immediately: It is well known how to
use “fractional SWAP,” either alone or in con-
junction with other simple primitives, to
implement a quantum algorithm. But nuclear
spins, the state of which is not under external
control in the device shown in the figure, make
the story more complicated, and interesting.

Because each atomic nucleus in the
GaAs crystal carries a nuclear spin (with
angular momentum quantum number equal
to 3/h2), a simple calculation shows that the
wave function of a single electron in one
quantum dot has appreciable overlap with
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as a Quantum Bit
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Dot SWAP. Double quantum dot device used by Petta et al. (1) to
coherently manipulate electron spins. G is the gate electrode that con-
trols the barrier between the dots. Voltages on the L and R electrodes
control number of electrons in the left and right dots, respectively.
Pulsing the potentials on these electrodes causes a SWAP of the spin
states of the two dots. [Adapted from (1)]
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Spins in quantum dots

Local confinement in a semiconductor 
   – Trap single electrons in controlled potentials 
   – Electron spin provides a quantum bit

FORMULAE FOR TALKS

Spin bath formalism

Ĥ = �BŜz + �̂S ·
�

k

�k
�̂Ik (1)

Ĥ = � �B · �̂S + �̂S ·
�

k

�k
�̂Ik

= �( �B � �̂A) · �̂S

�̂A =
�

k

�k
�̂Ik (2)

�k ⌥ |⇥(rk)|2 ⌥ A/N (3)

Ĥ = �BŜz + ŜzÂz +
1

2
[Ŝ�Â+ + Ŝ+Â�] (4)

|B| ⌅
⇥
⌦{Â+, Â�}↵ ⇤

A�
N

(5)

Bnuc ⇤
A�
N

(6)

|“0”↵ = |⇧↵ , |“1”↵ = |⌃↵ (7)

Double dot case

|S0↵ =
1�
2

(|⇧⌃↵ � |⌃⇧↵) (8)

|T0↵ =
1�
2

(|⇧⌃↵+ |⌃⇧↵) (9)

1

[ Loss & DiVincenzo 1998 ]

Why solid-state atoms? 
•  Stability 
•  Local manipulation 
•  Possibility of large-scale 
integration

Why spins? 
•  Avoids charge relaxation 
•  Reduced coupling to 1/f 
•  But...

magnetic dipole coupling  
weak, hard to localize



Quantum memory

Electron spin in a quantum dot
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assuming the rotating-wave approximation. Figure 2b shows the
expected linear behaviour with microwave amplitude of the Rabi fre-
quencies extracted from the data in Fig. 2a. The largest Rabi frequency
attained was 3.3 MHz (B1 < 0.12 mT), corresponding to a p/2 rotation
in about 75 ns.

The qubit manipulation time should be contrasted with the coher-
ence lifetime of the qubit, termed T2. Possible sources of decoherence

include spectral diffusion of the 29Si bath spins15,22,23, noise in the
external magnetic field, and paramagnetic defects and charge traps
at the Si/SiO2 interface24. These mechanisms can, to a degree, be com-
pensated for by using spin echo techniques (Fig. 3a), as long as the
fluctuations are slow compared with the electron spin manipulation
time (typically around 100 ns).

Figure 3a presents the gate voltage and microwave pulsing scheme
for a Hahn echo measurement. Dephasing resulting from static local
contributions to the total effective field during an initial period t1 is
(partially or fully) refocused by a p rotation followed by a second
period t2 (see Fig. 3c for a Bloch sphere state evolution). A spin echo
is observed by varying the delay t2 and recording the spin-up fraction.
In Fig. 3e we plot the difference in delay times (t2 2 t1) against f". For
t1 5 t2, we expect to recover a j#æ electron at the end of the sequence if
little dephasing occurs (that is, for short t), and hence observe a
minimum in f". When t2 2 t1 ? 0, imperfect refocusing results in an
increase in the recovered spin-up fraction. The echo shape is approxi-
mated as being Gaussian and the half-width at half-maximum implies
a pure dephasing time of T2*5 55 6 5 ns.

We now set t 5 t1 5 t2 and monitor the spin-up fraction as a func-
tion of t, to obtain the spin echo decay curve of Fig. 3f. A fit of the form
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electron remains trapped on the donor throughout the entire phase. c, Control
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Fermi level while microwaves are applied to the transmission line to perform
electron spin resonance. d, Energy level diagram of the 31P electron-nuclear
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waveform (f) for performing and detecting spin manipulations (not drawn to
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Spin-based computing in silicon
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Short-range coupling: exchange

Overlap of wavefunctions

Spin singlet and spin triplet: 
different energies (like molecular bonds)



Double dot-based exchange interaction
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Coupling a spin to microwaves

LETTER
doi:10.1038/nature11559

Circuit quantum electrodynamics with a spin qubit
K. D. Petersson1, L. W. McFaul1, M. D. Schroer1, M. Jung1, J. M. Taylor2, A. A. Houck3 & J. R. Petta1,4

Electron spins trapped in quantum dots have been proposed as
basic building blocks of a future quantum processor1–3. Although
fast, 180-picosecond, two-quantum-bit (two-qubit) operations can
be realized using nearest-neighbour exchange coupling4, a scalable,
spin-based quantum computing architecture will almost certainly
require long-range qubit interactions. Circuit quantum electrody-
namics (cQED) allows spatially separated superconducting qubits
to interact via a superconducting microwave cavity that acts as a
‘quantum bus’, making possible two-qubit entanglement and the
implementation of simple quantum algorithms5–7. Here we com-
bine the cQED architecture with spin qubits by coupling an indium
arsenide nanowire double quantum dot to a superconducting
cavity8,9. The architecture allows us to achieve a charge–cavity
coupling rate of about 30 megahertz, consistent with coupling rates
obtained in gallium arsenide quantum dots10. Furthermore, the
strong spin–orbit interaction of indium arsenide allows us to drive
spin rotations electrically with a local gate electrode, and the
charge–cavity interaction provides a measurement of the resulting
spin dynamics. Our results demonstrate how the cQED architec-
ture can be used as a sensitive probe of single-spin physics and that
a spin–cavity coupling rate of about one megahertz is feasible,
presenting the possibility of long-range spin coupling via super-
conducting microwave cavities.

The weak magnetic moment of the electron makes it difficult to
couple spin qubits that are separated by a large distance. Approaches
to transferring spin information include physically shuttling electrons
with surface acoustic waves or using exchange-coupled spin chains,
both of which are experimentally challenging to realize11–13. An at-
tractive alternative for realizing long-distance spin-qubit interactions
is to interface spins with a superconducting microwave cavity in the
cQED architecture. Unfortunately, direct coupling between a single
spin magnetic dipole and the magnetic field of the cavity results in a
spin–cavity coupling rate of gM/2p< 10 Hz, which is much too weak to
be useful for quantum information processing14. Recent experiments
have explored coupling ensembles of spins to superconducting reso-
nators, with the large number of spins, NS < 1012, giving a e N1=2

S
enhancement in the spin–cavity coupling rate15–17.

Another approach to spin–cavity coupling relies on the spin–orbit
interaction18. Spin–orbit coupling mixes spin and orbital degrees of
freedom, resulting in spin states that have some orbital character, the
spin–orbit doublets, jXæ and jYæ. Although electron spin states cannot
be coupled directly to an electric field, the spin–orbit interaction en-
ables electrical control by perturbing the orbital component of the
electron wavefunction. Fast, coherent electrical control of spin states
in quantum dots has been demonstrated in InAs nanowires where the
spin–orbit interaction strength is large8,9,19. The cQED architecture
could be used to couple two distant InAs nanowire quantum dot spin
qubits with the spin–orbit interaction enabling a significantly increased
spin–cavity coupling rate, gS (ref. 18). In this Letter, we take the first
steps towards realizing this approach and couple the electric field of a
high-quality-factor superconducting cavity to an InAs nanowire
double quantum dot (DQD) device. We determine the charge–cavity
coupling rate, gC, for the molecular orbital states of a single excess

charge in the DQD. Then, with each of the two quantum dots acting
as a spin qubit, we perform fast electrical spin-state control followed by
single spin read-out using the microwave cavity. Our results demon-
strate that spin qubits, which require substantial magnetic fields for
their operation, can be readily integrated into the superconducting
cQED architecture and pave the way for long-range coupling of spin
qubits via microwave cavities.

Our hybrid spin-qubit/superconducting device is shown in Fig. 1.
We fabricate a half-wavelength superconducting Nb resonator (the
cavity) with a resonance frequency of f0 5 v0/2p< 6.2 GHz and
quality factor of Q < 2000 (Supplementary Information, section
2). The amplitude and phase responses of the cavity are detected
using a homodyne measurement with a microwave probe frequency
fR (ref. 5). We couple a single InAs nanowire spin qubit to the
electric field generated by the cavity18. The qubit consists of a
DQD defined in an InAs nanowire8,9. A series of Ti/Au depletion
gates create a simple double-well confinement potential containing
(NL, NR) electrons, where NL and NR are the numbers of electrons in
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Figure 1 | Hybrid DQD/superconducting resonator device. a, Circuit
schematic and micrograph of the hybrid device design. Transmission through
the half-wavelength superconducting Nb resonator is measured using
homodyne detection at a frequency fR. Standard d.c. transport measurements
are made possible by applying a source–drain bias, VSD, to the DQD using
a ,4-nH spiral inductor that is connected to the voltage node of the resonator23.
See Supplementary Information, section 1, for further details. b, c, Scanning
electron micrograph (b) and cross-sectional schematic view (c) of a typical
nanowire DQD. The left and right barrier gates (BL and BR), left and right
plunger gates (L and R), and middle gate (M) are biased to create a double-well
potential within the nanowire. The drain contact of the nanowire, D, is
grounded, and the source contact, S, is connected to an antinode of the
resonator, oscillating at a voltage VCavity(t). An a.c. voltage at a frequency fG is
applied to gate M to generate an oscillating electric field, E0.
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Electron spins trapped in quantum dots have been proposed as
basic building blocks of a future quantum processor1–3. Although
fast, 180-picosecond, two-quantum-bit (two-qubit) operations can
be realized using nearest-neighbour exchange coupling4, a scalable,
spin-based quantum computing architecture will almost certainly
require long-range qubit interactions. Circuit quantum electrody-
namics (cQED) allows spatially separated superconducting qubits
to interact via a superconducting microwave cavity that acts as a
‘quantum bus’, making possible two-qubit entanglement and the
implementation of simple quantum algorithms5–7. Here we com-
bine the cQED architecture with spin qubits by coupling an indium
arsenide nanowire double quantum dot to a superconducting
cavity8,9. The architecture allows us to achieve a charge–cavity
coupling rate of about 30 megahertz, consistent with coupling rates
obtained in gallium arsenide quantum dots10. Furthermore, the
strong spin–orbit interaction of indium arsenide allows us to drive
spin rotations electrically with a local gate electrode, and the
charge–cavity interaction provides a measurement of the resulting
spin dynamics. Our results demonstrate how the cQED architec-
ture can be used as a sensitive probe of single-spin physics and that
a spin–cavity coupling rate of about one megahertz is feasible,
presenting the possibility of long-range spin coupling via super-
conducting microwave cavities.

The weak magnetic moment of the electron makes it difficult to
couple spin qubits that are separated by a large distance. Approaches
to transferring spin information include physically shuttling electrons
with surface acoustic waves or using exchange-coupled spin chains,
both of which are experimentally challenging to realize11–13. An at-
tractive alternative for realizing long-distance spin-qubit interactions
is to interface spins with a superconducting microwave cavity in the
cQED architecture. Unfortunately, direct coupling between a single
spin magnetic dipole and the magnetic field of the cavity results in a
spin–cavity coupling rate of gM/2p< 10 Hz, which is much too weak to
be useful for quantum information processing14. Recent experiments
have explored coupling ensembles of spins to superconducting reso-
nators, with the large number of spins, NS < 1012, giving a e N1=2

S
enhancement in the spin–cavity coupling rate15–17.

Another approach to spin–cavity coupling relies on the spin–orbit
interaction18. Spin–orbit coupling mixes spin and orbital degrees of
freedom, resulting in spin states that have some orbital character, the
spin–orbit doublets, jXæ and jYæ. Although electron spin states cannot
be coupled directly to an electric field, the spin–orbit interaction en-
ables electrical control by perturbing the orbital component of the
electron wavefunction. Fast, coherent electrical control of spin states
in quantum dots has been demonstrated in InAs nanowires where the
spin–orbit interaction strength is large8,9,19. The cQED architecture
could be used to couple two distant InAs nanowire quantum dot spin
qubits with the spin–orbit interaction enabling a significantly increased
spin–cavity coupling rate, gS (ref. 18). In this Letter, we take the first
steps towards realizing this approach and couple the electric field of a
high-quality-factor superconducting cavity to an InAs nanowire
double quantum dot (DQD) device. We determine the charge–cavity
coupling rate, gC, for the molecular orbital states of a single excess

charge in the DQD. Then, with each of the two quantum dots acting
as a spin qubit, we perform fast electrical spin-state control followed by
single spin read-out using the microwave cavity. Our results demon-
strate that spin qubits, which require substantial magnetic fields for
their operation, can be readily integrated into the superconducting
cQED architecture and pave the way for long-range coupling of spin
qubits via microwave cavities.

Our hybrid spin-qubit/superconducting device is shown in Fig. 1.
We fabricate a half-wavelength superconducting Nb resonator (the
cavity) with a resonance frequency of f0 5 v0/2p< 6.2 GHz and
quality factor of Q < 2000 (Supplementary Information, section
2). The amplitude and phase responses of the cavity are detected
using a homodyne measurement with a microwave probe frequency
fR (ref. 5). We couple a single InAs nanowire spin qubit to the
electric field generated by the cavity18. The qubit consists of a
DQD defined in an InAs nanowire8,9. A series of Ti/Au depletion
gates create a simple double-well confinement potential containing
(NL, NR) electrons, where NL and NR are the numbers of electrons in
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Figure 1 | Hybrid DQD/superconducting resonator device. a, Circuit
schematic and micrograph of the hybrid device design. Transmission through
the half-wavelength superconducting Nb resonator is measured using
homodyne detection at a frequency fR. Standard d.c. transport measurements
are made possible by applying a source–drain bias, VSD, to the DQD using
a ,4-nH spiral inductor that is connected to the voltage node of the resonator23.
See Supplementary Information, section 1, for further details. b, c, Scanning
electron micrograph (b) and cross-sectional schematic view (c) of a typical
nanowire DQD. The left and right barrier gates (BL and BR), left and right
plunger gates (L and R), and middle gate (M) are biased to create a double-well
potential within the nanowire. The drain contact of the nanowire, D, is
grounded, and the source contact, S, is connected to an antinode of the
resonator, oscillating at a voltage VCavity(t). An a.c. voltage at a frequency fG is
applied to gate M to generate an oscillating electric field, E0.
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Electron spins trapped in quantum dots have been proposed as
basic building blocks of a future quantum processor1–3. Although
fast, 180-picosecond, two-quantum-bit (two-qubit) operations can
be realized using nearest-neighbour exchange coupling4, a scalable,
spin-based quantum computing architecture will almost certainly
require long-range qubit interactions. Circuit quantum electrody-
namics (cQED) allows spatially separated superconducting qubits
to interact via a superconducting microwave cavity that acts as a
‘quantum bus’, making possible two-qubit entanglement and the
implementation of simple quantum algorithms5–7. Here we com-
bine the cQED architecture with spin qubits by coupling an indium
arsenide nanowire double quantum dot to a superconducting
cavity8,9. The architecture allows us to achieve a charge–cavity
coupling rate of about 30 megahertz, consistent with coupling rates
obtained in gallium arsenide quantum dots10. Furthermore, the
strong spin–orbit interaction of indium arsenide allows us to drive
spin rotations electrically with a local gate electrode, and the
charge–cavity interaction provides a measurement of the resulting
spin dynamics. Our results demonstrate how the cQED architec-
ture can be used as a sensitive probe of single-spin physics and that
a spin–cavity coupling rate of about one megahertz is feasible,
presenting the possibility of long-range spin coupling via super-
conducting microwave cavities.

The weak magnetic moment of the electron makes it difficult to
couple spin qubits that are separated by a large distance. Approaches
to transferring spin information include physically shuttling electrons
with surface acoustic waves or using exchange-coupled spin chains,
both of which are experimentally challenging to realize11–13. An at-
tractive alternative for realizing long-distance spin-qubit interactions
is to interface spins with a superconducting microwave cavity in the
cQED architecture. Unfortunately, direct coupling between a single
spin magnetic dipole and the magnetic field of the cavity results in a
spin–cavity coupling rate of gM/2p< 10 Hz, which is much too weak to
be useful for quantum information processing14. Recent experiments
have explored coupling ensembles of spins to superconducting reso-
nators, with the large number of spins, NS < 1012, giving a e N1=2

S
enhancement in the spin–cavity coupling rate15–17.

Another approach to spin–cavity coupling relies on the spin–orbit
interaction18. Spin–orbit coupling mixes spin and orbital degrees of
freedom, resulting in spin states that have some orbital character, the
spin–orbit doublets, jXæ and jYæ. Although electron spin states cannot
be coupled directly to an electric field, the spin–orbit interaction en-
ables electrical control by perturbing the orbital component of the
electron wavefunction. Fast, coherent electrical control of spin states
in quantum dots has been demonstrated in InAs nanowires where the
spin–orbit interaction strength is large8,9,19. The cQED architecture
could be used to couple two distant InAs nanowire quantum dot spin
qubits with the spin–orbit interaction enabling a significantly increased
spin–cavity coupling rate, gS (ref. 18). In this Letter, we take the first
steps towards realizing this approach and couple the electric field of a
high-quality-factor superconducting cavity to an InAs nanowire
double quantum dot (DQD) device. We determine the charge–cavity
coupling rate, gC, for the molecular orbital states of a single excess

charge in the DQD. Then, with each of the two quantum dots acting
as a spin qubit, we perform fast electrical spin-state control followed by
single spin read-out using the microwave cavity. Our results demon-
strate that spin qubits, which require substantial magnetic fields for
their operation, can be readily integrated into the superconducting
cQED architecture and pave the way for long-range coupling of spin
qubits via microwave cavities.

Our hybrid spin-qubit/superconducting device is shown in Fig. 1.
We fabricate a half-wavelength superconducting Nb resonator (the
cavity) with a resonance frequency of f0 5 v0/2p< 6.2 GHz and
quality factor of Q < 2000 (Supplementary Information, section
2). The amplitude and phase responses of the cavity are detected
using a homodyne measurement with a microwave probe frequency
fR (ref. 5). We couple a single InAs nanowire spin qubit to the
electric field generated by the cavity18. The qubit consists of a
DQD defined in an InAs nanowire8,9. A series of Ti/Au depletion
gates create a simple double-well confinement potential containing
(NL, NR) electrons, where NL and NR are the numbers of electrons in
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Figure 1 | Hybrid DQD/superconducting resonator device. a, Circuit
schematic and micrograph of the hybrid device design. Transmission through
the half-wavelength superconducting Nb resonator is measured using
homodyne detection at a frequency fR. Standard d.c. transport measurements
are made possible by applying a source–drain bias, VSD, to the DQD using
a ,4-nH spiral inductor that is connected to the voltage node of the resonator23.
See Supplementary Information, section 1, for further details. b, c, Scanning
electron micrograph (b) and cross-sectional schematic view (c) of a typical
nanowire DQD. The left and right barrier gates (BL and BR), left and right
plunger gates (L and R), and middle gate (M) are biased to create a double-well
potential within the nanowire. The drain contact of the nanowire, D, is
grounded, and the source contact, S, is connected to an antinode of the
resonator, oscillating at a voltage VCavity(t). An a.c. voltage at a frequency fG is
applied to gate M to generate an oscillating electric field, E0.
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Electron spins trapped in quantum dots have been proposed as
basic building blocks of a future quantum processor1–3. Although
fast, 180-picosecond, two-quantum-bit (two-qubit) operations can
be realized using nearest-neighbour exchange coupling4, a scalable,
spin-based quantum computing architecture will almost certainly
require long-range qubit interactions. Circuit quantum electrody-
namics (cQED) allows spatially separated superconducting qubits
to interact via a superconducting microwave cavity that acts as a
‘quantum bus’, making possible two-qubit entanglement and the
implementation of simple quantum algorithms5–7. Here we com-
bine the cQED architecture with spin qubits by coupling an indium
arsenide nanowire double quantum dot to a superconducting
cavity8,9. The architecture allows us to achieve a charge–cavity
coupling rate of about 30 megahertz, consistent with coupling rates
obtained in gallium arsenide quantum dots10. Furthermore, the
strong spin–orbit interaction of indium arsenide allows us to drive
spin rotations electrically with a local gate electrode, and the
charge–cavity interaction provides a measurement of the resulting
spin dynamics. Our results demonstrate how the cQED architec-
ture can be used as a sensitive probe of single-spin physics and that
a spin–cavity coupling rate of about one megahertz is feasible,
presenting the possibility of long-range spin coupling via super-
conducting microwave cavities.

The weak magnetic moment of the electron makes it difficult to
couple spin qubits that are separated by a large distance. Approaches
to transferring spin information include physically shuttling electrons
with surface acoustic waves or using exchange-coupled spin chains,
both of which are experimentally challenging to realize11–13. An at-
tractive alternative for realizing long-distance spin-qubit interactions
is to interface spins with a superconducting microwave cavity in the
cQED architecture. Unfortunately, direct coupling between a single
spin magnetic dipole and the magnetic field of the cavity results in a
spin–cavity coupling rate of gM/2p< 10 Hz, which is much too weak to
be useful for quantum information processing14. Recent experiments
have explored coupling ensembles of spins to superconducting reso-
nators, with the large number of spins, NS < 1012, giving a e N1=2

S
enhancement in the spin–cavity coupling rate15–17.

Another approach to spin–cavity coupling relies on the spin–orbit
interaction18. Spin–orbit coupling mixes spin and orbital degrees of
freedom, resulting in spin states that have some orbital character, the
spin–orbit doublets, jXæ and jYæ. Although electron spin states cannot
be coupled directly to an electric field, the spin–orbit interaction en-
ables electrical control by perturbing the orbital component of the
electron wavefunction. Fast, coherent electrical control of spin states
in quantum dots has been demonstrated in InAs nanowires where the
spin–orbit interaction strength is large8,9,19. The cQED architecture
could be used to couple two distant InAs nanowire quantum dot spin
qubits with the spin–orbit interaction enabling a significantly increased
spin–cavity coupling rate, gS (ref. 18). In this Letter, we take the first
steps towards realizing this approach and couple the electric field of a
high-quality-factor superconducting cavity to an InAs nanowire
double quantum dot (DQD) device. We determine the charge–cavity
coupling rate, gC, for the molecular orbital states of a single excess

charge in the DQD. Then, with each of the two quantum dots acting
as a spin qubit, we perform fast electrical spin-state control followed by
single spin read-out using the microwave cavity. Our results demon-
strate that spin qubits, which require substantial magnetic fields for
their operation, can be readily integrated into the superconducting
cQED architecture and pave the way for long-range coupling of spin
qubits via microwave cavities.

Our hybrid spin-qubit/superconducting device is shown in Fig. 1.
We fabricate a half-wavelength superconducting Nb resonator (the
cavity) with a resonance frequency of f0 5 v0/2p< 6.2 GHz and
quality factor of Q < 2000 (Supplementary Information, section
2). The amplitude and phase responses of the cavity are detected
using a homodyne measurement with a microwave probe frequency
fR (ref. 5). We couple a single InAs nanowire spin qubit to the
electric field generated by the cavity18. The qubit consists of a
DQD defined in an InAs nanowire8,9. A series of Ti/Au depletion
gates create a simple double-well confinement potential containing
(NL, NR) electrons, where NL and NR are the numbers of electrons in
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Figure 1 | Hybrid DQD/superconducting resonator device. a, Circuit
schematic and micrograph of the hybrid device design. Transmission through
the half-wavelength superconducting Nb resonator is measured using
homodyne detection at a frequency fR. Standard d.c. transport measurements
are made possible by applying a source–drain bias, VSD, to the DQD using
a ,4-nH spiral inductor that is connected to the voltage node of the resonator23.
See Supplementary Information, section 1, for further details. b, c, Scanning
electron micrograph (b) and cross-sectional schematic view (c) of a typical
nanowire DQD. The left and right barrier gates (BL and BR), left and right
plunger gates (L and R), and middle gate (M) are biased to create a double-well
potential within the nanowire. The drain contact of the nanowire, D, is
grounded, and the source contact, S, is connected to an antinode of the
resonator, oscillating at a voltage VCavity(t). An a.c. voltage at a frequency fG is
applied to gate M to generate an oscillating electric field, E0.
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Spin selection rules result in Pauli blockade at the two-electron
transition, a key ingredient for spin preparation and measurement4,8,26

(Fig. 3b, inset). For example, state jXXæ cannot tunnel to S(0, 2) due to
Pauli exclusion. Modulation of the confinement potential with a gate
voltage results in spin–orbit-driven electric dipole spin resonance
(EDSR) transitions that lift the Pauli blockade8,19. In Fig. 3b, we plot
the current, I, through the DQD with VSD 5 2.5 meV and the gates
tuned in Pauli blockade (Fig. 3b, white dot in inset). Hyperfine fields
rapidly mix spin states when EZ~~gmBBvBN, where BN < 2 mT is the
hyperfine field9. At finite fields, the leakage current is non-zero when
the a.c. driving frequency on the gate, fG, satisfies the electron spin
resonance condition EZ 5 hfG. We observe two resonance conditions
corresponding to single spin rotations in the left- and right-hand
quantum dots, with g-factors of 8.2 and 10.6 (ref. 8).

In cQED with superconducting qubits, measurements of the cavity
response can be used for qubit read-out. For spin qubits, around e~0,
the DQD has a spin-state-dependent dipole moment due to Pauli
blockade that allows spin-state read-out via the superconducting cav-
ity27. We combine quantum control of the spins using EDSR and cavity
detection of single-spin dynamics using the pulse sequence shown in
Fig. 4a, b. Starting with the spin qubit in state jXXæ, we pulse to negative
detuning (e~e0<{2 meV) and apply a microwave burst of length tB

to drive EDSR transitions. For example, an EDSR p-pulse will drive a
spin transition from jXXæ to jXYæ. The resulting spin state is probed by

pulsing back to e~0 for a measurement time TM. The cavity is
most sensitive to charge dynamics near e~0 owing to the different
a.c. susceptibilities of spin states jXYæ and jXXæ (Supplementary Inform-
ation, section 6.3). In Fig. 4c, we plot the cavity phase shift as a function
of fG and B. We again observe two features that follow the standard
spin resonance condition, consistent with the d.c. transport data in
Fig. 4b. By varying TM, we fit the measured phase response to theory
and estimate a spin lifetime of T1 < 1ms (Fig. 4d). We anticipate
that the relaxation time is detuning dependent, with longer spin
relaxation times away from e~0 (ref. 28; Supplementary Information,
section 5).

We demonstrate coherent control of the spin qubit and read-out via
the cavity by varying the EDSR microwave burst length, tB. Figure 4e
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frequency fR. c, Phase response of the cavity measured as a function of EDSR
drive frequency, fG, and external field, B, with tB 5 100 ns and TM 5 850 ns.
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d.c. transport data, with small differences in g,1 and g,2 attributable to the
difference in sample tuning necessary to optimize the response. d, Measured
phase shift as a function of TM, with tB 5 100 ns, B 5 90 mT and
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(Supplementary Information, section 5).
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Spin selection rules result in Pauli blockade at the two-electron
transition, a key ingredient for spin preparation and measurement4,8,26

(Fig. 3b, inset). For example, state jXXæ cannot tunnel to S(0, 2) due to
Pauli exclusion. Modulation of the confinement potential with a gate
voltage results in spin–orbit-driven electric dipole spin resonance
(EDSR) transitions that lift the Pauli blockade8,19. In Fig. 3b, we plot
the current, I, through the DQD with VSD 5 2.5 meV and the gates
tuned in Pauli blockade (Fig. 3b, white dot in inset). Hyperfine fields
rapidly mix spin states when EZ~~gmBBvBN, where BN < 2 mT is the
hyperfine field9. At finite fields, the leakage current is non-zero when
the a.c. driving frequency on the gate, fG, satisfies the electron spin
resonance condition EZ 5 hfG. We observe two resonance conditions
corresponding to single spin rotations in the left- and right-hand
quantum dots, with g-factors of 8.2 and 10.6 (ref. 8).

In cQED with superconducting qubits, measurements of the cavity
response can be used for qubit read-out. For spin qubits, around e~0,
the DQD has a spin-state-dependent dipole moment due to Pauli
blockade that allows spin-state read-out via the superconducting cav-
ity27. We combine quantum control of the spins using EDSR and cavity
detection of single-spin dynamics using the pulse sequence shown in
Fig. 4a, b. Starting with the spin qubit in state jXXæ, we pulse to negative
detuning (e~e0<{2 meV) and apply a microwave burst of length tB

to drive EDSR transitions. For example, an EDSR p-pulse will drive a
spin transition from jXXæ to jXYæ. The resulting spin state is probed by

pulsing back to e~0 for a measurement time TM. The cavity is
most sensitive to charge dynamics near e~0 owing to the different
a.c. susceptibilities of spin states jXYæ and jXXæ (Supplementary Inform-
ation, section 6.3). In Fig. 4c, we plot the cavity phase shift as a function
of fG and B. We again observe two features that follow the standard
spin resonance condition, consistent with the d.c. transport data in
Fig. 4b. By varying TM, we fit the measured phase response to theory
and estimate a spin lifetime of T1 < 1ms (Fig. 4d). We anticipate
that the relaxation time is detuning dependent, with longer spin
relaxation times away from e~0 (ref. 28; Supplementary Information,
section 5).

We demonstrate coherent control of the spin qubit and read-out via
the cavity by varying the EDSR microwave burst length, tB. Figure 4e
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Figure 4 | Coherent spin-state control and detection using the microwave
cavity. a, Top: pulse sequence used for spin-state control and resonator read-
out, superimposed on the level diagram. Bottom: the a.c. susceptibility, x, is
dependent on the spin state of the DQD and allows for sensitive spin read-
out via the microwave cavity. b, Pulse sequence used for spin-state control
and resonator read-out. Starting in state |XXæ, an EDSR burst is applied at far
detuning (e 5 e9 < 22 meV). The resultant spin state is then measured at
e 5 0 by probing the cavity transmission using a weak continuous tone of
frequency fR. c, Phase response of the cavity measured as a function of EDSR
drive frequency, fG, and external field, B, with tB 5 100 ns and TM 5 850 ns.
EDSR transitions are observed in the phase response, in agreement with the
d.c. transport data, with small differences in g,1 and g,2 attributable to the
difference in sample tuning necessary to optimize the response. d, Measured
phase shift as a function of TM, with tB 5 100 ns, B 5 90 mT and
fG 5 13.1 GHz. A fit to theory yields a spin relaxation time of T1 5 1 ms.
e, Phase response of the cavity as a function of EDSR burst length, tB, and
approximate driving power at the sample, PG, for B 5 86 mT, fG 5 9.5 GHz
and TM 5 1.75ms. Data were taken at a different sample tuning from data in
c–d. f, Rabi oscillations at different powers, indicated by the dashed lines in
e. The data are shifted in phase by 0.45u for clarity. The solid curves are fits to
a power-law decay. We obtain a minimum Rabi period of tRabi 5 17 ns
(Supplementary Information, section 5).
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Cavity QED and beyond

• decrease the volume 
• increase the dipole moment 
• decouple the magnetic and  
   electric fieldsVacuum Rabi coupling 

Resonance frequency

Goal: coupling magnetic dipoles to photons

Of the various superconducting qubits, the Cooper pair box11 is
especially well suited for cavity QED because of its large effective
electric dipole moment d, which can be 104 times larger than in an
alkali atom and ten times larger than a typical Rydberg atom12. As
suggested in our earlier theoretical study12, the simultaneous com-
bination of this large dipole moment and the large vacuum field
strength—due to the small size of the quasi one-dimensional
transmission line cavity—in our implementation is ideal for reach-
ing the strong coupling limit of cavity QED in a circuit. Other solid-
state analogues of strong coupling cavity QED have been envisaged
in superconducting13–20, semiconducting21,22, and even micro-
mechanical systems23. First steps towards realizing such a regime
have been made for semiconductors21,24,25. To our knowledge, our
experiments constitute the first experimental observation of strong
coupling cavity QED with a single artificial atom and a single
photon in a solid-state system.

The on-chip cavity is made by patterning a thin superconducting
film deposited on a silicon chip. The quasi-one-dimensional co-
planar waveguide resonator26 consists of a narrow centre conductor
of length l and two nearby lateral ground planes, see Fig. 1a. Close to
its full-wave (l ¼ l) resonance frequency, qr ¼ 2pnr ¼ 1=

ffiffiffiffiffiffi
LC

p
¼

2p6:044GHz; where n r is the bare resonance frequency, the reso-
nator can bemodelled as a parallel combination of a capacitorC and
an inductor L (the internal losses are negligible). This simple
resonant circuit behaves as a harmonic oscillator described by the
hamiltonian H r ¼ "q r(a

†a þ 1/2), where ka†al¼ kn̂l¼ n is the
average photon number. At our operating temperature of
T , 100mK, much less than "q r/kB < 300mK, the resonator is
nearly in its ground state, with a thermal occupancy n , 0.06. The
vacuum fluctuations of the resonator give rise to a rootmean square
(r.m.s.) voltage V rms ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
"qr=2C

p
< 1mV on its centre conductor,

and an electric field between the centre conductor and the ground
plane that is a remarkable E rms < 0.2 Vm21, some hundred times
larger than in the three-dimensional cavities used in atomic micro-
wave cavity QED3. The large vacuum field strength results from the
extremely small effective mode volume (,1026 cubic wavelengths)
of the resonator12.
The resonator is coupled via two coupling capacitors C in/out, one

at each end (see Fig. 1b), to the input and output transmission lines
that allow its microwave transmission to be probed (see Fig. 2a–c).
The predominant source of dissipation is the loss of photons from
the resonator through these ports at a rate k ¼ q r/Q, whereQ is the
(loaded) quality factor of the resonator. The internal (uncoupled)
loss of the resonator is negligible (Q int < 106). Thus, the average
photon lifetime in the resonator Tr ¼ 1/k exceeds 100 ns, even for
our initial choice of a moderate quality factor Q < 104.
The Cooper pair box (CPB) consists of a several micrometre long

and submicrometre wide superconducting island which is coupled
via two submicrometre size Josephson tunnel junctions to a much
larger superconducting reservoir, and is fabricated in the gap
between the centre conductor and the ground plane of the resonator,
at an antinode of the field (see Fig. 1c). The CPB is a two-state
system described by the hamiltonian13 Ha ¼2ðEeljx þ EJjzÞ=2,
where Eel ¼ 4ECð12 ngÞ is the electrostatic energy and EJ ¼
EJ;maxcosðpFbÞ is the Josephson energy. The overall energy scales
of these terms, the charging energy EC and the Josephson energy
E J,max, can be readily engineered during the fabrication by the
choice of the total box capacitance and resistance respectively, and
then further tuned in situ by electrical means. A gate voltage Vg

applied to the input port (see Fig. 2a), induces a gate charge ng ¼
VgCg*=e that controls E el, where Cg* is the effective capacitance
between the input port of the resonator and the island of the CPB. A
flux bias Fb ¼ F/F0, applied with an external coil to the loop of the
box, controls E J. Denoting the ground state of the box as j # l and the
first excited state as j " l (see Fig. 2d), we have a two-level system
whose energy separation Ea ¼ "q a can be widely varied as shown in
Fig. 3c. Coherence of the CPB is limited by relaxation from the
excited state at a rate g1, and by fluctuations of the level separation
giving rise to dephasing at a rate gJ, for a total decoherence rate
g ¼ g1/2 þ gJ (ref. 13).
The Cooper pair box couples to photons stored in the resonator

by an electric dipole interaction, via the coupling capacitance Cg.
The vacuum voltage fluctuations Vrms on the centre conductor of
the resonator change the energy of a Cooper pair on the box island
by an amount "g ¼ dE0 ¼ eVrmsCg/CS. We have shown12 that this
coupled system is described by the Jaynes–Cummings hamiltonian
H JC ¼ H r þ H a þ "g(a †j2 þ ajþ), where jþ (j2) creates
(annihilates) an excitation in the CPB. It describes the coherent
exchange of energy between a quantized electromagnetic field and a
quantum two-level system at a rate g/2p, which is observable if g is
much larger than the decoherence rates g and k. This strong
coupling limit3 g . [g, k] is achieved in our experiments. When
the detuning D ¼ q a 2 q r is equal to zero, the eigenstates of the
coupled system are symmetric and antisymmetric superpositions
of a single photon and an excitation in the CPB j^ l¼ ðj0; " l^
j1; # lÞ=

ffiffiffi
2

p
with energies E^ ¼ "(q r ^ g). Although the cavity

and the CPB are entangled in the eigenstates j ^ l, their
entangled character is not addressed in our current cavity QED
experiment which spectroscopically probes the energies E^ of the
coherently coupled system.
The strong coupling between the field in the resonator and the

CPB can be used to perform a quantum nondemolition (QND)
measurement of the state of the CPB in the non-resonant (dis-
persive) limit jDj.. g: Diagonalization of the coupled quantum
system leads to the effective hamiltonian12:

H < " qr þ
g2

D
jz

" #
a†aþ 1

2
" qa þ

g2

D

" #
jz

Figure 1 Integrated circuit for cavity QED. a, The superconducting niobium coplanar

waveguide resonator is fabricated on an oxidized 10 £ 3mm2 silicon chip using optical

lithography. The width of the centre conductor is 10 mm separated from the lateral ground

planes extending to the edges of the chip by a gap of width 5 mm resulting in a wave

impedance of the structure of Z ¼ 50Q being optimally matched to conventional

microwave components. The length of the meandering resonator is l ¼ 24mm. It is

coupled by a capacitor at each end of the resonator (see b) to an input and output feed
line, fanning out to the edge of the chip and keeping the impedance constant. b, The
capacitive coupling to the input and output lines and hence the coupled quality factor Q is

controlled by adjusting the length and separation of the finger capacitors formed in the

centre conductor. c, False colour electron micrograph of a Cooper pair box (blue)
fabricated onto the silicon substrate (green) into the gap between the centre conductor

(top) and the ground plane (bottom) of a resonator (beige) using electron beam lithography

and double angle evaporation of aluminium. The Josephson tunnel junctions are formed

at the overlap between the long thin island parallel to the centre conductor and the fingers

extending from the much larger reservoir coupled to the ground plane.
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Spin-“orbit” and electric dipole transitions

[ Burkard & Imamoglu, PRB 2007,  
   Taylor & Lukin, cond-mat/0605144 ]

Magnetic field gradient (dB)  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Single spin coupling approach: mix in chargeOut[246]=
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The Lambda system at zero detuning for  
spin-charge-photon coupling
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Experimental evidence for strong coupling
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Entanglement generation using a resonator
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Figure 4. Effective decay processes of the |S1i scheme. The optical excitation
� drives population from |T i to |S1i. From there it decays spontaneously into
the desired steady state |Si with a certain probability. As |S1i is the dark state of
the atom–cavity interaction Ĥ ac the initial excitation is not shifted and is close
to resonance so that the effective decay �eff from |T i prepares |Si very rapidly.
As Ĥ ac strongly couples |T1i and |11i|1i with a strength

p
2g these states form

dressed states that are shifted out of resonance. Effective spontaneous emission
�eff and cavity loss eff from |Si into |11i, mediated by |T1i, is hence effectively
suppressed. A microwave/Raman transition (not shown) couples |00i and |11i
to |T i.

Raman transition to be slightly detuned (� 6= 0). Furthermore, we set � = ⇡ so that the optical
driving crosses the singlet/triplet subspace, i.e. |T i �$ |S1i and |Si �$ |T1i.

4.1. Mechanism of the state preparation

The mechanism is illustrated in figure 4. Population from |T i is excited up to |S1i =
1p
2
(|1ei � |e1i). The atomic excited state |S1i is the dark state of the atom–cavity interaction,

Ĥ ac, and is therefore resonant with the optical driving (1 = 0). Consequently, |T i decays very
rapidly over |S1i into |Si. On the other hand, population from |Si is excited to |T1i which is
coupled to |T i|1i, with a strength of

p
2g. This strong coupling shifts their dressed states out

of resonance by ±p
2g, which is much more than the natural linewidth. The decay out of |Si is

thus strongly suppressed while |T i is rapidly pumped into |Si. The accumulation of population
in |00i or |11i is prevented by the microwave/Raman field that couples the three triplet states
|00i, |T i and |11i and reshuffles population to |T i from which engineered decay prepares |Si
again. The detuning � of the microwave is needed to prevent 1p

2
(|00i � |11i) from being a dark

state of the microwave which would not be reshuffled to |T i. The effective processes resulting
from the coupling are illustrated in figure 5(a). We note that even though the state |T1i is far
out of resonance the desired steady state |Si is still weakly coupled to |T1i by the laser driving;
|Si is hence not an ideal dark state. The fidelity of the steady state with |Si and the error rate
of the protocol depend on the ratio of the rate of the dissipative preparation of |Si and the
rate of decay from |Si. In the following sections, we will model these processes quantitatively
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Abstract. We propose various schemes for the dissipative preparation of a
maximally entangled steady state of two atoms in an optical cavity. Harnessing
the natural decay processes of cavity photon loss and spontaneous emission,
we use an effective operator formalism to identify and engineer effective decay
processes, which reach an entangled steady state of two atoms as the unique
fixed point of the dissipative time evolution. We investigate various aspects
that are crucial for the experimental implementation of our schemes in present-
day and future cavity quantum electrodynamics systems and analytically derive
the optimal parameters, the error scaling and the speed of convergence of our
protocols. Our study shows promising performance of our schemes for existing
cavity experiments and favorable scaling of fidelity and speed with respect to the
cavity parameters.
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Pump mixes the 
quantum fields

V =
q2

2C
(1 +

x

C

dC

dx
)

Electro- 
mechanics

2

FIG. 1: Optoelectromechanical system. The central part
of the optoelectromechanical transducer (a) is an Al-coated
SiN 500µm square membrane in vacuum (< 10≠5 mbar). It
forms a position-dependant capacitor C

m

(x = 0) ¥ 0.5 pF
with a planar 4-segment gold electrode in the immediate vicin-
ity (0.9 µm <≥ d

<≥ 6 µm). A laser beam is reflected o� the
membrane’s Al coating [22], converting its displacement into
a phase shift of the reflected beam. (b) The membrane ca-
pacitor is part of a resonant LC-circuit, tuned to the me-
chanical resonance frequency by means of a tuning capacitor
C

0

¥ 80 pF (see SI for details). A bias voltage V

dc

applied to
the capacitor then couples the excitations of the LC-circuit
to the membrane’s motion. The circuit is driven by a voltage
V

s

in series, which can be injected through the indicated cou-
pling port ‘2’ or picked up by the inductor from the ambient
rf radiation. (c) For a membrane-electrode distance of 0.9µm,
the optically observed response of the membrane to a weak
excitation of the system clearly shows a split peak (dashed
lines: fitted Lorentzian resonances), due to hybridisation of
the LC-circuit mode with the mechanical resonance of the
membrane.

SI)

H
I
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”x
h̄/2m�

m

, (2)

parametrized either by the coupling parameter G =
≠V

dc

C

Õ
(x̄)

C(x̄)

or the electromechanical coupling energy
h̄g

em

. This coupling leads to an exchange of energy
between the electronic and mechanical subsystems at
the rate g

em

; if this rate exceeds their dissipation rates
�

LC

= �
LC

/Q
LC

, �
m

= �
m

/Q
m

, they hybridise into a
strongly coupled electromechanical system [4, 6, 7]. Our
system is deeply in the strong coupling regime (2g

em

=
2fi · 36 kHz > �

LC

∫ �
m

for a distance d = 0.9 µm and a

bias voltage of V
dc

= 16.4 V (Fig. 1c). Here, for the first
time, we detect the strong coupling using an independent
optical probe on the mechanical system.

We have performed an experimental series, in which
the bias voltage is systematically increased, with a dif-
ferent sample and a larger distance d = 5.5 µm. The
system is excited inductively through port ‘2’ (Fig. 1c),
inducing a weak radio wave signal of (r.m.s) amplitude
V

s

= 670 nV, at a frequency � ¥ �
LC

. The response of
the coupled system can be measured both electrically as
the voltage across the capacitors (port ‘1’ in Fig. 1b) and
optically by analyzing the phase shift of a light beam
(wavelength ⁄ = 633 nm) reflected o� the membrane.
Both signals are recorded with a lock-in amplifier, which
also provides the original excitation signal.

The electrically measured response (Fig. 2a) clearly
shows the signature of a mechanically induced trans-
parency [23–25] indicated by the dip in the LC resonance
curve. Independently, we observe the rf signal generated
in the LC circuit optically via the membrane mechanical
dynamics (Fig. 2b). In particular, the electromechani-
cal coupling leads to broadening of the mechanical reso-
nance, an electromechanical damping e�ect analogous to
optomechanical dynamical backaction cooling [26–28], to
a new e�ective linewidth �

e�

= (1+C
em

) ·�
m

, where C
em

FIG. 2: Mechanically induced transparency. Response
of the coupled system to weak excitation (through port ‘2’ in
Fig. 1b) probed though both, (a) the voltage modulation in
the LC circuit (at port ‘1’), and (b) the optical phase shift
induced by membrane displacements. The data (coloured
dots) measured for five di�erent bias voltages agree excel-
lently with model fits (curves) corresponding to g

em

/2fi =
{280, 470, 810, 1030, 1290} Hz. Note that each curve is o�set
so that its baseline corresponds to the applied bias indicated
on the scale between the panels. Grey circles indicate the me-
chanical resonance frequency extracted for each set of data.
A shift ��

m

Ã ≠V

2

DC

can clearly be discerned (dashed line is
a fit). The inset shows the e�ective linewidth of the mechani-
cal resonance extracted from full model fits to the electrically
(circles) and optically (boxes) measured response and simple
Lorentzian fits to the optical data (diamonds).
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Fig. 1. (a) Experimental setup for EMO NMR composed of an orthogonal pair of coils tuned at the NMR frequency, a membrane
put inside a vacuum chamber, an optical cavity, and a photo-detector. (b) Schematic drawing of the membrane capacitor. The Au
layer on the membrane is electrically floating, and coupled capacitively to the Al pattern on the substrate. The two electrodes of the
capacitor were electrically connected with the rest of the circuit through a pair of contact probes pushing against the Al pads on the
silica substrate. (c) Photograph of the Au-deposited membrane.

levels in unconventional optical NMR schemes, such as Faraday
rotation [9, 10], force detection [11], fluorescence [12, 13], and
atomic magnetometry [14], are much lower than that in the tra-
ditional NMR and can in principle be quantum-noise-limited, all
existing optical NMR detection schemes lack wide applicability
compared to the traditional induction approach which allows
measurements of any bulk samples, including living organisms,
placed inside the detection coil.

Here, we put forward a versatile approach to optical NMR
readout, applicable straightforwardly to chemical analysis as
well as magnetic reosnance imaging (MRI) diagnosis, by exploit-
ing the membrane signal transducer system that we designed
and fabricated to meet the specific needs for pulsed NMR spec-
troscopy. In the following, we demonstrate the Electro-Mechano-
Optical (EMO) NMR detection scheme with proton (1H) spin
echoes [15] in water. The signal-to-noise ratio, albeit currently
limited by the thermal noise due to the Brownian motion of
the membrane as well as additional technical noise, is expected
to increase with the electro-mechanical coupling strength. We
show that the EMO NMR approach can offer better sensitivity
compared to the conventional all-electrical scheme with realistic
improvements in the experimental parameters. The EMO ap-
proach opens the possibility of mechanically amplifying NMR
signal [16] and even laser cooling nuclear spins [17–19] to further
enhance the sensitivity of NMR.

2. EXPERIMENT

A. Experimental setup

We aimed at transducing 1H NMR signals induced in a magnetic
field of ⇡ 1 T from the original rf domain (ws/2p ⇡ 43 MHz)
to the optical domain (Wc/2p ⇡ 300 THz) for a demonstra-

tion of EMO NMR. Figure 1 illustrates the experimental setup.
For the opto-mechanical and the electro-mechanical couplings,
the mechanically compliant part was a high-stress silicon ni-
tride (Si3N4) membrane (Norcada) with lateral dimensions of
0.5 ⇥ 0.5 mm and a thickness of 50 nm. On the membrane was
deposited a circular Au layer with a diameter of 0.45 mm and
a thickness of 100 nm. The effective mass m of the Au-coated
membrane oscillator was 8.6 ⇥ 10�11 kg. We found the funda-
mental (1, 1)-drum mode oscillation of the Au-coated membrane
at wm/2p ⇡ 180 kHz. The Q factor was about 1,800 in vacuum
with no air damping. Counter electrodes were patterned on a
silica plate, and the membrane capacitor was assembled with a
designed gap d0 between the electrodes of 800 nm. The actual
gap was estimatedto be d0 ⇡ 1.4 µm (see Supplement 1 for more
detail).

The magnetic field was provided by a nominally 1 T perma-
nent magnet, in which a pair of orthogonal rf coils were em-
bedded for pulsed excitation of nuclear spins and NMR signal
reception, respectively. The excitation coil was a 2-turn saddle
coil, while the detection coil was a 10-turn solenoid coil with a
diameter of 3 mm (L = 150 nH). In addition, a pair of planar
coils (not shown) were placed outside the rf coil pairs to vary
the static magnetic field with application of dc current around
the resonance condition of the proton spins. The membrane
capacitor was connected in parallel with the detection coil to-
gether with additional trimmer capacitors with capacitances
Ct = 98 pF and Cm = 21 pF, forming a balanced resonant cir-
cuit at wLC/2p ⇡ ws/2p ⇡ 43 MHz with the Q factor of 26.7.
The excitation coil was also impedance-matched at the same
frequency. The isolation between these two separate circuits was
22.5 dB at the resonance frequency.

10

C. 1H spin echo experiment

1H NMR experiments were then carried out at room temperature using 0.1 mol/L aqueous solution of CuSO4 in a
glass test tube (inner diameter 1 mm) with ≈ 2.2×1020 1H spins of water molecules, in which the paramagnetic copper
ions accelerate 1H spin relaxation, allowing rapid repetition of signal averaging. The spin-echo measurement [14] was
performed by applying rf pulses with a power of +17 dBm to the tuned excitation coil through port B in Fig. 2
with the widths of the π/2 and the π pulses of 140 µs and 280 µs, respectively, and the pulse interval of 1 ms. The
inset of Fig. 4 shows a conventional electrical signal of the 1H spin echo obtained by connecting port A in Fig. 2
to a low-noise amplifier, so that the amplified electrical nuclear induction signal could be sent to the conventional
demodulation circuit of the NMR spectrometer. The maximum intensity of the NMR echo signal was −93 dBm at
the input of the low-noise amplifier. The observed decay with a time constant T ∗

2 ≈ 320 µs was dominantly caused
by the inhomogeneity of the magnetic field.

Next, the low-noise amplifier at port A in Fig. 2 was replaced with a drive source for down conversion of the NMR
signal to the mechanical frequency, and the optical output from the Fabry-Pérot cavity was measured under the drive
power of +15 dBm [20]. During the rf pulses, the frequency of the drive was detuned by +400 kHz, so as to decouple
the electro-mechanical interaction and thereby prevent the membrane from being shaken by the excitation rf pulse
leaked to the detection circuit, which, in spite of the 22.5 dB isolation, was still orders of magnitude more intense
than the NMR signals induced in the receiving LC circuit (−92 dBm).
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FIG. 4. 1H spin echo signals in 0.1 mol/L aqueous solution of CuSO4 detected by the EMO approach on-resonance (blue
line) and +2.5-kHz off-resonance (red line). The vertical scale represents the 5000-times average signal intensity in units of the
number of photons reaching the photo-detector per second. The broken line represents a convolution of the electrically-detected
spin-echo signal shown in the inset with an exponential function with a time constant 2/γm. The signal-to-noise ratio S/N is
about 5.4.

Figure 4 shows the electro-mechano-optically detected spin-echo signal (blue line) accumulated over 5000 times with
a repetition interval of 20 ms. For comparison, we performed another measurement with the identical experimental
parameters except for a slight shift in the static magnetic field (≈0.06 mT) to make the 1H spins off-resonant by 2.5
kHz, and verified that the signal disappeared (red line), convincing ourselves that the profile of the optically detected
signal (blue line in Fig. 4) does really originate from the nuclear induction signal.

The difference in the profile of the spin-echo signal obtained by the EMO approach from that in the conventional
electrical scheme can be explained by the transient response of the high-Q membrane. That is, the response b(t) of
the membrane to an excitation a(t), the present case of which is the profile of the electrically detected spin echo, is

determined by the response function h(t) of the membrane through convolution, i.e., b(t) =
∫ t

−∞ h(t − τ) ∗ a(τ)dτ .
Since the spectrum of the fundamental mode of the membrane was well fitted with a Lorentzian function with a width
γm/2π ≈ 100 Hz, we approximated the response function h(t) to be an exponentially decaying function with a time
constant 2/γm, and calculated the response b(t), which was found to reproduce the measured profile of the EMO

Observation of proton 
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[ Takeda et al., Optica 2018 ]
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3.6	GHz	vibrational	mode	of	Si3N4	nanobeam

• Brownian	motion	is	an	
absolute	noise	
thermometer	(like	Johnson	
noise)	but	is	hard	to	
calibrate

• Use	quantum	fluctuations	as	intrinsic	force	
standard	

• Look	at	optical	correlations	to	distinguish	
thermal	from	quantum	backaction	force	
(similar	to	Raman	sideband	asymmetry,	but	
technically	easier)	

• Goals:	
▪ Build	on-chip,	photonic	integrated	primary	

thermometer		
▪ Develop	methods	to	observe	quantum	

measurement	backaction	at	room	
temperature

1µm
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Using entanglement: 
deterministic distributed computation

desired (logical) circuit

• Break into pairwise gates 
• Set a “clock cycle” time 
     – can have “did not succeed” errors 
     – can have logical errors

Idea:
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(Fig. 2(c)).
Entanglement pumping, like entanglement generation,

is probabilistic; however, failures are detected. Still, in
computation, where each logical gate should be com-
pleted within the allocated time (clock cycle), failed en-
tanglement pumping can lead to gate failure. To demon-
strate the feasibility of our approach for quantum compu-
tation, we next analyze the time required for robust ini-
tialization, measurement and entanglement generation,
and show that the failure probability for these proce-
dures can be made su⇤ciently small with only modest
time overhead.

The measurement circuit shown in Fig. 2(a) yields the
correct result based on majority vote from 2m+1 consec-
utive readouts (bit-verification). Since the local C-NOT
gate does not propagate bit-flip error from communica-
tion qubit to auxiliary qubit, the measurement of Z op-
erator of the communication qubit can be repeated many
times. The error probability for such a measurement is:

�̃M ⌅
⇧

2m + 1
m + 1

⌃
(pI + pM )m+1 + (2m + 1) pL. (2)

For example, with pI = pM = 5% and pL = 10�4, we
need m = 5 to achieve �̃M ⌅ 0.14%. The time needed for
robust measurement is

t̃M = (2m + 1) (tI + tL + tM ) . (3)

We now use robust measurement and entanglement gen-
eration to perform entanglement pumping [26, 27].

Suppose the raw Bell pairs have initial fidelity F due
to depolarizing error. We apply two-level entanglement
pumping. The first level uses nb ⇤ 1 steps of bit-error
pumping using raw Bell pairs (Fig. 2(b)) to produce a
bit-error purified entangled pair. The second level uses
these bit-error purified pairs for np ⇤ 1 steps of phase-
error pumping (Fig. 2(c)). The overall success proba-
bility can be defined as the probability that successive
steps all succeed. We may use the model of Markov
process with (nb + 1) (np + 1) states to directly calculate
the probability of having a successful two-level (nb, np)
pumping from a total of N raw pairs, pnb,np (Ntot). For
example, for initial pair fidelity F = 90%, robust mea-
surement error probability �̃M = 0.14%, pL = 10�4, and
purification with (nb, np) = (3, 4), we find a failure prob-
ability �E,fail = 0.02, 0.002, 0.0002 for a number of pu-
rification attempts Ntot = 50, 75, and 100, respectively.
This indicates an exponential decrease in error for large
Ntot.

For successful purification, the infidelity of the puri-
fied pair �

(nb,np)
E depends on both the control parameters

(nb, np) and the imperfection parameters (1 � F, �̃M , pL)
[37]. With optimized choice of

�
n⇥b , n

⇥
p

⇥
, we can minize

the infidelity

�
(n�b ,n�p)
E = neffpL (4)

where neff is a pre-factor relating how errors in local op-
erations lead to the final infidelity. neff depends logrith-
mically on the imperfection parameters 1 � F , �̃M , and
pL.

The total infidelity is bounded by the combination of
the above two errors [38]

�̃E ⌅ �
(n�b ,n�p)
E + �E,fail ⌅ neffpL (5)

where the second step neglects the exponentially de-
creasing failure probability for su⇤ciently large Ntot

(� 100). Numerically, we have �̃E ⌅ neffpL ⌅ 20pL

for the entanglement pumping scheme of (np, nb, Ntot) =
(3, 4, 100) and imperfection parameters (1 � F, �̃M , pL) =�
10%, 0.14%, 10�4

⇥
. The total time for robust generation

of Bell pair t̃E is proportional to the average number of
raw Bell pairs generated �Ntot :

t̃E ⌅ �Ntot ⇥
�
tE + tL + t̃M

⇥
. (6)

This time t̃E and error probability �̃E will determine the
performance of the non-local C-NOT operation used be-
tween registers.

We remark that a faster and less resource intensive
approach may be used if the unpurified Bell pair is dom-
inated by dephasing error. Then, one-level pumping
may be su⇤cient (i.e. no bit-error purification, nb = 1
[39]). For example, with the same imperfection param-
eters as above, the entanglement pumping scheme of
(np, nb, Ntot) = (4, 1, 35) can purify the dephasing error
more e⇤ciently and achieve �̃E ⌅ neffpL = 12pL.

To confirm this analytical estimate, we have performed
a numerical calculation for all errors from purification
failure and other imperfections. The relationship be-
tween the optimized fidelity (over choices of nb, np) and
the total time (proportional to �Ntot ) has been plotted
in Fig. 3 for cases with depolarization error and cases
with dephasing error. Asymptotically, the optimal pu-
rification of Bell pair is limited by the imperfections from
local unitary operations (pL and �̃M ).

Scaling and thresholds With the robust measurement
and entanglement generation techniques now developed,
we may consider the register-based quantum computer
design in the context of standard models of quantum
error correction [34, 35]. We map our specific ap-
proach to a general error model, in which operations
are bounded with some error probability p0 and take
a characteristic “clock cycle” time tC . Since the col-
lection of local unitary operations and robust initial-
ization/measurement/entanglement generation are suf-
ficient for universal quantum computation, their error
probabilities and operational time determine p0 and tC ,
respectively. We estimate

p0 = max {pL, �̃I , �̃M , �̃E} ⌅ neffpL (7)

tC = max
⇤
tL, t̃I , t̃M , t̃E

⌅
⇧ Ntot

�
tE + tL + t̃M

⇥
(8)

Dealing with imperfections: 3 more spins

3

(Fig. 2(c)).
Entanglement pumping, like entanglement generation,

is probabilistic; however, failures are detected. Still, in
computation, where each logical gate should be com-
pleted within the allocated time (clock cycle), failed en-
tanglement pumping can lead to gate failure. To demon-
strate the feasibility of our approach for quantum compu-
tation, we next analyze the time required for robust ini-
tialization, measurement and entanglement generation,
and show that the failure probability for these proce-
dures can be made sufficiently small with only modest
time overhead.

The measurement circuit shown in Fig. 2(a) yields the
correct result based on majority vote from 2m+1 consec-
utive readouts (bit-verification). Since the local C-NOT
gate does not propagate bit-flip error from communica-
tion qubit to auxiliary qubit, the measurement of Z op-
erator of the communication qubit can be repeated many
times. The error probability for such a measurement is:

ε̃M ≈
(

2m + 1
m + 1

)

(pI + pM )m+1 + (2m + 1) pL. (2)

For example, with pI = pM = 5% and pL = 10−4, we
need m = 5 to achieve ε̃M ≈ 0.14%. The time needed for
robust measurement is

t̃M = (2m + 1) (tI + tL + tM ) . (3)

We now use robust measurement and entanglement gen-
eration to perform entanglement pumping [26, 27].

Suppose the raw Bell pairs have initial fidelity F due
to depolarizing error. We apply two-level entanglement
pumping. The first level uses nb ≥ 1 steps of bit-error
pumping using raw Bell pairs (Fig. 2(b)) to produce a
bit-error purified entangled pair. The second level uses
these bit-error purified pairs for np ≥ 1 steps of phase-
error pumping (Fig. 2(c)). The overall success proba-
bility can be defined as the probability that successive
steps all succeed. We may use the model of Markov
process with (nb + 1) (np + 1) states to directly calculate
the probability of having a successful two-level (nb, np)
pumping from a total of N raw pairs, pnb,np

(Ntot). For
example, for initial pair fidelity F = 90%, robust mea-
surement error probability ε̃M = 0.14%, pL = 10−4, and
purification with (nb, np) = (3, 4), we find a failure prob-
ability εE,fail = 0.02, 0.002, 0.0002 for a number of pu-
rification attempts Ntot = 50, 75, and 100, respectively.
This indicates an exponential decrease in error for large
Ntot.

For successful purification, the infidelity of the puri-

fied pair ε
(nb,np)
E depends on both the control parameters

(nb, np) and the imperfection parameters (1−F, ε̃M , pL)
[36]. With optimized choice of

(

n∗

b , n
∗

p

)

, we can minize
the infidelity

ε
(n∗

b ,n∗

p)
E = neffpL (4)

where neff is a pre-factor relating how errors in local op-
erations lead to the final infidelity. neff depends logrith-
mically on the imperfection parameters 1 − F , ε̃M , and
pL.

The total infidelity is bounded by the combination of
the above two errors [37]

ε̃E ≈ ε
(n∗

b ,n∗

p)
E + εE,fail ≈ neffpL (5)

where the second step neglects the exponentially de-
creasing failure probability for sufficiently large Ntot

(! 100). Numerically, we have ε̃E ≈ neffpL ≈ 20pL

for the entanglement pumping scheme of (np, nb, Ntot) =
(3, 4, 100) and imperfection parameters (1 − F, ε̃M , pL) =
(

10%, 0.14%, 10−4
)

. The total time for robust generation
of Bell pair t̃E is proportional to the average number of
raw Bell pairs generated ⟨Ntot⟩:

t̃E ≈ ⟨Ntot⟩ ×
(

tE + tL + t̃M
)

. (6)

This time t̃E and error probability ε̃E will determine the
performance of the non-local C-NOT operation used be-
tween registers.

We remark that a faster and less resource intensive
approach may be used if the unpurified Bell pair is dom-
inated by dephasing error. Then, one-level pumping
may be sufficient (i.e. no bit-error purification, nb = 1
[38]). For example, with the same imperfection param-
eters as above, the entanglement pumping scheme of
(np, nb, Ntot) = (4, 1, 35) can purify the dephasing error
more efficiently and achieve ε̃E ≈ neffpL = 12pL.

To confirm this analytical estimate, we have performed
a numerical calculation for all errors from purification
failure and other imperfections. The relationship be-
tween the optimized fidelity (over choices of nb, np) and
the total time (proportional to ⟨Ntot⟩) has been plotted
in Fig. 3 for cases with depolarization error and cases
with dephasing error. Asymptotically, the optimal pu-
rification of Bell pair is limited by the imperfections from
local unitary operations (pL and ε̃M ).

Scaling and thresholds With the robust measurement
and entanglement generation techniques now developed,
we may consider the register-based quantum computer
design in the context of standard models of quantum
error correction [34, 35]. We map our specific ap-
proach to a general error model, in which operations
are bounded with some error probability p0 and take
a characteristic “clock cycle” time tC . Since the col-
lection of local unitary operations and robust initial-
ization/measurement/entanglement generation are suf-
ficient for universal quantum computation, their error
probabilities and operational time determine p0 and tC ,
respectively. We estimate

p0 = max {pL, ε̃I , ε̃M , ε̃E} ≈ neffpL (7)

tC = max
{

tL, t̃I , t̃M , t̃E
}

≃ Ntot

(

tE + tL + t̃M
)

(8)

Robust measurement 
•  imperfect initialization, measurement (pI,pM ~ 5%) 
•  near-perfect local operation  (pL ~ 0.01%)

Further improvements:  
better collection efficiency via  
cavities (Purcell effect)  
— improves both speed and fidelity

Robust entanglement generation 
•  Large time overhead  
      (tC ~100–1000 tL) 
•  Initial F=0.9 gives final F>0.995 
      (Neff ~ 20) 
•  Good quantum memory critical 
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Large-scale processors

Deterministic resonator 
coupling and control
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(b)
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e-bit

probabilistic
entanglement

Distributed computation: 
registers and links

In all cases: quantum error 
correction dominates over 
logical operations.
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