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The Boolean Bottleneck

G. Bourianoff, Intel

Cyber universe of 
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and it has happened before…..

Heat Dissipation is the Problem
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SRC-NRI goal: develop next device/paradigm 
to enable continued growth of electronics



G. Bourianoff, Intel

Beyond CMOS Computational State Variable

E-Dipole Magnetic -Dipole Quantum State

Class Variables Example

Charge Q, I, V CMOS, TFET

Electric Dipole P (FeFET) 

Magnetic Dipole M, Ispin All-Spin Logic (ASL), SpinWave
Device (SWD), NanoMagnetic Logic 
(NML)

Quantum State Metal-insulator Mott FET, BisFET, excitonic FETs

Ferroic order Magneto-electric st. Magnetoelectric transducers

Tokura, Phys. Today  

Ferroic order





Computing with a Dynamical System
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Quantum-Dot Cellular Automata

Represent binary 
information by 
charge configuration

A cell with 4 dots
2 extra electrons

Neighboring cells tend to 
align due to direct
Coulombic coupling

A Quantum-Dot Cell

An Array of Cells
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Nanomagnet Logic

Digital logic based on field 
coupling of single-domain 
nanomagnets.

Goal:  To investigate its 
viability as a beyond-Moore 
technology.

György Csaba



Why Nanomagnets for Beyond Moore?

Magnets work better on the nano-scale:
• Low power-delay-area product
• Wide temperature operating range
• Radiation hard
• Nonvolatile logic and memory
• Generally many fewer process steps 

⇒ overall cheaper to manufacture
• Array-like architecture allows specialized 

lithographic tools and techniques 
⇒ smaller minimum feature size 

• Relative lack of contacts
⇒ higher packing density

Nanomagnet Logic Elements

Image: Edit Varga

ITRS ERD 2007: …nanodevices, that implement both logic and memory in the same device
would revolutionize circuit and nanoarchitecture implementation.



Elementary Building Block of NML:
Single-Domain Magnets
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A. Imre, PhD thesis, 2006

If magnets are sufficiently small, they do behave as ideal bistable switches. 
Sufficiently small is < 60 nm for Permalloy nanomagnets





Images courtesy of E. Varga



Majority-Gate Structures
H EXT

‘0’‘1’

A. Imre



Demonstration of
Majority-Gate Operation

A. Imre et al, SCIENCE, VOL. 311, 205 (2006)
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Input and Output Stack Development
MEI:  “Magnetic-Electric Interface”

Copper Wire

Contact

i

iclock line

Cladding

CMOS 
compatible 
clock

Input:  Biasing 
line or STT

Output MEI: MTJ, Spin Valve…
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Synchronization of Coupled Oscillators

Coupled metronomes

Coupled ring 
oscillators Coupled spin 

torque oscillators

Coupled VO2
oscillators





Computing with Coupled Oscillators
• Associative Computing 

– Phase dynamics computes distance metrics efficiently
• Combinatorial Optimization 

– Phase dynamics computes color sorting algorithm efficiently



Image processing pipeline using spin-torque 
oscillators

Picture courtesy of Narayan Srinivasa, HRL laboratories

• DARPA-UPSIDE: A project to address energy efficient processing of massive video streams
• We study the emerging device-based filtering block (pre-processor)





Magnetic Spin-Torque Oscillator (STO)

• Spin polarized current induces torque 
on  magnetization vector

• For steady state oscillations, dissipation 
must balance torque

• Straightforward fabrication
• Potential low power (~10 μA @ 10 mV 

= 100nW) operation
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Coupled STOs

Combined spectrum from both contacts as current 
through contact B is ramped from 7mA to 12 mA. 
Current through contact A is fixed at 8 mA. 

40 nm Spin torque point contacts with 500nm 
separation 

• Phase locking demonstrated over 
500 nm distance and reasonable 
current range

• Phase synchronization mediated 
by spin waves

• Robust, room temperature effect in 
conventional magnetic materials

Vol. 437|15 September 
2005|doi:10.1038/nature04035



A DIY oscillator board

16 
 

1.4.1 2 Oscillators 
 

 
Figure 13: MATLAB simulation for change of frequency over time of 2 oscillators 

 

 

Figure 14: Oscilloscope reading from common BNC node – marker  “a”  reads  14.752kHz 

X: 0.009682 

Y: 1.475e+4 

Circuit built by Bob Frame, 
REU / NURF student

Synced regime

Un-synced regime

f0=6.5 kHz
f1=5.7 kHz – 7.6 kHz

We added an RMS-measuring chip to the common (coupling)
node of the oscillators. This graph shows one of the oscillators
being swept continuously, while the other kept at a fix value.





All the physics  / circuit knowledge goes into a circuit model

39

Parasitic couplings through the ground nodeIndependent driver for each STO High-pass RC filter / bias tee

Amplifier model

Delay line

Micromagnetic model of STOs
• Magnetic Material parameters

• Fit between full micromagnetic
and simple model

SPICE model for electrical components
• Transmission line

• Filters, biasing circuits
• Feedback amplifiers

Parasitics / interconnect modeling
• Parasitic capacitances, resistances

• Long cable delays
• Crosstalk, self-oscillations

The entire coupled-STO system is modeled via an equivalent circuit
Ø Allows to model STO behavior in arbitrary environment

Micromagnetic simulation of STO spectrum Saturating amplifier characteristics

Feedback amplifier

STO circuit model
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Circuit output measures the length of analog input current vector 
or Euclidean distance between vectors
Nikonov, Dmitri E., Ian A. Young, and George I. Bourianoff. "Convolutional Networks for Image 
Processing by Coupled Oscillator Arrays." arXiv preprint arXiv:1409.4469 (2014).



Simulation of patch-based Gabor filtering

0 10 20 30 40 50 60

10

20

30

40

50

60

 

 

10 20 30 40 50 60

10

20

30

40

50

60

−1

−0.8

−0.6

−0.4

−0.2

0

0.2

0.4

0.6

0.8

1

 

 

10 20 30 40 50 60

10

20

30

40

50

60

−1

−0.8

−0.6

−0.4

−0.2

0

0.2

0.4

0.6

0.8

1
5 x 5 Gabor filter for 45o lines

Convolution using Matlab

Oscillator-based convolution

• Pixel intensities in image segments are 
represented by  analog current values

• An image is convolved patch-by-patch with a 
Gabor filter

• The processed analog image is formed by the 
oscillator array outputs 

• Oscillators synchronization does the analog 
Gabor filtering

Edges are jumping out in the processed image



The entire system… and what we learned

STO module is actually dwarfed by all the required CMOS circuitry…. 

Spiking neural networks have done better in the benchmarking 

Highly optimized, low-accuracy digital circuits have also done better



EXCEL is organized 
into a vertically 
integrated structure of 
computer scientists, 
mathematicians, 
architects, integrated 
circuit designers, 
device physicists and 
material scientists

EXtremely Energy Efficient Collective ELectronics 
(EXCEL) – Lead PI: Suman Datta



Phase transition in VO2 and relaxation oscillators

VO2 shows MIT (metal-insulator 
transition), i.e. it switches to a metallic 
state at a higher E-field, and to a 
insulating state at lower E-field.

VO2 oscillators can be created using a 
series combination of VO2 device and 
a resistance. The resistance can be a 
MOSFET.

When the load line does not intersect 
the V-I curve within the regions of 
operation, the circuit never reaches the 
stable points, and oscillates.



Coupled VO2 oscillators

When coupled using a capacitor, the VO2 oscillators show synchronization 
in frequency and they lock anti-phase



Graph coloring problem
Also known as vertex coloring, the aim of 
GCP (graph coloring problem) is to assign a 
color to each vertex of a graph such that no 2 
vertices connected by an edge receive the 
same color

Graph coloring with minimum possible 
number of colors is called minimum graph 
coloring

Graph coloring is a critical problem in 
combinatorial optimization with applications 
in pattern matching, scheduling, resource 
allocations, timetabling, analysis of networks 
properties.

NP-complete problem; even approximate 
coloring is NP.



Graph coloring circuit
Coupled relaxation oscillators 
based on VO2, when coupled in a 
graph, result in output phases that 
approximately solve vertex 
coloring problem.

Phases align in an order such that 
same colored vertices appear 
together.

Calculating the coloring from such 
an ordering of phases is O(n2).

Parihar et. al., Nature Scientific Reports, 2017

Earlier Work:
Chai-Wah Wu, IEEE Trans. Circ. Syst., 1998
J. Wu et al., Physica D, 2011



Experimental results

Parihar et. al., Nature Scientific Reports, 2017
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It is well established that oscillators can realize Hopfield-like networks

This schemes does not well for real oscillators (frequencies are all different, phase 
noise) – would be better to have a scheme for stabilizing the oscillators.

Neuromorphic circuits from electrical oscillators



Parametric oscillators as two-state systems

Nation et. al.: arXiv:1103.0835v3 [quant-ph] 12 Jan 2012

PROCEEDINGS OF THE IRE

The Parametron, a Digital Computing Element
which Utilizes Parametric Oscillati*on

EIICHII GIOTOt

Summary-The following is a brief description of the basic
principles and applications of the parametron, which is a digital com-
puter element invented by the author in 1954. A parametron element
is essentially a resonant circuit with a nonlinear reactive element
which oscillates at one-half the driving frequency. The oscillation is
used to represent a binary digit by the choice between two stationary
phases 7r radians apart. The basic principle of logical circuits using
the parametron is explained, and research on and applications of
parametrons in Japan are described

I, INTRiODUCTION

IN keeping with the remiiarkable progress of elec-
tronic computers in recent years, studies oni digital
computing elements and memory devices have been

energetically coniducted in various laboratories Amcong
them, one will find new applicationis of phy3sical phe-
nomena and effects that have never before been utilized
im the field of electron-ics; the cryotroni, which uses su-
perconiductivity, and the spili echo memLory aie typical
exajmples.

In 1954 the author discovered that a phenonenion
called parametric oscillation, which had been known
for- many 3 ears, can be utilized to performn logical opera-
tions and memory functions, and gave the nai-ie "IPa
rametroni" to the new digital cotmponienit made on this
piinciple [i], [211 [233
A digital computing circtuit miade of parametrons

mliay consist only of capacitors, ferrite-core coils and
resistors, while diodes anid rectifiers may be dispen-sed
with. The parametron, therefore, is considered to be
extremely sturdy, stable, durable and inexpenisive.
Owing to these advantages, initenisive studies have
stai ted in several laboratories in Japain to apply param-
etronls to various digital systemls. At presenit, iearly
half of the Japanese electronic conputers in operation
use parametrons for logical elements. Further applica-
tions have beenm-Lade to such devices as telegiaphic
equipmeiiits, telephoiie switching systemrs aid nutnierical
control of machine tools,

Parametric oscillation, froin which the nanie 'Pa
rametroii" derives, is not a unifamiliar phenomnenon- a
playground swing and Melde's experimeInt are exaiin-
ples of parametric oscillations iii mechanical system1s.

In order to drive a swing, the rider beinds anid then
straightens his body and thcreby chianges the leiigth I
between the center of gravity of his body and the ful-
crum of the ropes. The swinlg is a mechanical resonant
system anid its resonant frequency is determined by this

*Original manuscript received by the IRE, December 9, 1958;
revisedl maiiuscript received, May 14, 1959.

t Dept. of Physics, University of Tokyo, Tokyo, Japan

length I and the gravitational constant g. The oscilla
tion of the swing is energized by the periodic variation
of the parameter I which determines the resonaLnt fre
queiicy. Similarly, in Melde's experimerit, shown in Fig
1, a periodic variation is given to the tension, which is a
parametei that deteirmines the resonaniIifrequelncv of
the string. Iin this case, the exciti ig energy whihch varies
the tensior is supplied from a tuning forl of resoiia-it
fri(lueticy 2f4 which is twice the resonaiit frequtenciy f
of the string. In other wiords, the oscillating frequtentcy of
the string is a subharmonic equal to half the freqluen-icy
of the cnergy source, that is, it is the second subham.r
mnonic. The nechanisn of building up of this subhar-
inuonic is shown in Fig. 2. As the strin-g moves away froim
the equilibrium positioni, thte teinsio is weakented anl:I
the mnaxim-yium amplitude increases, as the striiig returns
to the cen-iter positioni the teisionis strengthletel atnid
the kinetic energy tntceases.

TUNING FORK VIBRATING

AT FREQUENCY 2f t

k~) STI

fi

rRFNG 0SCILLATING AT FREQUENCY

Fig. 1--Melde s expeniiecit.
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Fig. 27-iBuiild up of oscillation of the stUrtig.

In ani electrical system, imductance an-d capcitaiite
are the parameters which determine the resonaat fre
quency Parametric oscillation therefore can be pro-
duced in a resoniant circuit by periodlically varyin-ig on-e
of the reactive elem-eiits composing the resonant circuit
[181]o
A parametron element is essentially a reson-iant circuit

with a reactive element varying periodically at fre-
quency 2J which generates a parametric oscillation at
the subharmoniic frequency f. In practice, the periotlic

1304 A, ugust
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Fig. 5 The amplitude-to-phase (R, O) locus
of an oscillating parametron.

1 bit of information. However, oscillation of parame-

trons in this stationary state is extremely stable, and
if one should try to change the state of an oscillating
parametron from one mode to another just by directly
applying a control voltage to the resonant circuit, a

signal source as powerful as the parametron itself would
be necessary. This difficulty can be got around by pro-

viding a means for quenching the oscillation, and mak-
ing the choice between the two modes, i.e., the rewriting
of information, by a weak control voltage applied at the
beginning of each building up period, making use of the
superregenerative action.

Actually, this is done by modulating the exciting
wave by a periodic square wave which also serves as the
clock pulse of the computer. Hence, for each parame-
tron there is an alternation of active and passive periods,
corresponding to the switching on and off of the exciting
current. Usually, the parametron device uses three
clock waves, labeled 1, 11 and III, all having the same

pulse recurrence frequency, but switched on and off one
after another in a cyclic manner as shown in Fig. 6.
This method of exciting each of the parametrons in a

digital system with either one of the three exciting
waves I, II and III is usually called the "three beat" or

the "three subclock" excitation.

III. BASIC DIGITAL OPERATIONS
BY PARAMETRONS

Digital systems can be constructed using parametrons
by intercoupling parametron elements in different

I 1

Fig. 6-The exciting current of three groups, 1, 11 and Ill.

groups by a coupling element, the toroidal transformers
shown in Fig. 3.

Figs. 7 to 9 show the basic parametron circuits.
The parametron is a synchronous device and operates

in rhythm with the clock pulse. Each parametron takes
in a new binary digit ("1" or "O") at the beginning of
every active period, and transmits it to the parametrons
of the next stage with a delay of one-third of the clock
period. This delay can be used to form a delay line. Fig.
7 shows one such delay line which consists of parame-

trons simply coupled in a chain, each successive paramii-

etron element belonging each to the groups, I, II, III,

I, Hence, the phase of oscillation of a parametron
in the succeeding stage will be controlled by that in the
preceding stage, and a binary signal x applied to the
leftmost parametron will be transmitted along the chain
rightwards in synchronism with the switching of the
exciting currents. Hence, the circuit may be used as a

delay line or a dynamic memory circuit.
Fig. 8 shows how logical operations can be performed

using parametrons. In the figure, the outputs of the
three parametrons X, Y and Z in stage I, which are all
oscillating at a voltage V, are coupled to the single
parametron U in stage 1I with a coupling factor k. As the
effective phase control signal acting on U is the alge-
braic sum of the three signals from X, Y and Z, each of
which has the value +-k V or -k V, the mode of U rep-

resenting a binary signal u will be determined according
to the majority of the three binary signals x, y and z,

respectively represented by the oscillation modes of X,
Y and Z. It would be possible, in principle, to general-
ize the majority circuit of Fig. 8(a) to 5, 7, 9, in-
puts, that is, to any odd number of inputs. In practice,
however, the nonuniformity in the characteristics of
each parametron causes disparity in the input signals
and makes the majority decision inaccurate, and this
fact limits the allowable number of inputs to 3 or 5 in
most cases.

It is easily seen that the majority operation just out-
lined includes the basic logical operations "and" and
"or" as special cases. Suppose that one of the three in-
puts in Fig. 8(a), say z, is fixed to a constant value "1,"
then we obtain a biased majority decision on the re-

maining two inputs x and y, and the resulting circuit
gives "x or y" as shown in Fig. 8(c). Similarly, if z is
fixed to a constant value "0," we obtain a circuit for "x
and y" as shown in Fig. 8(d). These constant signals are

actually derived from a special parametron called con-

stant parametron, or some other voltage source equiva-

V(t)

- *f --am.% 1 8
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1959 Muroga and Takashima: The Parametron Digital Computer MUSASINO-1 309

TABLE I
SUMMARY OF CHARACTERISTICS OF M-1

Operations; parallel
Representation of number or orders;
a fixed point system with 40 binary digits for a number word
and a pair of single address orders for an order word

Number of instructions; about 130

Major components;
Parametrons

Control unit 1600
Arithmetic unit 2800
Magnetic-core memory 1000
Magnetic-tape memory 2000

Total 7400

Vacuum tubes
Arithmetic and control units 280
Magnetic-core memory 239

Fig. 1-Front view of M-1. Magnetic-tape memory 160

Total 679

Excitation of parametrons;
Excitation frequency, 2.4 mc
Repetition frequency of three-phase

rectangular wave, 6-25 kc
Generation of three-phase rectangular

wave, by flip-flops
Power supply system, 807 push-pull for every 400

parametrons

Magnetic-core memory;
Memory cores, ferrite toroids with an outer diameter 2 mm

and with nonrectangular hysteresis curve
Writing, by superposition of two currents with different

frequencies
Reading, by generation of the second harmonic of 0.6

mc
Selection circuit, a matrix of parametrons
Current capacity, 256 words

Required power;
Primary line input, 9 kva
Stabilized output, 5 kw

quencyf/2 and a constant phase is fed into a wire con-
nected to the selected parametrons, which couples with
ferrite cores. When information is to be written in these
cores, currents with a frequencyf and a binary phase are
fed into all the cores, including the cores in which the
information is to be written, through 40 wires leading
from the arithmetic unit. Each phase of the current is
0 or 7r radians, corresponding to the digit 0 or 1 of the
number word which is to be stored. Then the two cur-
rents with the frequencies f and f/2 are superposed on
the row of the cores corresponding to the selected ad-

Fig. 2-Midway view of M-1. dress, and the information digits are written only on
these cores, because a current with a distorted wave-

memory is referred to from the control unit, a row and form which has a large amplitude on the positive or
a column of parametrons in the selection matrix are negative side, corresponding to the digits 0 or 1, results.
fed with a current of frequency of 1.2 mc. Consequently, Conversely, when the stored information is to be read
a parametron at the cross point which corresponds to out, a current with the frequency f/2 should simply be
the specified address oscillates because it is parametri- fed from the selection circuit in the manner described
cally excited with a double amplitude of the high-fre- above. Then a voltage with the frequency f, which is
quency current, while other parametrons in the row and the second harmonic of the above current, will be in-
column do not oscillate because of insufficient amplitude duced in each core in the addressed row, with one of
of the excitation. Consequently, a current with a fre- the binary phases corresponding to each 0 or 1 stored

Entire computers have been built based on parametric oscillators:

Wigington, R. "A new concept in computing." Proceedings of the 
IRE 4, no. 47 (1959): 516-523.

Muroga S, Takashima K. The parametron digital computer Musasino-
1.  Electronic Computers, IRE Transactions on. 1959 Sep(3):308-16.

A historical computer based on parametrons
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Locking may occur in one of two possible phases
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Subharmonic locking of ring oscillators

Ring oscillators may work  as parametric oscillators, if the power supply of one inverter 
is modulated. This is lot more practical in a integrated realization than LC oscillators.

For  a related concept, but with Boolean devices, see: Roychowdhury J. Boolean Computation Using Self-Sustaining 
Nonlinear  Oscillators. Proceedings of the IEEE. 2015 Nov;103(11):1958-69.

7-inverter ring 
oscillator

Modulation at f (oscillator frequency) to set initial phase

Modulation at 2f (2 x oscillator frequency) to keep the phase 
bistable
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Trond Ytterdal,  Dept Electron and Telecom, Norwegian University of Science and Technology, Trondheim, Norway
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• Depending on the initial conditions / initial f pumping, the oscillator may oscillate in one 
or the other phase.

• Oscillators with somewhat different frequencies still remain perfectly in phase

Simulation of a single oscillator
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Interconnecting two oscillators
In-phase (pulling) connection Anti-phase (pushing) connection

We use a three-stage pumping scheme to put coupled oscillators into ground state:
• Initialize the oscillators into a given phase by f-pumping
• Let them push and pull each others phase and settle
• Use a 2f scheme to lock their phases into one of two possible states
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Phase evolution of three coupled oscillators

• Oscillators 1 and 2 pull toward each other due to in-phase coupling
• Oscillator 3 pushes away from 1 and 2 due to anti-phase coupling



A Hopfield-network-like interconnection scheme 



Convergence pattern
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Csaba, György, Trond Ytterdal, and Wolfgang Porod. "Neural network based on parametrically-pumped oscillators." In Electronics, 
Circuits and Systems (ICECS), 2016 IEEE International Conference on, pp. 45-48. IEEE, 2016.



Physical limits of neuromorphic computation



Behavior of Hopfield networks in the presence of noise
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Optical computing

Goodman, Introduction to Fourier optics 

Advances in Optical Technologies 3
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Figure 1: Architecture of an optical processor.

Input scene s(x, y)

Reference R(u, v)

Correlation c(x, y)
SLM
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Lens 1

Lens 2

(a)

(b) (c)

Figure 2: Basic 4-f correlator: (a) Optical setup. (b) Autocorrelation peak for a matched filter. (c) Autocorrelation peak for a phase only
filter.

3. A New Start for Optics; the Rise of Optical
Computing (1945–1980)

Information optics is a recognized branch of optics since
the fifties. However, historically, the knife-edge test by
Foucault in 1859 [20] can originate the optical information
processing. Other contributors can be noted such as Abbe
in 1873 who developed the theory of image formation in
the microscope [21], or Zernike who presented in 1934 the
phase contrast filter [22]. In 1946, Duffieux made a major
contribution with the publication of a book on the use of
the Fourier methods in optics [23]. This book was written
in French and translated in English by Arsenault [24]. The
work by Maréchal is another major contribution; in 1953, he
demonstrated the spatial frequency filtering under a coherent
illumination [9].

Optical computing is based on a new way of analyzing the
optical problems; indeed, the concepts of communications
and information theory constitute the basis of optical
information processing. In 1952, Elias proposed to analyze
the optical systems with the tools of the communication
theory [25, 26]. In an historical paper [27], Lohmann, the
inventor of the computer-generated holography, wrote “In
my view, Gabor’s papers were examples of physical optics,
and the tools he used in his unsuccessful attempt to kill
the twin image were physical tools, such as beam splitters.
By contrast, Emmett (Leith) and I considered holography
to be an enterprise in optical information processing. . . .In
our work, we considered images as information, and we
applied notions about carriers from communications and
information theory to separate the twin image from the
desired one. In other words, our approach represented a

Pierre Ambs, “Optical Computing: A 60-Year Adventure,” Advances in Optical Technologies, vol. 
2010, Article ID 372652, 15 pages, 2010.

Goodman, Introduction to Fourier optics 

Synthetic-aperture radar

Matched filter

4-f correlator

Goodman, Introduction to Fourier optics 

Character recognition



PRO
– Wavelength and frequencies compatible will 

nanoelectronics: 30-100nm, 10-25 GHz
– Spin waves can be generated, detected and manipulated 

electrically
– Material set compatible with modern nanoelectronics
– Low voltage and current ~10-20 mV, 10-100 µA
– Nonlinear collective effects useful for convolution integrals

CON
– Spin wave damping lengths ~1 µm
– Scattering and device variation
– Nonlinear effects poorly understood
– An immature but rapidly developing technology

G. Bourianoff, D. Nikonov

Why Spin Waves?



Components for ‘Spin-Wave Optics’
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1: Coherent sources

Spin-torque oscillators are a well-
established technology and has been
used to create spin-waves in many
experiments. In our studies we used a
~20 GHz AC current to drive the STOs –
this keeps the wavefront coherent.

2: Phase shifters

A localized magnetic field changes the
wavelength of the spin wave – we
characterized this by micromagnetic
simulations. A certain magnetic field
corresponds to a certain n refractive
index over a region and one can use
this analogy to design ‘spin wave optic’
devices.

Spin wave wavelength vs. magnetic field 
for a particular geometry

Phase shifted spin waves

Localized magnetic field

The device can be given a vector input by a series of STOs



Spin-Wave Lens and Fourier Transform

High field 
field region

Input wave
sources

Readout

G. Csaba, A. Papp, and W. Porod, “Spin-wave based realization of optical computing primitives,” 
Journal of Applied Physics, vol. 115, no. 17, p. 17C741, May 2014.



Spin-Wave Mirror and Fourier Transform

• Input vector is is used as a boundary
condition (to excite the STOs).

• The amplitude of 64 oscillators
represents the input vector

2 μm 2 μm

• The pulse train that arrives back 
represents the Fourier transform 
(both amplitude and phase)
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Spin-wave diffraction (simulation)
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Outline
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– Coupled Oscillators
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– Spin Waves

• Quantum Computation 



Classical Computer

Representation of Information by classical 2-State System
• Switch, magnetization direction, presence/absence of 

charge

Single Bit: (↑), (↓)
• 21 possible states

Two Bits: (↑ ↑), (↑ ↓), (↓ ↑), (↓ ↓)
• 22 possible states

N Bits:  String of N (↑↓↑↑↓↑↓↓…)
• 2N possible states



Quantum Computer

Representation of Information by quantum 2-State System
• Electronic spin, quantum dot, impurity atom

Single Qubit:  21 basis states |↑> , |↓>
• Superposition states ψ = a |↑> + b |↓>
• Complex amplitudes a, b with | a |2 + | b |2 =1
• Continuum of states

Two Qubits:  22 basis states |↑ ↑>, |↑ ↓>, |↓ ↑>, |↓ ↓>
• Superposition ψ = a |↑ ↑> + b |↑ ↓> + c |↓ ↑> + d |↓ ↓>
• Amplitudes a, b, c, d with | a |2 + | b |2 + | c |2 + | d |2 =1

N Qubits :  String of N |↑↓↑↑↓↑↓↓…>
• 2N basis states and complex amplitudes



Classical vs Quantum

In a classical computer with N bits:
– Its state at any given time is one of 2N discrete states
– State is described by N integers
– Information is processed by controlled transition between 

states, one bit at a time

In a quantum computer with N qubits:
– Its state at any given time is in a superposition of 2N basis states
– State is described by 2N complex amplitudes
– Information is processed by unitary transformations (quantum 

gates) that change these amplitudes in a controlled manner



How many qubits are needed?

Common estimate is N = 1000 qubits
– Information qubits, without error correction
– With error correction, increases by factor of 100

Quantum state described by 21000 ~ 10300 complex amplitudes
– This is a VERY large number
– Number of particles in whole universe ~ 1080

Quantum computer is an analog machine with a super-
astronomical number of degrees of freedom, which are 
continuous parameters that need to be controlled precisely



So, when will we have a useful quantum computer?
The experts say …

– Optimistic expert: In 10 years
– Moderate expert: In 20 to 30 years
– Cautious expert: Not in my lifetime

Michel Dyakonov: When we learn to control quantum states 
with  21000 complex analog amplitudes (which means Never)

Günter Mahler: Quantum computers are attractive because 
they do not suffer from the exponential increase in 
algorithmic complexity, as classical computers do. However, 
they likely suffer from an exponential increase in hardware 
complexity, which classical (digital) computers do not. 



Let Physics do the Computing!

Thank You!


